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Abstract

In the modern labor market, accurate match-
ing of job vacancies with suitable candidate
CVs is critical. We present a novel multilingual
knowledge graph-based framework designed to
enhance the matching by accurately extracting
the skills requested by a job and provided by a
job seeker in a multilingual setting and aligning
them via the standardized skill labels of the Eu-
ropean Skills, Competences, Qualifications and
Occupations (ESCO) taxonomy. The proposed
framework employs a combination of state-of-
the-art techniques to extract relevant skills from
job postings and candidate experiences. These
extracted skills are then filtered and mapped
to the ESCO taxonomy and integrated into a
multilingual knowledge graph that incorporates
hierarchical relationships and cross-linguistic
variations through embeddings. Our experi-
ments demonstrate a significant improvement
of the matching quality compared to the state
of the art.

1 Introduction

In the modern labour market, job portals serve as
key intermediaries, connecting employers with po-
tential employees by comparing job postings with
the CVs of job seekers, to find the best possible
matches and liaise both parties.1 Matching of the
required skills in a job posting with the skills out-
lined in the candidate’s experience is of special
relevance. For implementation of this matching,
recently a number of AI-based techniques have
been proposed. Zero-shot recommendation mod-
els (Kurek et al., 2024), attention-based scoring
mechanisms (Jiang et al., 2020), embedding-based
models (Zhao et al., 2021), or tensor decomposition
(Mao et al., 2023) have been used, with an empha-
sis of surface-level features, such as geographic

1In what follows, we use the term “job posting” to refer to
the description of a job vacancy and “candidate experience” to
refer to the professional history of a job seeker as documented
in their CV.

location and user data, including click-through
rates and other user engagement metrics, without a
deeper analysis of the semantics of the listed skills.
Other, more promising, proposals draw upon the
skills taxonomy of the European Skills, Compe-
tences, Qualifications and Occupations (ESCO)
classification2, which is, together with its US equiv-
alent O*Net3, a primary instrument used in inter-
national job markets for job offer and candidate
experience annotation. For instance, (Clavié and
Soulié, 2023) identify ESCO skill labels in job
offers / candidate experiences and provide the rea-
soning, which leads to the identification of skills by
the use of a Large Language Model (LLM), giving
guidance to it by detailed prompts, accompanied
by manually created examples, but without that the
LLM can re-evaluate its reasoning chain. This is
different from (Wang and Zhou, 2024), which uses
the “Chain of Thought" (CoT) strategy to make
the LLM use its own reasoning explanations as in-
context examples. However, as other proposals in
the field, these proposals neglect the hierarchically
organized, contextually diverse information in the
ESCO classification.Furthermore, they are prone
to biases inherent in LLMs when processing tex-
tual data, as they do not involve any human expert
control or human-generated ground truth data.

To address these challenges and to improve the
quality of skill extraction from job postings and
candidate experiences and their matching, we de-
veloped a knowledge graph-based multi-step frame-
work. The proposed architecture foresees skill ex-
traction using several state-of-the-art skill selec-
tion skills (Zhang and et al., 2024; D’Oosterlinck
et al., 2024; Nguyen et al., 2024) to whose output
(D’Oosterlinck et al., 2024)’s CoT prompting tech-
nique is applied to select the most relevant skills
by comparing the extracted skills with the ESCO

2https://esco.ec.europa.eu/en/classification
3https://www.onetonline.org/
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skill names and their corresponding descriptions.
Human labelers provide ground truth data, based
on which the model is optimized. The finally se-
lected skills from the job postings and candidate
experiences are linked in a knowledge graph with
the ESCO skills. The graph is fine-tuned with mul-
tilingual (in our case, Spanish) embeddings for
effective matching in a multilingual context.

Our tests demonstrate that the developed frame-
work significantly outperforms the state-of-the-art
skill extraction and job posting – candidate expe-
rience matching. The framework is about to be
deployed in a leading European job portal.

It will serve as a complementary instrument for
human job recruiters rather than a fully automated
service, in order to minimize any risk of faulty
recruitment suggestions.

2 Related Work

As already mentioned, a number of works deal
with the identification and matching of skills in
job postings and candidate experiences (Senger
et al., 2024). For instance, (Jia et al., 2018) and
(Sayfullina et al., 2018) focus on skill identification
through span labeling and binary classification. (Jia
et al., 2018) use sequence tagging with LSTM neu-
ral networks, and (Sayfullina et al., 2018) employ
exact match for skill spans. Both require extensive
optimization and are often limited by their depen-
dency on specific languages and datasets. (Goyal
et al., 2023) utilizes exact string matching with
NLP techniques for label extraction and incorpo-
rates a multi-hop job-skill graph neural network
with a Graph Isomorphism Network encoder, em-
ploying one-vs-many classification with softmax
attention and weighting skills based on their fre-
quency in job postings. (Zhang and et al., 2024)
emphasize the generation of mention-entity pairs
using ESCO skills as ground truth labels, their
methodology, which heavily depends on the pre-
cise detection of mentions and the disambiguation
of contexts, proves insufficient in real-world ap-
plications where such extraction methods are not
readily available. (Fettach et al., 2024) demon-
strates how knowledge graphs can bridge education
and employment domains to support job seekers’
skill development. They developed JobEdKG, an
uncertain knowledge graph embeddings to model
relationships between job market and educational
entities to predict required skills based on career
choices.

The systems by (Zhao et al., 2021; Jiang et al.,
2020) approach job-resume matching primarily as a
recommender system, incorporating non-textual in-
puts like geo-location and evaluating performance
based on click-through rates. This methodology
inherently restricts the comparison to surface-level
features shared between candidate experiences and
job postings, neglecting the deeper semantic re-
lationships and context that are crucial for accu-
rate skill matching. Similarly, (Kurek et al., 2024;
Mao et al., 2023) experiment with zero-shot learn-
ing using various embedding models and dimen-
sions. While this approach may be effective for
exploring a broad understanding of industrial prob-
lems, it overlooks several recent findings. Rely-
ing solely on embeddings with zero-shot classifi-
cation has notable weaknesses, such as the lack of
mechanisms to mitigate residual biases in textual
data and limited capability to integrate diverse data
sources. Moreover, zero-shot classification models
have been shown to be outperformed by in-context
learning models, particularly LLM, which offer su-
perior contextual understanding and adaptability
(Gurusamy et al., 2024; Hasan et al., 2024).

Apart from those that we already cited, in par-
ticular, (D’Oosterlinck et al., 2024) needs to be
highlighted. (D’Oosterlinck et al., 2024) intro-
duces “in-context learning for extreme multi-label
classification" and built on DSPy library (Khat-
tab et al., 2023). It consists of a collection of
DSPy programs that enable stateful interactions
with LLM. The LLM integrates the CoT methodol-
ogy with retrieval-augmented generation for skill
extraction, where classes—specifically, ESCO skill
names—are provided as embeddings. The model
learns classification through a novel optimization
technique that fine-tunes prompts at each step and
generates synthetic examples to enhance in-context
learning (ICL) (Wang and Zhou, 2024), thereby
aiming to maximize classification metrics. We use
(D’Oosterlinck et al., 2024) as foundation. We
employ human-labellers to evaluate the skills ex-
tracted by this model and introduce enhancements
to improve contextual understanding of the LLM
beyond the conventional NLP techniques utilized
in (Goyal et al., 2023) Additionally, we adapt this
model for multilingual applications and incorpo-
rate the hierarchical skill relationships defined in
the ESCO taxonomy.
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3 The Framework

In what follows, we first provide an overview of
our approach as a whole and then discuss the skills
extraction, filtering of the extracted skills and their
subsequent mapping onto the ESCO skills taxon-
omy, and construction of the knowledge graph as a
way of matching the skills extracted from the job
postings and candidate experiences.

3.1 Framework overview

Figure 1 illustrates our framework for skill extrac-
tion and matching of job postings and candidate
experiences.

Job postings and candidate experiences come
in structured forms. Skills, their descriptions, and
associated job titles are provided in separate fields,
such that we first retrieve the content of these fields
from the forms4. An LLM CoT prompting strategy
is applied to normalize the retrieved job titles to
unique labels, which are further extended by an
index (e.g. ix_000) from the InfoJobs database
in which the job postings and candidate experi-
ences are stored. For instance, a generic job title
like “administrativo/a" (Spanish term for “admin-
istrator") is transformed into a more specific and
unique title, such as “organizational support spe-
cialist_ix_14662" or “excel data coordinator – in-
ternational trade support_ix_4664". This prevents
inefficient expansion of the knowledge graph at a
later stage (see below), since multiple nodes that
represent the same concept or entity can lead to
redundant data and suboptimal graph performance
(Hofer et al., 2023; Zhang et al., 2022b).

The skills field in job postings and candidate ex-
periences often contains unstructured, ambigous,
or inconsistent information. For instance, job post-
ings may list skills using a variety of terminologies,
such as “project management", “PM", or “lead-
ing teams", all of which refer to the same skill in
different terms. These variations make the use of
skill extraction techniques to standardize relevant
information for matching necessary.

For skill extraction, we adapt three state-of-the-
art skills extraction techniques, which are applied
in parallel to the content retrieved from the job
postings and candidate experiences: entity link-
ing (Zhang and et al., 2024), extreme multi-label

4Prior to their processing, both job postings and candi-
date experiences are cleaned. Promotional content, sensitive
information, specific locations, names, and dates that could
reveal private details about the hiring company or job seeker
are removed.

classification (Khattab et al., 2023), and in-context
learning with LLMs (Nguyen et al., 2024). We use
three techniques instead of one because each of the
three approaches has its pros and cons, such that a
combination of them promises to provide the best
outcome possible.

The outputs of these three techniques are merged
and processed using the CoT with Hint reasoning
module (D’Oosterlinck et al., 2024) from the DSPy
library (Khattab et al., 2023). This module is re-
sponsible for both the final selection of the rele-
vant skills and their mapping to the corresponding
ESCO skills by introducing a hint during an inter-
mediate reasoning step to prompt stateful LLMs
within a multi-step framework. Additionally, the
hint also ensures that the extracted skills are trans-
lated into English (when the input is in another
language, e.g., Spanish)

With the selected skills at hand, we construct
a knowledge graph that links ESCO skill labels,
job postings, and candidate experiences. The hi-
erarchical relationships between the skills in the
ESCO taxonomy are incorporated, along with n-
gram matches, to assign initial weights to the edges
linking skills with job postings and candidate expe-
riences. The initial edge weights are subsequently
refined using Inverse Document Frequency (IDF)
scores. To further improve the multilingual ca-
pability of the knowledge graph and translate the
structural characteristics of the graph into a vector
space representation that enables precise compar-
ison of nodes, we fine-tune it on multilingual (so
far, Spanish) embeddings. This enables the knowl-
edge graph to account for linguistic variations be-
tween the description of the skills in ESCO and in
job postings / candidate experiences. Furthermore,
language-specific embeddings capture language-
specific nuances and cultural context, enabling pre-
cise alignment between English and data in the
language in question, unlike the initial alignment,
which offers a generalized, language-independent
representation.

3.2 Skills extraction

As mentioned above, we extract skills from job
postings and candidate experiences adapting three
state-of-the-art techniques, whose output we then
combine for more accurate performance: entity
linking, extreme multi-class classification, and few-
shot in-context learning.

3
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Figure 1: Overview of our framework for skills extraction and matching

3.2.1 Entity linking
Entity linking is used to link fine-grained span-level
mentions of skills in candidate experiences to skills
in the ESCO classification. We use (Zhang and
et al., 2024), which is based on the BLINK model
(Wu et al., 2020), adapted to the job domain. In this
context, the entities refer to ESCO skill names and
their corresponding descriptions. The descriptions
are derived from the ESCO taxonomy, which pro-
vides detailed contextual information for each skill.
BLINK first retrieves potential matches within a
dense vector space, where a bi-encoder separately
encodes the context of skill mentions and the de-
scriptions of entities, which are two distinct inputs.
The first input that represents the mention and its
context has the following format:

[CLS]ctxt_left[S]mention[E]
ctxt_right[SEP]

where “mention" refers to the tokens of the actual
mention, while “ctxt_left" and "ctxt_right" stand
for the tokens of the surrounding contextual infor-
mation. Special tokens [S] and [E] are used to
delineate the mention itself.

The second input, representing the ESCO skill
and its description, incorporates the skill’s name
(title) and its textual description, separated by a
special token.

[CLS]skill_name[S]skill_desc[SEP]

Following the retrieval stage, a cross-encoder re-
ranks the candidate experience entities by concate-
nating the mention and entity spans for a precise
alignment. The model aims to maximize the simi-
larity, measured by the dot product, of the [CLS]

token embeddings for the correct entity relative to
other entities in the batch.

Given that our data comprise job titles, descrip-
tions, and skills in plain text, we extract skill men-
tions along with their surrounding context to utilize
this model effectively. First, we employ a contin-
iously pre-trained, domain-adapted skill extraction
model5 proposed in (Zhang et al., 2022a) to identify
sequences that most likely contain skills. Sentences
containing these identified spans are selected as
inputs. Then, we refine the extracted spans by re-
moving, stop words, subword markers, punctuation,
and other non-letter characters to ensure coherence
and readability. The processed spans are format-
ted into a structure required by the BLINK model,
allowing accurate context and entity-linking. In
instances where the span appeared at the beginning
or end of a sentence, the context was represented
by an empty string, as outlined in (Zhang and et al.,
2024).

3.2.2 In-context learning for extreme
multi-label Classification

Our second technique for skill extraction is “Infer-
Retrieve-Rank" (IReRa) (D’Oosterlinck et al.,
2024) for tackling extreme multi-label classifica-
tion (XMC) problems that involve classifying items
into thousands of possible categories (Khattab et al.,
2023). IReRa employs a multi-step interaction be-
tween LLMs and retrievers, optimizing the process
using the DSPy programming model.

We reproduced the results from the original Ir-
eRa framework following the prescribed method-
ology, including the optimization of the language

5https://huggingface.co/jjzha/jobspanbert-base-cased
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Figure 2: DSPy signature used for Selecting and Nor-
malizing Extracted Skills.

model with examples provided in their repository6.

3.2.3 Few-shot skill extraction using Large
Language Models

As the third technique, we implemented prompt-
ing of an LLM for skill extraction through a few-
shot in-context learning, as proposed by (Nguyen
et al., 2024). We adopted their original proposal
to facilitate skill extraction from longer sentences.
The exact prompts and few-shot examples from the
original proposal. To ensure robustness and miti-
gate transient issues, we run the extraction up to
five times to mitigate errors (e.g., poorly structured
output from the LLM).

3.3 Skill selection and ESCO mapping

The skills extracted by the skill extraction tech-
niques from above are further filtered with re-
spect to their relevance, and their final selection is
mapped onto the ESCO skills taxonomy, see Figure
2 for the prompt used in the DSPy program. The fil-
tering model is a version of IReRa (D’Oosterlinck
et al., 2024) that has been specifically adapted for
multilingual skill extraction by incorporating ad-
ditional context from the ESCO taxonomy. The
model is further refined to improve the accuracy of
skill selection compared to the ground truth, allow-
ing for evaluation against its variations.

While building upon (D’Oosterlinck et al., 2024),
our framework introduces several key enhance-
ments to bridge the language gap between English
ESCO skill labels and job postings / candidate ex-
periences in other languages (in our case, Span-
ish): (1) integration of E5 multilingual embed-
dings7 (Wang et al., 2024) to handle cross-lingual

6https://github.com/KarelDO/xmc.dspy
7Instruction-tuned multilingual E5 text embeddings model

employs a multi-stage contrastive learning methodology to
obtain high-performance general-purpose embeddings.

variations, (2) incorporation of ESCO skill descrip-
tions into the vector database8 to provide richer
contextual understanding, and (3) development of
a novel knowledge graph structure that captures hi-
erarchical relationships between skills. But even if
we apply multilingual embeddings for processing
the job postings, we retain English for our prompts
to acknowledge that maintaining prompts in En-
glish can yield advantageous outcomes, even for
cases where the data is in another language (Razu-
movskaia et al., 2024). We use this multilingual
adaptation of IReRa with aforementioned enhance-
ments as the baseline model in our experiments.

To further improve (D’Oosterlinck et al., 2024)’s
model, we implemented a method similar to few-
shot in-context learning (ICL) (Nguyen et al.,
2024), using training ground truth data. Annotator-
agreed ground truth vacancies and their correspond-
ing skills were provided as examples. To orga-
nize examples for in-context learning (ICL), we
followed the multilingual alignment proposed by
(Tanwar et al., 2023), which states that using seman-
tically similar examples to construct the prompt-
context aids the model in in-context inference. The
alignment guides the LLM in mapping the source
job posting to relevant target examples. To select
the most semantically informative examples, we
employed cosine similarity between the input job
posting and segments of example job postings (Liu
et al., 2021). In addition, we optimized the model
through bootstrapping few-shot demonstrations, as
proposed in (Khattab et al., 2023). For this pur-
pose, we employed a random search method where
Claude 3.5 Sonnet served as the teacher model, and
Llama-3 served as the student model9.

3.4 Knowledge Graph Construction
To effectively match the candidate experiences with
job postings, we construct a knowledge graph and
refine it using multilingual (in our case, Spanish)
embeddings.

First, a graph is created with job postings and
ESCO skills as nodes, and the links between the
ESCO skills and the postings that possess them as
weighted edges. The initial weights of the edges
are determined by the hierarchical relationships
between skills as defined in the ESCO taxonomy.
ESCO organizes skills in a three-levels: broad skill
groups, intermediate sub-groups, and specific com-

8In all experiments with vector store, we use the open-
source platform https://www.trychroma.com/.

9https://ai.meta.com/blog/meta-llama-3/

5
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petencies. In this hierarchy, we utilize parent-child
relationships between adjacent levels to reflect how
general skills are linked to more specialized skills.
Additionally, we introduce an another parent-child
relation between skills when an n-gram of a skill is
mentioned within another skill, thereby designating
the former as the parent. For example, “graphical
designer" and “graphical designer intern" illustrate
a parent-child relation, with “graphical designer
intern" as the child node. Each parent node is as-
signed an initial weight of 1, while the child skill
nodes connected to them receive an initial weight
of 0.5. We refine the initial edge weights using In-
verse Document Frequency (IDF) scores to account
for skill specificity and relevance. This refinement
is to distinguish between common skills that appear
frequently across many job postings and candidate
experiences (receiving lower weights), and special-
ized skills that are more discriminative (receiving
higher weights). The IDF scores are multiplied
with the initial hierarchy-based weights, resulting
in a weighted graph that better reflects both the
hierarchical importance and the distinctiveness of
each skill connection.

As next, candidate experiences are incorporated
as nodes, and their skills are connected to the skill
nodes in the graph; skills present in candidate ex-
periences that were not previously defined in the
graph are omitted from consideration. IDF scores
are again used to assign weights to the edges con-
necting candidate experiences to their respective
skills.

To facilitate semantically meaningful connec-
tions within the knowledge graph, we fine-tune the
knowledge graph with Spanish embeddings since
in our implementation, job vacancies and candi-
date experiences are in Spanish, while ESCO skills
are in English. This ensures a more nuanced un-
derstanding that goes beyond a simple skills as-
signment. We first convert pre-trained fastText
Spanish embeddings (Cañete, 2019), which have
been opted for due to their superior performance on
multilingual data into Word2Vec format (Mikolov
et al., 2013). This conversion is necessary for the
subsequent transformation of the embeddings into
a Node2Vec graph (Grover and Leskovec, 2016),
which extends Word2Vec representations to graph-
structured data. Finally, we fine-tune the graph em-
beddings using a maximal-entropy biased random
walk approach (Sinatra et al., 2010) to optimize
the representation. We use biased random walks
instead of simple random walks because they have

been shown to be more effective, particularly for
preferentially exploring certain paths and handling
weighted graphs (Liu et al., 2022). As a result,
the graph’s topological information is translated
into a vector space, allowing efficient computation
of node similarities and facilitating various graph-
based tasks such as classification and clustering.

In formal terms, the knowledge graph is an undi-
rected graph G = (V, E), where V is the set of
nodes and E is the set of edges. For a node v ∈ V ,
a random walk of length T is a sequence of nodes
{v0 = v, v1, . . . , vT }, where each node vi is cho-
sen based on the following transition probabilities:

P (vi+1 = x | vi = y) =
1
p , if x = vi−1,
1
q , if distance(vi−1, x) = 2,

1, otherwise.

(1)

with the p parameter controlling the likelihood of
revisiting the previous node and selected as 0.5 and
q = 1/p influencing the exploration of more dis-
tant nodes. This process balances local and global
exploration of the graph structure.

The sequences generated by the biased random
walks are then used to learn node embeddings using
the Skip-Gram model, where the goal is to maxi-
mize the likelihood of observing a node’s neighbors
given its embedding:

max
f

∑
v∈V

∑
u∈Nv

log Pr(u | f(v)),

where Nv denotes the context nodes of v, and the
probability Pr(u | f(v)) is given by:

Pr(u | f(v)) = exp(f(u) · f(v))∑
v′∈V exp(f(v′) · f(v))

.

This optimization ensures that nodes with similar
structural roles in the graph have similar embed-
dings in the vector space.

To quantify the similarity between two nodes
vi, vj ∈ V , we compute the cosine similarity be-
tween their embeddings.

4 Experiments

4.1 Technical infrastructure
To ensure privacy of companies and users, all
models in our experiments were executed locally

6
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within an isolated environment.10 Blackbox mod-
els with internet access, which could potentially
share sensitive data were restricted to processing
only anonymized job postings and were never ap-
plied to candidate experiences.

As technical infrastructure, we use the DSPy
library (Khattab et al., 2023), which has been de-
signed to create and optimize language model (LM)
pipelines. We employed several DSPy programs
to structure the data and build our experimental
pipeline. One DSPy program processed chunks of
CV data to generate synthetic job experiences that
ideally match job postings as described in ’Data’
section. Another DSPy program, namely skill se-
lection model, see Figure 2, was used to automati-
cally normalize assigned skills against the ESCO
taxonomy. This ensured that no extracted skill was
omitted. Given the variability in user-generated
job titles, another DSPy program was employed to
generate unique job titles, thereby maintaining the
integrity and uniqueness of the Knowledge Graph.

The knowledge graph is constructed using the
StellarGraph library (Data61, 2018). Data is stored
in Amazon S3 buckets, with computational tasks
executed on an RTX 3090TI GPU for the local
LLM and deep learning models. Additionally, the
framework utilizes the Claude API via Amazon
Bedrock. The entire framework is containerized
and fully prepared for testing prior to deployment.

4.2 Evaluating Matching
To evaluate the proposed methodology against SoA
skill extraction techniques and skill alignment in
the knowledge graph, we use synthetic data. We
construct three distinct knowledge graphs with the
skills selected by two of the applied skill extraction
strategies BLINK (Zhang and et al., 2024) and
IReRa (D’Oosterlinck et al., 2024) and our final
skill filtering model. The few-shot skill extraction
(Nguyen et al., 2024) was not used here because
it is not designed for the development of ESCO
skills.

For the evaluation of the matching, we use Jac-
card and cosine measures. Jaccard similarity is ap-
plied to exact skill matches, and cosine similarity
to the vectorized graph with Spanish embeddings.

For our biased random walks in the knowledge
graph, random walks of length 30 were gener-
ated, with each node serving as the root for 10
walks. The bias parameters were set to p = 0.5

10We use dockerized models from the open-source Ollama
library https://ollama.com/ for all experiments.

and q = 2.0. Edge weights were determined by
multiplying the ESCO hierarchy coefficient (0.5 for
child nodes, 1 for parent nodes) with the IDF, and
these weights were considered during the walk gen-
eration. The process was seeded with a fixed value
of 42 to ensure reproducibility. The walks were
used to fine-tune a Word2Vec model with the fol-
lowing parameters: vector size of 100, window size
of 5, minimum count of 1, and Skip-Gram method
(sg=1). The model was initialized with pre-trained
vectors and fine-tuned on the generated walks. We
computed cosine similarity between node embed-
dings to evaluate their relational similarity.

4.3 Data
For the evaluation of our skill selection, we use
a subset of the job postings and candidate expe-
riences from the InfoJobs database, focusing on
records where both descriptions and user-defined
skills are included. Specifically, we selected 648
job postings and 1,200 candidate experiences from
the database. From this subset, we select ESCO
occupations that are particularly ambiguous due
to their inclusion in various other occupations.
Among the selected occupations are, e.g., “admin-
istrative assistant”, “office clerk”, “sales assistant”,
“project manager”, and “human resources assistant”.
These labels were assigned to job postings and can-
didate experiences, following the methodology de-
scribed in (Kavas et al., 2024). Non-informative
elements in job postings, such as company descrip-
tions and promotional content have been removed.
Sensitive information in both job postings and can-
didate experiences was anonymized by a DSPy
program that utilizes zero-shot LLM inference.

We used the 1,200 candidate experiences to
guide the generation of synthetic experiences by
providing real-world language and terminology.
These experiences were split into chunks and stored
in a vector database, to facilitate similarity searches
during the synthetic experience generation process.

For annotation detailed in the ‘Ground Truth
Creation’ section below, we have selected 120 job
postings from the obtained dataset characterized by
longer descriptions and detailed requirements. The
remaining 528 postings were used for testing and
validation purposes in our experiments.

To evaluate our knowledge graph-based match-
ing proposal, we generated synthetic job experi-
ences using the local Llama-3 model, implemented
through DSPy modules. First, a job posting with
predefined skills was randomly selected. We ex-

7
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tracted n-grams from the job posting description,
focusing on skill mentions detected by semantic
similarity. Candidate experiences were split into
chunks and were stored in a vector database. Vector
similarity using a multilingual retriever based on
the E5 model was employed to identify the most
relevant candidate experience chunks. Finally, a
DSPy program that employs a CoT methodology
and sample Spanish language expressions from can-
didate experiences was used to guide the generation
process for creation of synthetic experiences opti-
mized to match the selected job postings.

4.4 Ground Truth Creation

To evaluate the performance of our skill extrac-
tion, we conducted a systematic annotation of job
postings, engaging experts from a job market place
running company. To mitigate potential biases, we
ensured diversity among the annotators in terms of
their expertise and backgrounds. The skills pre-
sented to the annotators were derived from the
union of skills extracted by the three state-of-the-
art techniques and normalized, as described above.
To enhance the comprehension of the individual
ESCO skills, each ESCO skill was accompanied
by its corresponding description from the ESCO
classification.

The annotation involved 12 annotators: 10 classi-
fied the skills in the job postings, while the remain-
ing 2 focused on annotating training data and re-
solving controversies. For each job posting, about
30 automatically assigned skills were presented.
Annotators were instructed to classify each skill as
either “essential" or “irrelevant". It is noteworthy
that while the job offers were in Spanish, the ESCO
skills and their descriptions were presented in En-
glish. All annotators were native Spanish speakers
with proficiency in English.

We provided detailed guidelines to the annota-
tors, emphasizing objective evaluation based solely
on the content of the job postings to reduce personal
biases and ensure consistency across annotations.
The annotation was conducted in two rounds. In
the first round, each of the 10 annotators evaluated
10 job postings from the dataset. At the same time,
we employed the Claude 3.5 Sonnet model11 to per-
form the same labeling task as the human annota-
tors. We extracted the top 15 job postings where the
model and human annotators agreed and selected
15 job postings with the least agreement. Two re-

11https://www.anthropic.com/news/claude-3-5-sonnet

maining annotators re-evaluated the 30 annotations.
Skills derived from the combined annotations of
both rounds were then used in the experiments. To
mitigate potential biases, the task instructions were
ensured to avoid any implicit suggestion to the an-
notators. We deliberately refrained from providing
specific examples or controversial cases to prevent
any influence on the annotators’ judgments, allow-
ing them to rely on their professional expertise.

4.5 Results

Skill Selection Method P R F1 X̄

ICL enhanced (claude-3.5) 0.46 0.5 0.48 5.81
Baseline (claude-3.5) 0.58 0.34 0.43 3.12
DSPy Optimized (llama-3) 0.48 0.28 0.35 3.13
ICL enhanced (llama-3) 0.4 0.28 0.33 3.74
Baseline (llama-3) 0.36 0.23 0.28 3.40

Table 1: Comparison of the performance of skill se-
lection techniques (‘X̄’ stands for “average number of
predicted skills"; as Baseline, we use (D’Oosterlinck
et al., 2024))

Table 1 reports the results of our baseline skill
selection model and its enhancements, namely in-
context learning (ICL) and DSPy optimization with
human-annotated skills. Due to inherent limita-
tions of black-box models, which cannot be fine-
tuned or optimized with custom scripts, DSPy opti-
mization was applied exclusively to the LLaMA-3
model, with the Claude 3.5 Sonnet model serving
as the teacher. We see that particularly the Claude
model, when enhanced with in-context learning
(ICL), shows an increase in recall by recognizing a
broader range of potential skills in the text. How-
ever, this increase comes at the cost of precision, as
the model becomes more permissive, leading to an
increase in false positives. Similarly, the LLaMA-3
model exhibits comparable behavior, with recall
improving more substantially than precision under
ICL. The optimization proved effective, as it en-
hanced the F1 score, even if it predicted, in the
average, a lower number of skills.

Model Metric: Score
IReRa SE Model Jaccard: 0.3084
Blink SE Model Jaccard: 0.4157
Skill Selection (Baseline) Jaccard: 0.5002
Skill Selection (Fine-tuned) Cosine: 0.5761

Table 2: Matching Performance of Knowledge Graph

Table 2 shows the performance of the matching
of candidate experiences and job postings. Ac-

8
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cording to the Jaccard scores, the Blink model
(Zhang and et al., 2024) surpasses the IReRa model
(D’Oosterlinck et al., 2024) in performance. For
skill extraction, our integration of E5 multilingual
embeddings and CoT-guided filtering shows a sig-
nificant improvement in recall while maintaining
competitive precision. For matching, the incor-
poration of hierarchical and multilingual embed-
dings enhances the cosine similarity of candidate
experience-job posting pairs, achieving a higher
alignment score compared to the baseline method.

The Jaccard score of 0.5002 establishes a base-
line for our final model for skill selection. Sub-
sequent fine-tuning, which includes the vectoriza-
tion of the knowledge graph and incorporation of
Spanish embeddings, enhances the cosine similar-
ity score to 0.5761. This indicates that fine-tuning
has improved matching accuracy, suggesting a bet-
ter alignment between job postings and candidate
experiences.

5 Conclusions

Our knowledge graph-based framework for candi-
date experience–job posting matching combines
extensions of several state-of-the-art techniques,
which leads to a versatile and robust application,
apt for industrial use. The integration of entity link-
ing mechanisms (Zhang and et al., 2024) enhances
contextual precision, while extreme multi-label
classification (D’Oosterlinck et al., 2024) addresses
the extensive taxonomy of potential competencies,
and the use LLM with few-shot in-context learn-
ing methodologies (Nguyen et al., 2024) ensures
a high robustness of the skill extraction task. Our
extension of (D’Oosterlinck et al., 2024)’s model
provides enhanced reasoning capability by utiliz-
ing a CoT technique that allows LLM to review
its own reasoning. It also enforces the model to
respond in the input language, even when provided
with context in another language. Furthermore, it
normalizes the selected skills against the ESCO
taxonomy and incorporates a hint at an intermedi-
ate reasoning step, guiding the model to refine its
initial output. The extended model significantly
improves on the ability to accurately process mul-
tilingual data, compared to previous methods that
relied on string matching or regular expressions to
map extracted skills to the ESCO taxonomy.

Finally, representing job postings, candidate ex-
periences and skills as nodes within a knowledge
graph allows for detailed and structured analysis

of skill overlap and compatibility, often missed in
linear or non-relational models (Yu et al., 2024).
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