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Abstract

Recent work in Graph-to-Text generation has
achieved impressive results, but it still suffers
from hallucinations in some cases, despite ex-
tensive pretraining stages and various methods
for working with graph data. While the com-
monly used metrics for evaluating the quality
of Graph-to-Text models show almost perfect
results, it makes it challenging to compare dif-
ferent approaches. This paper demonstrates the
challenges of recent Graph-to-Text systems in
terms of hallucinations and proposes a simple
yet effective approach to using a general LLM,
which has shown state-of-the-art results and
reduced the number of factual hallucinations.
We provide step-by-step instructions on how
to develop prompts for language models and a
detailed analysis of potential factual errors in
the generated text.

1 Introduction

Knowledge Graphs KG have become a powerful
tool for organizing and representing complex data
due to their ability to easily manage trusted in-
formation and are used in various industries such
as education, healthcare, and social media (Peng
et al., 2023). They can be used in conjunction with
modern Large Language Models (LLMs) to cre-
ate Retrieval-Augmented Generation (RAG) sys-
tems or to validate the information generated or
retrieved. Due to the better validation and under-
standing of data, it is important to properly translate
them into text. This process, known as Graph-to-
Text generation, has recently seen success in cre-
ating knowledge-grounded chatbots (Zhou et al.,
2018; Peng et al., 2024) and Question Answer-
ing systems (Razzhigaev et al., 2023; Agarwal
et al., 2021; Salnikov et al., 2023). Belikova et al.
(2024) demonstrated that integrating various ex-
ternal resources, particularly linearized subgraphs,
and employing a marginal probability-based selec-
tion method significantly enhanced the effective-

Nurhan 
Atasoy

1934-01-01

Istanbul

Turkey

birthDate

residence

residence

citizenship

birthPlace

Nurhan Atasoy was born in Turkey on January 1st, 1934. He is a Turkish 
citizen and resides in Istanbul, Turkey.

Figure 1: An example of a knowledge graph and its
corresponding Graph-to-Text generation that describes
the entities and their relationships in the provided graph.

ness of the RAG setup.
Graph-to-Text involves the processing of Knowl-

edge Graph triplets (subject, property, object) data,
into a natural textual representation that should in-
clude all the factual information from these triplets
and nothing else, as shown in the Figure 1.

In this work, we focus on evaluating the abili-
ties of modern Large Language Models, such as
ChatGPT1, LLaMA-3 (Dubey et al., 2024) and
Gemma 2 (Rivière et al., 2024), to solve the Graph-
to-Text problem, and specifically on the potential
hallucinations that are totally unacceptable for such
problems.

Recent studies have produced state-of-the-art re-
sults in the Graph-to-Text generation task. They
used complex pipelines to organize graphs in a
specific order to generate correct text (Guo et al.,
2020), or used graph aware approaches (Colas et al.,
2022). All of these methods required complex train-
ing stages, but they provided the best results accord-
ing to the leaderboards2.

Despite the impressive results, these Graph-to-
Text methods can still experience hallucinations
and may omit certain elements of the graph in the

1https://openai.com/chatgpt/overview/
2https://synalp.gitlabpages.inria.fr/

webnlg-challenge/challenge_2020

mailto:D.Yarosh@skol.tech
https://openai.com/chatgpt/overview/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020/
https://synalp.gitlabpages.inria.fr/webnlg-challenge/challenge_2020
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resulting text which are difficult to detect with the
common metrics used on popular leaderboards. In
this paper, we focus on this issue and provide a
detailed analysis of state-of-the-art methods, com-
paring them with general Language Models.

Our contribution are two-fold:

• We provide a detailed guide to our prompt
engineering strategy for LLMs in the Graph-
to-Text domain, which allows users to achieve
state-of-the-art results using a general LLM
without the need for complex setup stages,
fine-tuning, etc.

• We evaluate state-of-the-art methods and mod-
ern large language models (LLMs) on the pop-
ular Graph-to-Text dataset, WebNLG (Gar-
dent et al., 2017b), and provide a new and de-
tailed analysis to estimate the hallucinations
of these methods which showed limitations of
various Natural Language Generation (NLG)
metrics.

We make our code publically available to pro-
vide reproducible results and motivate future re-
searchers.3

2 Related work

In this section, we will provide a brief overview
of Knowledge Graphs, their representation and lin-
earization, as well as existing Graph-to-Text algo-
rithms and the potential use of Large Language
Models for this task.

2.1 Knowledge Graphs

Knowledge Graphs, such as Wikidata (Vrandečić
and Krötzsch, 2014) or DBPedia (Lehmann et al.,
2015), represent knowledge about their entities
in a structured format. Connection between en-
tities are labelled with properties and together they
form triples (subject, property, object). Each triple
describes a single fact about its entities without any
unnecessary information. This type of knowledge
organization helps to provide a brief description
of each KG node by summarizing its neighbours.
Additionally, Knowledge Graphs are easy to edit in
order to keep the data in them up-to-date. There are
two main ways to use Knowledge Graphs in con-
junction with Language Models. The first one is
to feed the graph directly into specially pretrained
Graph Convolution Network and then use graph

3https://github.com/s-nlp/llm-g2t

encoded version as input for language model de-
coder (Zhao et al., 2020). This approach save all
the information about the graph structure but re-
quires training a custom model. Other way is to
linearize the graph in the special order: it can be
connected with graph traversal (Ribeiro et al., 2020;
Li et al., 2021) or selected by custom neural net-
work (Guo et al., 2020). Such approach can lose
information about two or more steps connections
because of unstructured information representation
in the Large Language Models context, but can be
used with general purpose Large Language Model.

2.2 Graph-to-Text

Problem of Graph-to-Text generation started from
lexicalisation task — converting individual Knowl-
edge Graph triples into verb phrase templates. In
the first presented solution text was generated based
on the predefined templates (Goldberg et al., 1994).
This algorithm is simple but requires custom hu-
man created templates for each task and can be
applied only in a few specific areas. Future devel-
opment in this area led to creation of algorithms
for autonomous extraction of such templates from
training data source (Duma and Klein, 2013; Perera
and Nand, 2015). While such algorithms provide
first fully autonomous generation pipeline, quality
was still not enough to compare it with human-
written results. Next step in this topic was done
by WEBNLG dataset (Gardent et al., 2017a) for
Graph-to-Text and vice versa generation. This
dataset was based on DBpedia (Lehmann et al.,
2015) and provides enough training data for ability
to apply fine-tuned pretrained data-driven ML mod-
els for Graph-to-Text task. One of the first solutions
based on this data was an LSTM transformer based
model for sequence to sequence translation (Gar-
dent et al., 2017b). Other approach used graph
convolution network (GCN) as encoder which can
process graph without linearization to save it struc-
ture (Marcheggiani and Perez-Beltrachini, 2018).
Further develop of this solution led to the usage
of graph attention networks as an encoder to pro-
vide more modelling power and improved perfor-
mance (Koncel-Kedziorski et al., 2019). Another
close solution (Beck et al., 2018) where graph-
based encoder is also used, replaces GCN with
Gated Graph Neural Network (Li et al., 2015).
With active development of pretrained language
models (PLMs) it was shown that is it possible to
use graph embeddings by graph neural network
as the input word embeddings of PLM for gener-

https://github.com/s-nlp/llm-g2t
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ating text after their representation alignment (Li
et al., 2021). Relation-biased breadth first search
was used to linearize the graph structure for PLM
sequence decoder as it saves information about
nodes at the same level with relevant semantics
and forces more human-like order of description
for relations. Another solution (Guo et al., 2020)
proposes a relational graph convolutional network
which is used as a planner to linearize the graph
in the correct order before feeding it to the pre-
trained T5 model (Raffel et al., 2020) for the final
text generation. This solution shows the best qual-
ity in the WEBNLG 2020 challenge. PLM can
provide high quality result for the task of Graph-to-
Text generation even without special graph-based
neural networks (Ribeiro et al., 2020). Fine-tuned
for a few epochs BART (Lewis et al., 2020) and
T5 models were evaluated on the WEBNLG and
AGENDA (Koncel-Kedziorski et al., 2019) datasets
with linear traversal graph linearization. While
such models as T5 and BART required extra fine-
tuning on the task dataset modern general purpose
Large Language Models like ChatGPT can provide
comparable quality results for the Graph-to-Text
translation even in zero-shot mode (Axelsson and
Skantze, 2023). Comparison of ChatGPT and GPT-
3 (Brown et al., 2020) Large Language Models with
pretrained T5 and BART models shows that Large
Language Models provide comparable quality re-
sults, but tend to generate text with hallucinations
and irrelevant information (Yuan and Färber, 2023).
In this work we will show that this problem can be
solved by prompt engineering and replacing Large
Language Model by modern one.

2.3 Large Language Models

Large language models such as Chat-GPT and GPT-
3 are based on the transformer decoder architec-
ture (Vaswani et al., 2017). They were designed
to provide even zero-shot text generation for user
request based on the huge train dataset and large
amount of tuned parameters used in their training
process. Development of these models by OpenAI
lead to the next generation model called GPT-4 4.
It demonstrates better quality on creative and long
context tasks but it is also not open-source and
OpenAI doesn’t publish any paper about its archi-
tecture and training process. An alternative to the
GPT-4 model was provided by Meta AI with their
Llama 3 models family (Dubey et al., 2024). This

4https://openai.com/index/gpt-4

Large Language Model is open-source and enough
powerful to be used instead of GPT-4, according
to provided results of comparison. At the same
time Gemma 2 model (Rivière et al., 2024) was
introduced by Google. It beats Llama 3 models of
the nearly same size and even can be competitive
among models with larger amount of parameters.
It was also published to open-source.

Quality of Large Language Model answers can
be enriched not only by applying new training tech-
niques and increasing of train dataset or model
parameters amount but also by different prompt-
ing techniques during evaluation of the user re-
quest. Providing Large Language Model with a
few examples of processing the requested task can
lead to the better performance and model adapta-
tion to the new kinds of tasks (Brown et al., 2020).
Such method is also known as few-shot prompting.
Large Language Model are different from people
in their process of thinking, so it is important to
generate intermediate thoughts to provide better
final quality of generation (Wei et al., 2022). It is
called Chain-of-Thoughts method and can be ap-
plied both to zero-shot prompt using "Think step
by step" phrase or even to a few-shot prompt by
including examples with intermediate steps.

2.4 Fact Verification Metric

Employing modern Large Language Models for
tasks like text summarization or graph-to-text trans-
lation produces favorable results; nevertheless,
these models still have the propensity to halluci-
nate, and such hallucinations can be particularly
harmful when they arise in factual statements. To
detect factual inconsistency in the Large Language
Models output factual consistency metrics such as
AlignScore (Zha et al., 2023) can be used. Align-
Score is based on RoBERTa (Liu et al., 2019)
model which was trained to estimate the informa-
tion alignment score between two arbitrary text
pieces: context and claim. Given text pieces con-
text and claim, claim is aligned with context if
context contains all information from claim and
claim does not contradict context. AlignScore was
trained on several fact verification datasets (Schus-
ter et al., 2021; Nie et al., 2019) that consist of
claims paired with relevant contexts derived from
Wikipedia 5 pages, alongside labels indicating the
veracity of the claims. To enhance the metric’s abil-
ity for continuous prediction, semantic text similar-

5https://www.wikipedia.org

https://openai.com/index/gpt-4
https://www.wikipedia.org
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ity datasets (Marelli et al., 2014; Cer et al., 2017)
were incorporated into AlignScore’s training cor-
pus. These datasets consist of sentence pairs and
corresponding similarity scores, illustrating the de-
gree of semantic relatedness or independence be-
tween the sentences.

3 Proposed Framework

We propose a universal and easy-to-use framework
for the Graph-to-Text task that does not require fine-
tuning or the use of specialized trained modules
or models, yet still achieves state-of-the-art results.
We use common instruction-based Large Language
Models, such as LLaMA 3 (Dubey et al., 2024),
Gemma 2 (Rivière et al., 2024) or GPT-4o6, to
generate comprehensive, natural-style text from
KG triplets using carefully selected prompt with
various prompting techniques.

In our work, as with any system development,
we start from a simple zero-shot baseline and sim-
ply ask the LLM to convert KG triples into text
using the following prompt: "Translate from graph
to text". This straightforward approach suffers from
a lot of hallucinations, so we asked the model not
to hallucinate: "Describe all nodes of the graph
with edges as a connected text. Talk only about
items from graph and use information only if graph
contains it. Write only description without head-
ers and titles.", and it actually works, with better
results. After that, we tried adding some general
hacks, such as a few short learning examples and
a chain of thoughts, to improve it. Finally, we
provided the following prompt template:

Act as a system which describes all nodes of the
graph with edges as a connected text. Follow the exam-
ples. Talk only about items from graph and use informa-
tion only if graph contains it. Validate each written fact
and correct it if mistake is found, do it silently without
extra notes. Let’s think step by step. For each step show
described triple and check that all words from it is used
in your description.

Task:
Graph: LINEARIZED GRAPH FROM EXAMPLE 1

Model answer:
Step-by-step solution:
MODEL STEP BY STEP SOLUTION FROM EXAM-

PLE 1
Description: MODEL GRAPH DESCRIPTION FROM

EXAMPLE 1
... (Here comes more examples) ...

6https://openai.com/index/gpt-4

Nie Haisheng

Fighter pilot1964-10-13

birthDate occupation

Figure 2: Visualization of the graph described in the
Table 1

Now provide answer for the next task yourself.

Task:

Graph: LINEARIZED GRAPH

Model answer:

Step-by-step solution:

It actually works efficiently with the small
LLaMA-3-8B-Instruct model and the big propri-
etary GPT-4o model. Examples of generated out-
puts for small graph, consisting of two triples (Fig-
ure 2), are presented in Table 1.

4 Experiments

Opposite to the previous works (Axelsson and
Skantze, 2023; Yuan and Färber, 2023) for the
evaluation we have used more actual Large Lan-
guage Models such as open-source LLaMA-3-8B-
Instruct, gemma-2-9b and proprietary gpt-4o and
gpt-4o-mini. As a source of Knowledge Graphs
we have chosen WEBNLG 2020 English dataset
as it is one of the main benchmarks for the Graph-
to-Text task. All models were evaluated on the
test set using modified tripleset — graph descrip-
tion in the triple form where some predicates are
replaced according to the official WEBNLG rec-
ommendation7. It helps models better understand
directions of the links between entities. Each graph
was linearized in the order triples are stated in the
dataset. Example of the final graph input format
is [graph][head] Expect a Miracle [relation] runtime [tail]
3274.0</s>, where [graph] and </s> denote start and
end of the graph description and [head], [relation]
and [tail] divide parts of the triple. We also replaced
all underscore symbols by spaces to prevent Large
Language Model from generation incorrect object
names.

7https://synalp.gitlabpages.inria.fr/
webnlg-challenge/docs/#triple-modification

https://openai.com/index/gpt-4
https://synalp.gitlabpages.inria.fr/webnlg-challenge/docs/#triple-modification
https://synalp.gitlabpages.inria.fr/webnlg-challenge/docs/#triple-modification
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G2T Model Prompt BLEU↑ BERTScore F1↑ Example

Reference – 1 1
Nie Haisheng, born on October 13, 1964,
worked as a fighter pilot.

Llama-3-8B-Instruct zero-shot (simple) 0.1402 0.9455
Nie Haisheng is a person born on
October 13, 1964. As a Fighter pilot, he is
a professional aviator.

Llama-3-8B-Instruct
zero-shot
(anti-hallucinations)

0.5548 0.9771
Nie Haisheng, born on October 13, 1964,
is a Fighter pilot.

Llama-3-8B-Instruct few-shot 0.2647 0.9754
Nie Haisheng is a fighter pilot
born on October 13, 1964.

Llama-3-8B-Instruct CoT few-shot 0.2370 0.9458
The fighter pilot Nie Haisheng was born
on October 13, 1964.

Gemma-2-9b zero-shot (simple) < 0.0001 0.9124
Nie Haisheng’s birthdate is 1964-10-13.
Nie Haisheng’s occupation is Fighter pilot.

Gemma-2-9b
zero-shot
(anti-hallucinations)

< 0.0001 0.9238
Nie Haisheng was born on 1964-10-13.
Nie Haisheng’s occupation is Fighter pilot.

Gemma-2-9b few-shot < 0.0001 0.9541
Nie Haisheng was born on 1964-10-13
and is a Fighter pilot.

Gemma-2-9b CoT few-shot < 0.0001 0.9235
Fighter pilot Nie Haisheng was
born on 1964-10-13.

GPT-4o zero-shot (simple) 0.3388 0.9673
Nie Haisheng was born on October 13, 1964,
and hisoccupation is a fighter pilot.

GPT-4o
zero-shot
(anti-hallucinations)

0.3388 0.9673
Nie Haisheng was born on October 13, 1964,
and hisoccupation is a fighter pilot.

GPT-4o few-shot 0.4572 0.9797
Nie Haisheng was born on October 13, 1964,
and works as a fighter pilot.

GPT-4o CoT few-shot 0.6407 0.9839 Nie Haisheng, born on October 13, 1964,
is a fighter pilot.

Table 1: Examples of Large Language Model outputs with different prompts on the graph, consisting of two triples.
Blue text means model hallucinations.

To measure the results we have used stan-
dard WEBNLG metrics:Meteor (Banerjee and
Lavie, 2005), BLEU (Papineni et al., 2002),
Chrf (Popovic, 2015), TER (Snover et al., 2006)
and BertScore (Zhang et al., 2020). Moreover,
we additionally computed AlignScore metric (Zha
et al., 2023) to detect factual inconsistency in the
model answers.

For comparison reasons we have also evaluated
GAP (Colas et al., 2022) and calculated metrics for
the P 2 model (Guo et al., 2020), which is top-1 so-
lution from WEBNLG 2020 competition, based on
the model outputs published by authors8. Results
of our evaluation are presented in the Table 2.

While by some metrics we can easily define the
better model, it can be seen that BERTScore F1 is
nearly equal both for Large Language Models and
P 2 and requires more detailed analysis.

5 Analytics

While by classical translation metrics Large Lan-
guage Models are slightly worse that the P 2 model,

8https://github.com/QipengGuo/P2_WebNLG2020/
blob/main/output.txt

it was expected as fine-tuned models were adopted
for the style of reference answers during training on
the train part of the dataset and these metrics reward
word match (Axelsson and Skantze, 2023). On one
hand it gives P 2 advantage, but on the other hand
it can’t be applied to another dataset without extra
fine-tuning process, while Large Language Mod-
els can be evaluated just with other examples in
few-shot part of the prompt. As difference between
Large Language Models and P 2 by BERTScore F1
is at the margin of statistical error we go deeper
and compared factual consistency of the generated
results with AlignScore. While Large Language
Models all as one show high score by this met-
ric, P 2 demonstrates much worse quality. It can
be explained by hallucinations or missed facts in
the model answers. To define the reasons of such
problems with factual consistency we reviewed ex-
amples from the dataset where P 2 suffers from fact
inconsistency, but two best of compared Large Lan-
guage Models (Gemma 2 and GPT-4o) still provide
high-quality results. One pattern we detected is
that P 2 model tends to hallucinate if graph contains
multiple triples with the same subject and property
but different objects. Examples of the such graph

https://github.com/QipengGuo/P2_WebNLG2020/blob/main/output.txt
https://github.com/QipengGuo/P2_WebNLG2020/blob/main/output.txt
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G2T Model Setup AlignScore↑ Meteor↑ BLEU↑ Chrf↑ TER↓ BERTScore F1↑

GAP task-specific 0.7797 0.5333 0.2398 0.5985 70.4437 0.9298
P 2 task-specific 0.1511 0.6286 0.4054 0.6434 44.2396 0.9549
Llama-3-8B-Instruct zero-shot 0.8959 0.5507 0.2690 0.6312 66.7051 0.9381
Gemma-2-9b zero-shot 0.9100 0.5816 0.3148 0.6363 55.4666 0.9448
GPT-4o zero-shot 0.8909 0.5970 0.2872 0.6559 69.0469 0.9455
GPT-4o-mini zero-shot 0.8826 0.5940 0.2916 0.6488 66.8438 0.9442
Llama-3-8B-Instruct CoT few-shot 0.9021 0.5487 0.2492 0.6136 62.5371 0.9432
Gemma-2-9b CoT few-shot 0.9459 0.5818 0.3298 0.6300 48.2942 0.9517
GPT-4o CoT few-shot 0.9514 0.6079 0.3402 0.6536 52.8860 0.9520
GPT-4o-mini CoT few-shot 0.9436 0.5873 0.3036 0.6417 53.9540 0.9509

Table 2: Comparison of modern Large Language Models Graph-to-Text evaluation on WEBNLG 2020 dataset using
simple zero-shot prompts and CoT few-shot prompts which also ask model not to hallucinate; AlignScore (Roberta-
base).
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Figure 3: Comparison of AlignScore of P 2 model on
graphs which contains multiple triples with the same
subject and property but different objects and graphs
without such triples.

are provided in the Table 4. To prove this point we
aggregated AlignScore results by cases where the
graph satisfies this condition and cases where such
triplets are absent. The comparison is shown in the
Figure 3. It can be seen that P 2 shows 24% less
quality in such situations.

Another problem is connected with the size of
the graph provided to the model. While Large Lan-
guage Models show stable quality on any number
of triples in the graph P 2 loses more than 50% of
quality on the graphs with seven triples. Example
of such graph and models output are presented in
the Table 3. Comparison of AlignScore for graphs
with different triples count is provided in th Fig-
ure 4. We have also detected that even on smaller
graphs P 2 often skips one of the facts from the
graph which led to great but not full description.
Examples are given in Table 3 and 5.

To sum up, P 2 shows great results by classic
translation metrics because of special graph reorder-
ing and language model fine-tuning which makes
model answer similar to the references, but still suf-
fers from hallucinations more than modern Large

Amount of triples in the graph

0,00
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1,00
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P^2 Gemma-2-9b GPT-4o GPT-4o-mini
Llama-3-8B-Instruct gap

Figure 4: Comparison of AlignScore for P 2 and CoT
few-shot prompted Large Language Models grouped by
the graphs size in triples.

Language Models because of the under the hood
T5 model limitations. While generating the result
with P 2 requires less computational resources it
can be used in further processing only after fac-
tual consistency check to detect possible skipped
or incorrect facts.

6 Conclusion

We have shown how to select prompt for the mod-
ern Large Language Model to show competitive
results in Graph-to-Text task with top-1 specialized
model fine-tuned for the specific dataset. We pro-
vide final few-shot prompt based on the Chain-of-
Thoughts technique. Also we evaluated four mod-
ern Large Language Models on the graph-to-text
task and compared their results with state-of-the-art
solution in this task. Based on these evaluation we
provided detailed analytics about potential factual
errors which can be caused by model hallucina-
tions. Moreover, we described how they can be
omitted behind classic translation metrics on the
example of the P 2 model.
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Reference

English Without Tears is a 89 minute film that was written and produced by
Anatole de Grunwald. The movie was released on July 28th, 1944. Nicholas
Brodszky was the musical composer and Harold French was the director.
The editing was done by Alan Jaggs.

P 2
English Without Tears was produced by Anatole de Grunwald and written by
Nicholas Brodszky. It was edited by Alan Jaggs and released on 28th July 1944.
It has a runtime of 89.0 and was directed by Harold French.

GPT-4o

Released on July 28, 1944, "English Without Tears" runs for 89 minutes.
The film was directed by Harold French and edited by Alan Jaggs. The music
was composed by Nicholas Brodszky. Anatole de Grunwald contributed
as both the producer and the writer.

Gemma2

*English Without Tears*, released on 1944-07-28, is a film with a runtime of
89.0 minutes. It was directed by Harold French and written by Anatole de
Grunwald who also produced it. The music was composed by Nicholas
Brodszky and edited by Alan Jaggs.

Table 3: Example of the graph with seven triples where P 2 made a factual incorrect statement. Red text means
incorrect fact detected by AlignScore, green text marks correct description

Bootleg Series Volume 1: The Quine Tapes

Polydor Records

recordLabel

Universal Music Group

recordLabel

Lucian Grainge

keyPerson

Reference
Bootleg Series Volume 1: The Quine Tapes was released by Universal Music Group,
a record label run by key person Lucian Grainge. Polydor Records recorded Bootleg
Series Volume 1: The Quine Tapes.

P 2 Lucian Grainge is a key person at Universal Music Group, the label that signed
Bootleg Series Volume 1: The Quine Tapes to Polydor Records.

GPT-4o Bootleg Series Volume 1: The Quine Tapes is associated with Polydor Records and
Universal Music Group. A key person in Universal Music Group is Lucian Grainge.

Gemma2
Bootleg Series Volume 1: The Quine Tapes was released by both Polydor Records
and Universal Music Group. Lucian Grainge is a significant figure at Universal Music
Group.

Table 4: Example of the graph with multiple triples with the same subject and property but different objects. Red
text means incorrect fact detected by AlignScore, green text marks correct description
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Nurhan Atasoy

1934-01-01

birthDate

Istanbul

residence

Turkey

citizenship birthPlace residence

Reference Nurhan Atasoy was born in Turkey on January 1st, 1934. He is a Turkish citizen
and resides in Istanbul, Turkey.

P 2 Nurhan Atasoy was born in Turkey on January 1st 1934. He resides in Istanbul
and has Turkish citizenship.

GPT-4o Nurhan Atasoy, born in Turkey on January 1, 1934, holds Turkish citizenship
and resides in Istanbul, Turkey.

Gemma2 Nurhan Atasoy, who was born on 1934-01-01 in Turkey, is Turkish and lives in
Istanbul and Turkey.

Table 5: Examples of graph to text generation with various models. The P 2 model omits one of the facts.

7 Limitations

The presented approach of Graph-to-Text transla-
tion using Large Language Models requires more
computational resources than the state-of-the-art
solution. Additionally, it is possible to measure
the amount of model hallucinations using human
evaluation in addition to the AlignScore.
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