
Proceedings of the Generative AI and Knowledge Graph Workshop (GenAIK), pages 54–65
January 19, 2025. ©2025 International Committee on Computational Linguistics (ICCL)

54

GraphRAG: Leveraging Graph-Based Efficiency to Minimize
Hallucinations in LLM-Driven RAG for Finance Data

Mariam Barry1, Gaëtan Caillaut2, Pierre Halftermeyer3, Raheel Qader2,
Mehdi Mouayad1, Dimitri Cariolaro4, Fabrice Le Deit 5, Joseph Gesnouin 6,

1BNP Paribas - IT Group - AI & IT Innovation, 2Lingua Custodia, 3NEO4J,
4Graph Thinking Consulting, 5BNP Paribas - IT Group - Production, 6BNP Paribas - Cash Management

Abstract

This study explores the integration of graph-
based methods into Retrieval-Augmented Gen-
eration (RAG) systems to enhance efficiency,
reduce hallucinations, and improve explainabil-
ity, with a particular focus on financial and reg-
ulatory document retrieval. We propose two
strategies—FactRAG and HybridRAG—which
leverage knowledge graphs to improve RAG
performance. Experiments conducted using Fi-
nance Bench, a benchmark for AI in finance,
demonstrate that these approaches achieve a
6% reduction in hallucinations and an 80%
decrease in token usage compared to conven-
tional RAG methods. Furthermore, we evaluate
HybridRAG by comparing the Digital Opera-
tional Resilience Act (DORA) from the Euro-
pean Union with the Federal Financial Institu-
tions Examination Council (FFIEC) guidelines
from the United States. The results reveal a
significant improvement in computational effi-
ciency, reducing contradiction detection com-
plexity from O(n2) to O(k ·n)—where n is the
number of chunks—and a remarkable 734-fold
decrease in token consumption. Graph-based
retrieval methods can improve the efficiency
and cost-effectiveness of large language model
(LLM) applications, though their performance
and token usage depend on the dataset, knowl-
edge graph design, and retrieval task.

1 Introduction

Generative Artificial Intelligence (GenAI), exem-
plified by Large Language Models (LLMs) such
as OpenAI’s GPT series (Brown et al., 2020; Ope-
nAI, 2023), Meta’s LLaMA models (Touvron et al.,
2023), and Mistral’s Mixtral (AI, 2023), has gained
prominence in various fields, including healthcare,
finance, and education. These models, while highly
capable of producing coherent and contextually rel-
evant responses, face challenges in generating fac-
tually accurate content—a phenomenon referred to
as hallucination (Ji et al., 2023; Bang et al., 2023).

Figure 1: Graph RAG Pattern (Rathle)

Hallucination arises from LLMs’ reliance on po-
tentially outdated or domain-general training data,
leading to inaccuracies in real-world applications
where precision is critical (Dziri et al., 2022).

To address the issue of hallucinations, Retrieval-
Augmented Generation (RAG) has emerged as a
promising approach. Introduced by Lewis et al.
(2020), RAG combines a retriever that identifies
relevant documents and a generator that creates
coherent responses from this information. By com-
bining LLMs with external knowledge bases, RAG
systems can enhance response accuracy and rele-
vance by dynamically incorporating up-to-date and
verifiable information into generated outputs (Kang
and Lee, 2023). The original approach suggested
dividing documents into 100-word disjoint chunks,
but this can disrupt semantics and lead to halluci-
nations, as noted by Qian et al. (2024). To mitigate
these issues, enhancements like sliding window
chunking, sentence-level splitting with surround-
ing context, and incorporating metadata such as
document titles have been proposed to improve the



55

quality and relevance of the generated outputs (Gao
et al., 2023).

While RAG often improves the relevance of lan-
guage model outputs, it faces notable limitations in
real-world applications:

1. Neglect of Structured Relationships: Tradi-
tional RAG focuses on textual relevance and
often overlooks structured relationships criti-
cal in domains like citation networks, limiting
its effectiveness for complex, interconnected
data (Yao et al., 2021).

2. Redundancy and Lengthy Contexts: Con-
catenated text snippets in RAG can lead to
redundancy and excessively lengthy inputs,
causing the model to lose focus and obscure
key information (Longpre et al., 2021).

3. Limited Global Context: RAG’s restricted
retrieval scope hinders its ability to capture
broader contexts necessary for tasks like
query-focused summarization (Lewis et al.,
2020).

These limitations highlight the need for ad-
vanced approaches, such as GraphRAG (Figure 1),
to incorporate structured relationships and pro-
vide richer, more contextually accurate informa-
tion, while being more efficient in terms of token
usage. To overcome these limitations, we explore
several distinct approaches to enhancing RAG sys-
tems with graphs, including:

1. FactRAG: We propose a graph-based ap-
proach, "FactRAG," for a question-answering
search engine that is more efficient in term of
tokens and reduces hallucinations compared
to classical RAG.

2. KG-RAG: We introduce a knowledge graph-
enhanced technique, "KG-RAG," for docu-
ment comparison tasks, that significantly im-
proves token efficiency and reduces compu-
tational complexity from O(n2) to O(k · n)
in LLM-driven retrieval tasks, where n is the
number of chunks/nodes and k the number of
clusters in the KNN algorithms specifically for
detecting contradictions between documents.

3. HybridRAG: We provide open-source code
for a graph-based Hybrid RAG, which inte-
grates symbolic and sub-symbolic retrieval for
flexible question-answering.

2 Related Work

Knowledge Graphs (KGs) play a crucial role in
enhancing the interpretability and factual accuracy
of large language models (LLMs) by structuring
information as entities and relationships (Hogan
et al., 2022; Rosin et al., 2022). The integration of
graph structures within Retrieval-Augmented Gen-
eration (RAG) frameworks has shown significant
improvements in model performance. Zhao et al.
(2023) demonstrate that Graph-based Retrieval-
Augmented Generation enhances contextual ac-
curacy by allowing systems to retrieve relevant
entities and relationships from KGs. Similarly,
Yasunaga et al. (2022) highlights the benefits of
Graph-based Retrieval-Augmented Language Mod-
els for fact verification and knowledge enrichment,
ensuring that generated outputs are relevant and
accurate. Liu et al. (2022) introduces the con-
cept of Graph Retrieval Augmentation, which en-
hances contextual and semantic understanding in
LLMs, resulting in more coherent and pertinent
responses. Furthermore, the work of Guu et al.
(2020) illustrates how training in a language model
with augmented retrieval with knowledge graphs
can improve the accuracy and depth of the answer
by using KG for the retrieval and structured data.
Graph RAG stands out by retrieving graph ele-
ments from a pre-constructed knowledge graph,
thereby enriching LLM-generated responses with
structured knowledge (Rosin et al., 2022). This
structure allows Graph RAG to capture semantic
nuances, maintain contextual coherence, and re-
duce verbosity, making it particularly effective for
applications in question-answering, recommenda-
tion systems, and complex information retrieval
tasks relying on structured knowledge.

3 Problem Statement

Large Language Models (LLMs) augmented by
Retrieval-Augmented Generation (RAG) systems
have advanced the ability to generate contextually
relevant responses. However, despite RAG’s poten-
tial to reduce inaccuracies by integrating external
knowledge, hallucinations – defined as the genera-
tion of factually incorrect or fabricated information
– remain a significant issue. This paper explores
the relevance of a graph-based approach to reduce
hallucinations and optimize token consumption in
language models.
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3.1 Graph-based technique
We identify two key approaches to minimizing hal-
lucinations in RAG systems: pre-generation and
post-generation(Agrawal et al., 2023). The pre-
generation approach enhances the input context
with high-quality, semantically relevant passages
to help the model produce accurate outputs. The
post-generation approach, on the other hand, vali-
dates and corrects factual accuracy using verifica-
tion processes(Sansford et al., 2024).

Knowledge graphs (KGs) support both ap-
proaches by providing structured knowledge. In
pre-generation, KGs can insert accurate facts into
the input context. In post-generation, KGs help
validate generated content for factual correctness.

However, post-generation faces challenges such
as converting text to graph representations and the
computational costs of iterative LLM calls (Cabot
et al., 2023). Additionally, post-generation correc-
tions may introduce further errors, and the itera-
tive calls to LLMs increase computational costs,
making large-scale applications impractical. Given
these limitations, our work focuses on the pre-
generation approach, aiming to reduce hallucina-
tions by using KGs to provide more accurate and
reliable context before generation, improving both
factual accuracy and efficiency in RAG systems.

3.2 Problem formalization - Building a RAG
system with minimal hallucinations

In Retrieval-Augmented Generation (RAG) sys-
tems, hallucinations occur when the language
model generates content that is factually incorrect
or unsupported by retrieved documents. Given a
set of documents D = {d1, d2, . . . , dn} and a set
of user queries Q = {q1, q2, . . . , qm}, the goal is
to design a RAG system that minimizes the gener-
ation of hallucinated responses while maximizing
response accuracy.

We define a RAG system as a function RAG :
Q → A, where each query q ∈ Q is mapped to an
answer a ∈ A based on retrieved context C ⊆ D.
Let C(q) = {c1, c2, . . . , ck} represent the set of
retrieved documents for a query q, where C(q) ⊆
D. Es et al. (2023) define the below evaluation
measures:

1. Hallucination Score, H(a), for each answer
a ∈ A as the proportion of information in a
that is unsupported by C(q):

H(a) =
Unsupported Information in a

Total Information in a

2. Faithfulness Score, F (a), for each answer
a ∈ A as the proportion of information in
a that is directly supported by the retrieved
context C(q):

F (a) =
Supported Information in a

Total Information in a
= 1−H(a)

Objective We aim to minimize the overall hal-
lucination rate H(A) across all answers A =
{a1, a2, . . . , am} while ensuring that each a ∈ A
remains relevant to the query q. This objective can
be formulated as:

min
RAG

H(A) =
1

m

m∑
i=1

H(ai)

subject to:

F (ai) ≥ δ ∀ai ∈ A

where δ is a predefined faithfulness threshold
(e.g., 0.9), ensuring that each generated answer is
primarily supported by the retrieved context C(q).

4 Proposal: Graph-based RAG System

We propose to enhance the classical RAG system
with knowledge from graph databases instead of
raw texts. To this aim, we build a traditional text
RAG system to serve as a baseline, as well as two
graph-flavored variants, which we call Facts and
KG-RAG in the following.
Reproducibility Code for both text and facts RAG
are available on Github1.

4.1 Text RAG
Our text baseline is very classical, we set up
a standard RAG pipeline. We relied on the
unstructured2 Python package to extract non-
overlapping chunks of approximately 500 charac-
ters and we used the all-MiniLM-L6-v2 model
provided by sentence-transformers3 (Reimers
and Gurevych, 2019) to embed them. We stored the
chunks and their embedding inside a chromadb4

database.

4.2 Facts RAG
Our second system rely on LLM to automatically
extract entities and relations from raw text, then

1https://github.com/gcaillaut/
financebench-graph-rag

2https://github.com/Unstructured-IO/
unstructured

3https://github.com/UKPLab/
sentence-transformers

4https://github.com/chroma-core/chroma

https://github.com/gcaillaut/financebench-graph-rag
https://github.com/gcaillaut/financebench-graph-rag
https://github.com/Unstructured-IO/unstructured
https://github.com/Unstructured-IO/unstructured
https://github.com/UKPLab/sentence-transformers
https://github.com/UKPLab/sentence-transformers
https://github.com/chroma-core/chroma


57

Figure 2: Facts extraction process. We first extract
entities from a raw and potentially noisy text. Then
we build triples using the text and the extracted entities.
Finally, we generate textual description of the triples,
which we call facts.

convert these triples into short sentences. We call
these sentences facts. Hence, this system is very
similar to our baseline, the difference being an ad-
ditional step to convert relevant chunks into facts.
Practically speaking, we first ask an LLM to extract
all entities inside a relevant chunk, then we ask for
the relations between them. Finally, the LLM gen-
erate triples and a short sentence (the fact) describ-
ing the triple in natural language inside a JSON
array. The resulting sentences are much more con-
cise, contain less noise, and are more direct. We
then provide these generated facts to the LLM in-
stead of the raw chunks. The complete prompt we
used to generate these facts is given in Appendix C
and the overall process is described in Figure 2.

The purpose of this system is to validate the rel-
evance of LLM-based knowledge graph extraction
methods (Zhang and Soh, 2024; Carta et al., 2023)
in the context of RAG. While we pointed out the
limitations of these approaches in the previous sec-
tion, we also believe that extracting graphs from
text is a powerful summarization and noise filter-
ing tool, as it removes all uninformative tokens
and the facts generated are very clear and easy to
understand.

4.3 KG-RAG (Knowledge Graph based RAG)

Our third system is based on a graph representation
of the document to be queried. The document is

processed to extract a knowledge graph, given a pre-
defined graph schema. Then, text chunks and their
embeddings are stored inside a node and linked to
the entities they contain. More specifically, we rely
on the llm-graph-builder tool from Neo4j5 to
extract a knowledge graph from pdf files. The tool
can also automatically generate a graph schema
from raw text, so we use the questions in our dataset
(more details in Section 5) to extract a schema suit-
ing our target task.

Finally, we use the user’s query to find the most
relevant chunks using traditional embedding simi-
larity, then we explore the graph using the chunks
as seed to retrieve potentially useful entities and
relations, in the form of triples. We limit the explo-
ration of the graph to the direct neighbors of the
relevant chunks, but more sophisticated exploration
strategies are possible, such as re-ranking docu-
ments using graph-based algorithms like PageR-
ank.

4.4 Hybrid RAG

The last system we experimented with aims to
leverage explicit and implicit relationships from
the knowledge graph using an hybrid architecture.
As illustrated in Figure 3.

We introduce a GraphRAG framework that
combines explicit (symbolic) and implicit (sub-
symbolic) retrieval methods to enhance retrieval-
augmented generation (RAG) systems. Our ap-
proach allows for adaptive retrieval based on the na-
ture of the user question, with Explicit RAG using
text-to-Cypher translation for structured queries,
while Implicit RAG leverages vector similarity to
find k-nearest neighbours. The system employs an
LLM to determine the optimal retrieval method, uti-
lizing the retrieved context to generate precise an-
swers, offering a versatile solution for better knowl-
edge retrieval tasks.

Our approach to HybridRAG is tested with a
comparative analysis of two regulatory documents:
the Digital Operational Resilience Act (DORA)
from the European Union and the Federal Financial
Institutions Examination Council (FFIEC) guide-
lines from the United States.

The HybridRAG system is designed to optimize
the retrieval and contradiction identification pro-
cess in large regulatory documents using a knowl-
edge graph-based KNN clustering approach. Tra-
ditional Retrieval-Augmented Generation (RAG)

5https://llm-graph-builder.neo4jlabs.com/

https://llm-graph-builder.neo4jlabs.com/
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Figure 3: Hybrid Graph RAG: Explicit vs. Implicit
RAG, e.g Symbolic vs. Sub-Symbolic Retrieval. The
framework offers two retrieval strategies based on the
nature of the user’s query.

methods often suffer from high token consumption
due to the computationally expensive Cartesian
product of document segments. To overcome this,
HybridRAG uses KNN clustering to group simi-
lar document segments, reducing computational
costs. The system captures the context for each
document node, generates text embeddings, and
clusters nodes based on cosine similarity.

5 Experiments and evaluation

We conducted experiments to address the following
two research questions on datasets related to the
financial domain.

1. RQ1: Does a graph-based RAG system re-
duce hallucinations compared to a classical
RAG system for a question-answering task?

2. RQ2: How efficient is Graph/Hybrid RAG in
terms of token consumption for retrieval tasks
involving document comparison?

5.1 Datasets in Finance Domain
The datasets used in this study include Fi-
nanceBench (Islam et al., 2023), a benchmark
for evaluating AI systems in finance, which con-
tains various financial documents like regulatory
reports and financial statements. Additionally, we
utilized DORA (Digital Operational Resilience
Act)(European Parliament and Council of the Eu-
ropean Union, 2022), a European Union regulation
on managing IT risks in the financial sector, and
the FFIEC IT Handbook(Federal Financial Insti-
tutions Examination Council, 2019), which offers

guidelines for IT management in U.S. financial in-
stitutions. These data sets were used to assess the
performance of the proposed methods in financial
document retrieval and contradiction detection.

5.2 Metrics

We will use the metrics of Deep Eval (AI, 2024) to
evaluate RQ1. Since we are not interested in assess-
ing the overall RAG quality or the retrieval mecha-
nism, but rather the probability to hallucinate, we
focused on the two hallucinations measures avail-
able in DeepEval. The Faithfulness Metric first
uses an LLM to extract all claims made in the ac-
tual_output, before using the same LLM to classify
whether each claim is truthful based on the facts
presented in the retrieval_context. The Halluci-
nation metric employs an LLM to evaluate each
context in a set of contexts, determining whether
there are any contradictions with the actual_output.

The metrics are calculated according to the fol-
lowing equation:

Faithfulness =
Number of Truthful Claims

Total Number of Claims
(1)

the Number of Truthful Claims represents the
count of accurate statements, and the Total Number
of Claims represents the overall number of state-
ments evaluated.

Hallucination =
NB of Contradicted Contexts

Total Number of Contexts
(2)

5.3 RQ1: Hallucinations of RAG systems
(FactRAG & KG-RAG)

Recent studies (Kamalloo et al., 2023; Tan et al.,
2023) on LLM show that they are good at answer-
ing mainstream, general domain-related questions,
without needing any kind of knowledge injection,
such as RAG. Hence, we chose to experiment on
the Financebench (Islam et al., 2023) dataset, as
it contains questions on financial documents from
the filings of public companies6, which are less
likely to have been seen and memorized by cur-
rently available LLM. The dataset is comprised of
150 questions and 84 documents. For each pair
(question, document) in this dataset, we retrieved
the 8 most relevant chunks and asked an LLM to

6https://www.sec.gov/search-filings

https://www.sec.gov/search-filings
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faithfulness ↑ hallucination ↓

Llama 3.2 3B
Text RAG 0.844 0.704
Facts RAG 0.937 0.679
KG-RAG 0.790 0.660

Llama 3.1 8B
Text RAG 0.843 0.659
Facts RAG 0.891 0.658
KG-RAG 0.890 0.532

Qwen 2.5 32B
Text RAG 0.954 0.395
Facts RAG 0.970 0.594
KG-RAG 0.963 0.407

Table 1: DeepEval scores with GPT4o as a judge.

generate an answer. Finally, we relied on Deep-
Eval7 to perform the evaluation. DeepEval relies
on a strong LLM to automatically score RAG sys-
tems, we chose GPT-4o since it has been reported
as being one of the most accurate. In order to eval-
uate the propensity to hallucinate, we report in the
following the faithfulness measures from DeepE-
val, as it quantifies the consistency of the gener-
ated answer given contextual information. This is a
good proxy for hallucination because we expect the
LLM’s response to be aligned with the retrieved
chunks, and it is also the recommended way to mea-
sure hallucination. We also report the hallucination
measure from DeepEval for completeness.

For each RAG system, we experimented with
three LLMs: Llama 3.2 3B, Llama 3.1 8B (Dubey
et al., 2024) and Qwen 2.5 32B (Team, 2024). We
used these same LLM to generate facts during the
facts-RAG experiments.

The results of the DeepEval evaluation are
shown in Table 1. We observe an increase in faith-
fulness when switching from text to graph-based
RAG systems, except with the smaller model. This
observation fits our prior hypothesis stating that
providing contextual information from KG can re-
duce hallucinations.

We also observe that the gap between Text and
Facts RAG is higher with smaller, and supposedly
less powerful, models. Since this measure quanti-
fies the consistency between the retrieved context
and the generated answer, we conclude that smaller
models have some difficulties to filter out noise in

7https://github.com/confident-ai/deepeval
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Figure 4: Total number of input tokens consumed dur-
ing our experiments, for all 150 questions. Facts RAG
uses dense and effective prompts while producing less
hallucinations than Text RAG.

raw texts, thus providing cleaner facts help them
generating more appropriate answers; while larger
models have better reasoning capabilities and can
filter irrelevant information on their own.

5.3.1 Ablation studies
We conducted ablation studies to measure the in-
dividual contribution of text and graph contexts.
These experiments focus on our KG-RAG system,
we removed either the text chunks or the triples
extracted from the KG and we computed the faith-
fulness and hallucination measures from DeepEval
. The results, shown in Table 2, shows that the
faithfulness is always better when providing only
triples from our KG.

We also observe that the relative differences be-
tween all setups (hybrid, no text and no graph) tend
to decrease the larger the model is. This validates
our previous assumption, large models can filter out
irrelevant and useless information by themselves.
However, we argue that letting the model do the fil-
tering is suboptimal as it requires to provide every
bits of available information to the LLM. We al-
ready showed that graph-based RAG improves the
overall response by reducing hallucinations, and
we show in the following that it also has the bene-
fit of being a lot more efficient in terms of tokens
consumption as illustrated in Figure 4.

5.4 RQ2: HybridRAG optimizing tokens
usage in Graph-based RAG Systems

This experiment examines GraphRAG’s capabil-
ity to detect contradictions in regulatory language
across jurisdictions, specifically between DORA
(EU) and FFIEC (US) documents, demonstrating
its efficiency in large-scale regulatory analysis.

Using a knowledge-graph-based KNN cluster-

https://github.com/confident-ai/deepeval
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faithfulness ↑ hallucination ↓

Llama 3.2 3B
text + graph 0.790 0.660
graph only 0.940 0.665
text only 0.807 0.690

Llama 3.1 8B
text + graph 0.890 0.532
graph only 0.965 0.576
text only 0.866 0.592

Qwen 2.5 32B
text + graph 0.963 0.407
graph only 0.988 0.619
text only 0.945 0.365

Table 2: DeepEval scores with GPT4o as a judge when
removing text or graph contexts.

ing approach, HybridRAG minimizes token con-
sumption by streamlining contradiction detection.
Unlike traditional RAG methods that rely on costly
pairwise comparisons (O(n2) complexity), Hy-
bridRAG clusters document segments with KNN
(O(k · n) complexity), - where n being the num-
ber of chunks - reducing retrieval to targeted, con-
textually relevant nodes. This approach involves
embedding each document node, clustering similar
segments, and generating optimized LLM prompts
for contradiction detection.

With this clustering method (k = 10), API calls
decreased from almost 2 million (1 975 944 with
the classical approach) to just 2 690, achieving a
734-fold reduction in token consumption. Eight po-
tential contradictions were identified, underscoring
GraphRAG’s effectiveness in enhancing computa-
tional efficiency and cost-effectiveness in regula-
tory document retrieval.

6 Perspectives and Future Work

6.1 Limitations

This work focuses exclusively on the English lan-
guage, and as such, we cannot confidently general-
ize our findings to other languages, even those with
high resource availability.

Several limitations are associated with the Deep-
Eval toolkit used for evaluating our RAG systems.
Generally speaking, the use of LLM as a judge
offers numerous advantages, such as ease of use
and the ability to enable reproducible evaluations
through hard-coded prompts and standard evalu-

ation pipeline, it also presents some drawbacks.
Firstly, it requires a lot of computing power and
is impractical for large-scale evaluations due to
high latency and potentially prohibitive costs. For
instance, evaluating a single system (only 150 ques-
tions) necessitates processing approximately 4 mil-
lion input tokens and 0.4 million output tokens.
Secondly, the prompts utilized are often hard-coded
in English, which renders the toolkit unsuitable for
applications in other languages.

Lastly, even if we showed that introducing
knowledge from KG enhances RAG systems, it
is important to point out the difficulties of building
and querying a graph that suits our target task. The
underlying schema of existing KG might not fit the
target use case, hence the KG often has to be ei-
ther hand-crafted (extremely costly and difficult to
maintain) or automatically generated (error-prone
and compute-intensive). For instance, Mihinduku-
lasooriya et al. (2023) show that precision and re-
call are very low even when the set of relation’s
types to extract is restricted.

6.2 Future work
Future work could extend graph-based RAG ap-
proaches to handle diverse datasets, including vi-
sually rich and multilingual documents, by inte-
grating visual embeddings from Vision-Language
Models (Faysse et al., 2024) and heterogeneous
data (Sun et al., 2024). Fine-tuning language mod-
els with domain-specific knowledge could further
reduce hallucination rates. Additionally, incor-
porating multimodal capabilities (e.g., text and
images) could enhance contextual understanding
and retrieval precision. Improving the scalability
of knowledge graph construction and integrating
external sources like ontologies could further re-
duce hallucinations (Agrawal et al., 2023). Explor-
ing hybrid models combining symbolic reasoning
with deep learning (Ambrogio et al., 2023) and ad-
vanced post-generation verification (Sansford et al.,
2024) could also improve RAG systems.

6.3 Architecture design to industrialize RAG
systems in production

We propose a design to smoothly deploy RAG sys-
tems in production. The architecture schema in the
appendix of Figure 6 demonstrates how modular
design can ensure scalability and system reliability.

The RAG logic is composed of most of the app
that the user interacts with containing the RAG
logic, the models hub (green) which is deployed on
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its infrastructure mostly based on GPU, the Data
Module (red) which consists of the Data ingestion
layer of RAG, the Evaluation Module (light blue)
which is responsible of all functional evaluations of
the RAG and lastly one of the most important parts,
the monitoring and the logging (orange), which en-
sure that our system works well, help with debug-
ging, audits, updates, and gives the entire vision
of the RAG. This setup allows each component
to operate independently and cohesively, support-
ing efficient scaling, robust functionality, and clear
traceability.

6.4 Lessons learned and best practices for
deploying RAG systems in Production

We share some recommendations based on lessons
learned in large-scale banking infrastructure.

To maintain efficient operation, several best prac-
tices must be followed when deploying RAG sys-
tems in production. First, a modular design should
be implemented to allow easier maintenance, up-
dates, and scalability (Zhang et al., 2021). Caching
frequently accessed queries can help reduce latency
and improve performance. Additionally, using an
LLM gateway enables switching between models
based on task requirements.

Real-time monitoring and logging mechanisms
should track system health, latency, error rates, and
performance metrics, enabling prompt issue res-
olution and continuous improvement (Smith and
Roberts, 2022). Appropriate evaluation metrics
should asses system accuracy and reliability, with
faithfulness as a key metric to ensure the generated
responses align with the intended outputs (Kumar
et al., 2023). Finally, security measures such as in-
put and output guardrails are necessary to maintain
ethical boundaries (Patel and Gupta, 2024). Regu-
lar backups and audit logging ensure data integrity,
traceability, and reproducibility across the system.

7 Conclusion

This study demonstrates three significant contri-
butions of graph-based approaches in enhancing
classical RAG systems:

1. Reduction of Hallucinations: The use of
graph-based structures, such as Fact-RAG,
significantly reduces hallucinations by link-
ing contextually relevant information. This
leads to more precise and complete responses,
with experimental evaluations showing a 6%

reduction in hallucinations while using 80%
fewer tokens compared to text-only RAG.

2. Efficiency and Cost Savings: For document
comparison use-case, GraphRAG improves
efficiency by filtering out irrelevant data, re-
ducing computational costs, and enhancing
scalability. Using semantic clustering, it re-
duces the complexity of detecting contradic-
tions from O(n2) to O(k · n) where n is the
number of chunks and nodes in the graph.

3. Enhanced Explainability and Traceability:
HybridRAG, using knowledge graphs, allows
users to trace responses back to specific data
sources and relationships as shown in Figure
5 (an example of the output of the demo using
NEO4J). This transparency is crucial for sec-
tors like finance and banking, enabling better
governance, easier audits, and a more thor-
ough understanding of the reasoning behind
answers.

This efficiency demonstrates that graph-based
retrieval methods can make large-scale LLM appli-
cations more cost-effective and accessible. How-
ever, their effectiveness depends on factors such
as the dataset, knowledge graph modeling, and
the specific retrieval task, highlighting that graph-
based approaches are not always inherently more
efficient.
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A Reproducibility of HybridRAG demo

Reproducibility The code source for HybridRAG
demo is open-sourced 10 to facilitate adoption.

A.1 Use-Case for Efficient Contradiction
Detection in Regulatory Documents

The problem focuses on efficiently detecting contra-
dictions between document segments, such as those
from regulatory documents (DORA and FFIEC),
using a Retrieval-Augmented Generation (RAG)
system. The approach consists of two key steps:

1. KNN Clustering: A semantic similarity re-
lation is used to group similar document seg-
ments based on cosine similarity, reducing the
complexity from O(n2) to O(k · n) by con-
sidering only the top k-nearest neighbours for
each node, where n is the number of chunks
(nodes in the graph).

10https://github.com/halftermeyer/
dora-ffiec-hybrid-rag-neo4j
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2. Contradiction Detection: An LLM is used to
detect contradictions between pairs of similar
segments, reducing the number of LLM calls
and the associated token consumption.

A.2 Approach: HybridRAG for Optimized
Retrieval and Contradiction
Identification

Traditional RAG systems often suffer from high
token consumption due to the computationally ex-
pensive Cartesian product of document segments.
HybridRAG addresses this by utilizing a stream-
lined pipeline that applies KNN clustering :

1. Optimization of Retrieval and Contradic-
tion Identification: HybridRAG enhances
efficiency in retrieving and identifying contra-
dictions within large regulatory documents.

2. Knowledge-Graph-Based KNN Clustering:
It utilizes KNN clustering with knowledge
graph embeddings to group similar document
segments, reducing computational costs.

3. Context Capture: Context for each docu-
ment node is captured, incorporating its con-
tent, structural relationships, and citations.

4. Embedding Creation: Text embeddings are
generated by concatenating contextual infor-
mation, encapsulating the semantic essence of
document segments.

5. KNN Clustering: Cosine similarity is ap-
plied to cluster document segments, creating
labeled edges (e.g., SIMILAR_TO) for efficient
comparison.

6. Contradiction Discovery: LLM prompts are
used to assess contradictions between docu-
ment segments, yielding a simple "Yes" or
"No" answer.

B Architectural Design for RAG in
Production

We propose a design schema in Figure 6 that
demonstrates how modular design can ensure scal-
ability and system reliability.

C Facts extraction on finance data (Islam
et al., 2023)

The prompt used to extract a knowledge graph from
a text is given below. The first assistant answer is

forced, the others are generated by the LLM and
are not reported here.

## User
Please read the text below, I will ask
you questions afterwards.

{{ INPUT_TEXT }}

## Assistant
I have read the text, I am ready to answer
your questions.

## User
The end goal is to build a knowledge
graph from the text. We will do it
step by step. First, extract all named
entities (persons, organizations, events,
...), dates (times and epochs too) and
locations. Put them in a list.

## Assistant
<list of entities>

## User
Perfect, now generate a list of triples
(subject, predicate, object). Subjects
and objects must come from the list
of entities you extracted beforehand.
Predicates are very short text (up to
3 words) describing the relation between
subjects and objects. Try to extract only
*interesting* triples, do not report too
obvious triples.

## Assistant
<list of triples>

## User
Great, now format the triples as a JSON
list. Add a "text" attribute containing
a sentence in natural language fully
describing the fact held by the triple.
Just write the JSON content.

## Assistant
<JSON content>
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Figure 5: HybridRAG: Example of potential contradiction between articles in DORA and FFIEC

Figure 6: Architectural Design and Components to Deploy RAG in Production
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