Rethinking Search: A Study of University Students’ Perspectives on Using
LLMs and Traditional Search Engines in Academic Problem Solving

Md. Faiyaz Abdullah Sayeedi', Md. Sadman Haque', Zobaer Ibn Razzaque',
Robiul Awoul Robin!, Sabila Nawshin?

'United International University, Bangladesh
Emails: {msayeedi212049,mhaque221592,zrazzaque221135,rrobin2215643}@bscse.uiu.ac.bd; snawshin@iu.edu

Abstract

With the increasing integration of Artificial
Intelligence (AI) in academic problem solv-
ing, university students frequently alternate be-
tween traditional search engines like Google
and large language models (LLMs) for infor-
mation retrieval. This study explores students’
perceptions of both tools, emphasizing usabil-
ity, efficiency, and their integration into aca-
demic workflows. Employing a mixed-methods
approach, we surveyed 109 students from di-
verse disciplines and conducted in-depth inter-
views with 12 participants. Quantitative anal-
yses, including ANOVA and chi-square tests,
were used to assess differences in efficiency,
satisfaction, and tool preference. Qualitative in-
sights revealed that students commonly switch
between GPT and Google: using Google for
credible, multi-source information and GPT
for summarization, explanation, and drafting.
While neither tool proved sufficient on its own,
there was a strong demand for a hybrid solu-
tion. In response, we developed a prototype, a
chatbot embedded within the search interface,
that combines GPT’s conversational capabili-
ties with Google’s reliability to enhance aca-
demic research and reduce cognitive load.

1 Introduction

The rapid advancement of artificial intelligence has
significantly reshaped the ways in which university
students seek academic information and engage in
research activities (Pirzado et al., 2024). Tradition-
ally, search engines like Google have served as the
dominant tool for retrieving scholarly content due
to their accessibility, breadth of indexed materials,
and access to verified sources. However, the emer-
gence of LLMs, such as OpenAI’s ChatGPT, has
introduced a new paradigm—offering students di-
rect, conversational responses and contextualized
summaries that can streamline information con-
sumption (Alberth, 2023).
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This evolution in digital research tools raises im-
portant questions about how students perceive and
utilize these systems, particularly in academic set-
tings where accuracy, credibility, and efficiency
are critical. Prior research suggests that while
LLMs facilitate rapid content summarization and
task-specific assistance, their reliability varies de-
pending on context and task complexity (Divekar
et al., 2024; Xu et al., 2023). Conversely, search
engines provide access to a wide range of authori-
tative sources but often require users to sift through
multiple links and evaluate conflicting information
independently. Several studies have documented
this complementary behavior—students tend to use
LLMs for explanation and drafting while relying on
search engines for fact-checking and source valida-
tion (Caramancion, 2024; Spatharioti et al., 2023).

Despite their respective strengths, both tools also
have well-documented limitations. LLMs can gen-
erate confident yet incorrect outputs, potentially
misleading users (Xu et al., 2023), while traditional
search engines can lead to information overload
and inefficiency in time-sensitive academic con-
texts. As a result, students are increasingly adopt-
ing a hybrid approach—strategically switching be-
tween LLMs and search engines to balance speed
with credibility (Sakirin and Said, 2023; Kapoor
et al., 2024). However, this constant toggling be-
tween tools introduces cognitive overhead and frag-
mented workflows, especially when performing
complex academic tasks.

To investigate these dynamics systematically,
this study addresses the following research ques-
tions:

* RQ1: How do university students perceive
the usability, efficiency, and satisfaction of
LLMs compared to traditional search engines
in academic problem-solving?

* RQ2: What patterns of tool usage emerge
when students perform academic tasks with
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either or both tools?

* RQ3: What are students’ preferences and ex-
pectations for an integrated solution that com-
bines the strengths of both systems?

2 Literature Review

LLMs have significantly reshaped how individu-
als learn, make decisions, and retrieve information.
While traditional search engines like Google have
long been the primary tool for academic informa-
tion seeking, recent research increasingly explores
how LLMs compare in terms of usability, task per-
formance, and user trust. Divekar et al. (2024)
examined how university students use LLMs like
ChatGPT alongside traditional search engines for
learning new topics. Their findings indicate that
while LLMs support rapid summarization and ease
of understanding, their effectiveness varies depend-
ing on the complexity and nature of the task. In
a similar vein, Kumar et al. (2024) analyzed how
students use LLMs to generate SQL queries. They
observed that LLM assistance improved query for-
mulation and contributed positively to the learning
experience.

Several studies have also investigated task com-
pletion performance. Spatharioti et al. (2023) con-
ducted a randomized experiment and found that
LLM users completed decision-making tasks more
quickly and with fewer queries. However, the au-
thors warned of a major drawback: users often
overtrust LLM outputs, especially when incorrect
answers are presented confidently. They suggested
the inclusion of confidence indicators to mitigate
this issue. Xu et al. (2023) echoed this concern,
emphasizing the need for rigorous fact-checking
when relying on LLM responses.

In terms of task preference, Caramancion (2024)
evaluated 20 types of information-seeking scenar-
ios and concluded that users favored traditional
search engines for fact-based queries, while prefer-
ring LLMs for creative or complex tasks. Support-
ing this, Sakirin and Said (2023) found that nearly
70% of participants preferred ChatGPT-style con-
versational interfaces due to their personalization,
perceived efficiency, and convenience. Extending
these findings, Wazzan et al. (2024) studied image
geolocation tasks and observed that tool selection
often influenced user strategy: LLMs were used
more intuitively, while traditional tools required
structured navigation.
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The issue of credibility remains central. Kapoor
et al. (2024) argued that despite the convenience
and rapidity of Al tools, traditional search methods
remain more reliable for academic research. In con-
trast, LLMs often lack source transparency, which
can be problematic in scholarly settings. To address
this trade-off, researchers have proposed hybrid
models. Bal and Nath (2009) explored metasearch
engines that aggregate content from various sources
to improve accuracy, and Caramancion (2024) ad-
vocated for systems that combine the contextual
depth of LLMs with the source validation strengths
of search engines.

However, existing studies have primarily evalu-
ated LLMs and traditional search engines in isola-
tion or through task-specific comparisons, without
fully exploring how students naturally combine
both tools in academic workflows (Xu et al., 2023).
There is a lack of empirical research that integrates
both performance metrics and user perspectives
to understand this hybrid usage behavior (Bansal,
2023). While tools like Perplexity Al (Perplexity
Al, 2024) attempt to bridge this gap by combin-
ing Al-generated responses with source links, and
Google has introduced Al summaries through its
Search Generative Experience (SGE), these sys-
tems remain largely static, lacking personalization,
real-time adaptation, and task-specific reasoning.
This study addresses these limitations through a
mixed-methods approach and the design of a user-
informed, context-aware prototype.

3 Methodology

To explore university students’ preferences and
usage behaviors regarding LLMs and traditional
search engines for academic tasks, we employed
a mixed-methods approach that combined quanti-
tative and qualitative data collection and analysis,
shown in Figure 1. This design allowed us to exam-
ine both broad patterns and deeper user experiences
in a complementary manner.

We first conducted an online survey that col-
lected responses from 109 university students
across a range of academic disciplines. While the
survey primarily targeted students in technology-
related fields such as Computer Science and Engi-
neering (CSE), Electrical and Electronics Engineer-
ing (EEE), and Data Science, it was also distributed
to students from other areas, including Business
Administration and Medicine, to ensure diversity.
The questionnaire included both closed- and open-
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Figure 1: Overview of the study methodology. A mixed-methods approach was employed in this study. (1) The
survey phase (n = 109) captured quantitative data and analyzed using different statistical tests. (2) The qualitative
phase included in-person interviews (n = 12), where participants completed six academic tasks and were grouped
based on tool usage. Thematic analysis of open-ended responses and interview transcripts led to four themes.

ended questions designed to assess tool usage fre-
quency, satisfaction, efficiency, and perceived ease
of use when using GPT-based LL.Ms and traditional
search engines like Google. Descriptive statistics
were used to summarize the data, and inferential
statistical tests, one-way ANOVA and chi-square
tests, were employed to evaluate differences in user
perceptions and the influence of demographic vari-
ables on tool preference.

To enrich and validate the survey findings, we
conducted in-depth in-person interviews with 12
students from CSE, EEE, and BBA backgrounds,
primarily recruited from United International Uni-
versity (UIU), Dhaka, Bangladesh. Each partic-
ipant was asked to complete six academic tasks:
summarizing a research article, solving a coding
problem (only for CSE students), addressing a
circuit-related issue (only for EEE students), ana-
lyzing business data (only for BBA students), draft-
ing a formal academic email, and comparing two
popular academic concepts. Participants were di-
vided into four groups based on their tool usage
behavior: GPT-only users, Google-only users, bal-
anced users who alternated between both tools, and
random-choice users who freely switched between
GPT and Google depending on preference.

The qualitative analysis synthesized insights
from both the open-ended survey responses and
interview transcripts. Thematic coding focused on
perceived effectiveness, usability, trustworthiness,
and the contextual factors that influenced tool selec-
tion. This analysis provided a comprehensive un-
derstanding of how students navigate the strengths
and limitations of both tools and how their choices
are shaped by the nature of the academic task, fa-
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miliarity with the subject, and perceived cognitive
effort.

4 Demographics
4.1 Survey

The survey included 109 participants from a range
of academic disciplines and demographic back-
grounds. While the majority of participants came
from CSE, the sample also included students from
EEE, BBA, Data Science, Mathematics, Biochem-
istry and Biotechnology, and Medicine. Table 1
summarizes the distribution by department, CGPA,
gender, and age group.

The survey instrument included Likert-scale
questions assessing perceptions of traditional
search engines (e.g., Google) and LLM-based tools
(e.g., ChatGPT). Participants responded on a 5-
point scale: Never, Rarely, Occasionally, Fre-
quently, and Always. Each set of questions was
repeated for both tool categories, covering four
core dimensions:

* How often do you use the following tools for
academic tasks?

* How satisfied are you with the accuracy of
information provided by the following tools?

* How efficient are these tools in helping you
complete academic tasks?

* How easy are these tools to use for academic
purposes?

Participants rated these items separately for both
traditional search engines and LLLM-based tools. At



Department

Computer Science and Engineering 72
(CSE)
Electrical and Electronics Engineering 13
(EEE)
Bachelor of Business Administration 10
(BBA)
Data Science 8
Mathematics 4
Biochemistry and Biotechnology 1
Bachelor of Medicine, Bachelor of 1
Surgery (MBBS)
CGPA Range
3.81-4.00 23
3.51-3.80 30
3.01-3.50 36
2.50-3.00 16
Below 2.50 4
Gender
Male 81
Female 28
Age Range
18 — 20 years 5
21 - 25 years 95
26 — 30 years 9

Table 1: Distribution of participants by department,
CGPA range, gender, and age group.

the end of the survey, participants were also asked
to indicate their overall preference.

This combination of parallel metrics and com-
parative judgment allowed for consistent statistical
comparisons across tools, while the final preference
item offered insight into holistic user inclinations.

4.2 In-person Interview

To complement the survey findings and provide
deeper insights into tool-related behaviors, we con-
ducted in-person interviews with 12 students from
varied academic backgrounds, primarily from CSE,
EEE, and BBA programs. The interview protocol
included a structured sequence of six academic
tasks, designed to simulate common university-
level activities: (1) summarizing a research article,
(2) solving a coding problem (for CSE students),
(3) answering a circuit-related question (for EEE
students), (4) analyzing business data (for BBA
students), (5) drafting a formal email, and (6) com-
paring two popular academic concepts. These tasks
were selected based on consultations with domain
instructors and a review of typical coursework as-
signments, ensuring contextual relevance and vary-
ing cognitive demands. The goal was to observe
how tool choice affected task strategy, accuracy,
and efficiency across both discipline-specific and
general academic activities.

To assess performance, we developed a task-
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specific rubric in consultation with faculty mem-
bers in relevant fields. For example, the coding
task was evaluated based on correctness and code
clarity; the summarization task was scored on co-
herence, coverage, and conciseness; and the com-
parison task was assessed for clarity of distinctions
and logical reasoning. Each task was scored inde-
pendently by two evaluators to ensure inter-rater
reliability.

Participants were divided into four groups based
on their tool usage patterns during task comple-
tion: (1) GPT-only users, (2) Google-only users,
(3) tool-balancing users (who used both tools se-
quentially), and (4) random-choice users (who se-
lected tools freely for each task). This grouping
was used to compare differences in accuracy and
completion time across task types and to explore
how tool-switching behavior aligned with user pref-
erences and task complexity. The interviews also
included open-ended reflections on tool usability,
trust, and perceived strengths or limitations. These
qualitative responses were thematically analyzed to
supplement quantitative trends and inform design
recommendations.

5 Quantitative Analysis

5.1 Survey Results

Closed-ended survey responses were converted into
numerical values for analysis, using a 5-point Lik-
ert scale coded as follows: Never (0), Rarely (1),
Occasionally (2), Frequently (3), and Always (4).
This enabled calculation of means, medians, modes,
and standard deviations across four core dimen-
sions: usage frequency, satisfaction, efficiency, and
ease of use, for both traditional search engines and
LLM-based tools.

The analysis revealed that LLM-based tools
were used more frequently and received more fa-
vorable ratings across all metrics. The mean usage
frequency for traditional search engines was 2.33,
with a median of 2.0 and a mode of 2, suggest-
ing occasional use among participants. In contrast,
LLM-based tools had a higher mean frequency of
2.79, with a median of 3.0 and a mode of 3, indicat-
ing more frequent use. Satisfaction with traditional
search engines yielded a mean of 1.99, a median
of 2.0, and a mode of 2, reflecting a generally neu-
tral to slightly unsatisfied experience. LLM-based
tools, on the other hand, had a higher satisfaction
mean of 2.47, with a median and mode of 3.0, indi-
cating moderate satisfaction. Standard deviations



for both tools were around 0.9, suggesting consis-
tency in responses.

Efficiency ratings followed a similar trend. Tra-
ditional search engines received a mean score of
2.06 (median = 2.0, mode = 2), whereas LLM-
based tools were perceived as more efficient, with
a mean of 2.65, median of 3.0, and mode of 2.
The variability in responses was moderate for both
tools, with standard deviations of 0.94 and 1.00,
respectively. In terms of ease of use, traditional
search engines had a mean score of 2.10, a median
of 2.0, and a mode of 2. LLM-based tools again
outperformed, with a mean of 2.74, a median of 3.0,
and a mode of 3. The standard deviation for LLM
ease of use (1.12) was slightly higher, reflecting
greater variability in responses. These comparisons
are visually presented in Figure 2.

Boxplot of Quantitative Features

Search_Use_Frequency

ol

a.0

Figure 2: Boxplot of Quantitative Features: This
figure presents a comparative analysis of key
usability factors between traditional search en-
gines and LLM-based tools. The top four fea-
tures—Search_Use_Frequency, Search_Satisfaction,
Search_Efficiency, and Search_Ease—represent user
responses related to traditional search engines. The
bottom four—LLM_Use_Frequency, LLM_Satisfaction,
LIM_Efficiency, and LLM_Ease—correspond to user
experiences with large language models.

To assess whether the observed differences in
user perceptions between traditional search engines
and LLM-based tools were statistically significant,
we conducted a series of one-way repeated mea-
sures ANOVA tests across four dimensions: us-
age frequency, satisfaction, efficiency, and ease of
use. This within-subjects design was appropriate
as each participant rated both tools, allowing direct
comparison of matched responses. The results re-
vealed significant differences in all cases: usage
frequency, F'(1,108) = 14.82, p < 0.001; satis-
faction, F'(1,108) = 18.95, p < 0.001; efficiency,
F(1,108) = 21.37, p < 0.001; and ease of use,
F(1,108) = 17.04, p < 0.001. These findings
indicate that participants consistently rated LLM-
based tools higher than traditional search engines
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across all usability dimensions. All F-values were
positive, as expected in ANOVA, and each test was
independently conducted per variable. Assump-
tions of normality and sphericity were evaluated
and satisfied, supporting the reliability of the re-
sults. Overall, the statistical evidence confirms that
the differences in ratings are not due to chance but
reflect a significant and consistent user preference
for LLM-based tools in academic contexts.

To explore whether tool preference was influ-
enced by participant background, a chi-square test
was performed to examine associations between
tool preference (LLM, search engine, or both) and
demographic variables such as age group, gender,
and academic department. The chi-squared statistic
was x2(6, N=109) = 2.012, with a p-value of 0.570.
Since the p-value exceeds the 0.05 threshold, we
fail to reject the null hypothesis. This indicates that
tool preference is not significantly associated with
any of the demographic factors analyzed.

In summary, the survey results demonstrate that
participants generally prefer LLM-based tools over
traditional search engines across all major dimen-
sions of usability. While individual backgrounds,
such as department or gender, did not significantly
influence this preference, the performance gap be-
tween the two tools was consistently supported by
both descriptive and inferential statistical analysis.

5.2 In-person Interview

To analyze the data collected from the in-person in-
terviews, we examined both quantitative and qual-
itative aspects of participant performance while
completing a series of structured academic tasks.
A total of 12 students participated in this phase of
the study. They were assigned six academic tasks
representative of common university-level activi-
ties. These tasks were selected to reflect a range
of cognitive demands, from analytical reasoning to
written communication. Participants were grouped
based on their tool usage strategy: GPT-only users,
Google-only users, tool-balancing users (who used
both tools sequentially), and random-choice users
(who selected tools freely at each step). Table 2
summarizes the key quantitative findings from your
in-person interview.

5.2.1 Accuracy Analysis

Each participant’s response was manually evalu-
ated using a predefined scoring rubric tailored to
each task type. For instance, the coding task was
assessed based on functional correctness and code



Tool Usage Group  Accuracy (%) Time (min)
GPT-only 83 19
Google-only 78 24
Tool-balancing 90 30
Random-choice 82-88 22-29

Table 2: Summary of task performance by tool usage
group. Accuracy (%) refers to the average task score
based on a predefined rubric. Time (min) indicates the
average completion time across six academic tasks.

readability, while the summarization task was rated
on coverage, conciseness, and coherence. The
rubric ensured consistency and objectivity across
evaluations. Participants who relied exclusively on
GPT achieved an average accuracy of 83%, sug-
gesting that LLMs were effective in generating
structured responses, particularly for summariza-
tion and drafting. In contrast, Google-only users
attained an average accuracy of 78%, likely due to
the additional effort required to navigate, synthe-
size, and rephrase content from multiple sources.
Participants who employed both tools in a balanced,
complementary fashion demonstrated the highest
performance, averaging 90% accuracy. Their use
of GPT for synthesis and Google for verification
allowed for improved reliability and content qual-
ity. Among the eight random-choice users, who
selected tools freely based on task needs, accuracy
ranged from 82% to 88%, depending on the com-
plexity of the task and the appropriateness of tool
selection.

5.2.2 Completion Time Analysis

We also recorded the time taken by each participant
to complete the assigned tasks. The completion
times ranged from a minimum of 13 minutes to
a maximum of 42 minutes across all participants.
On average, GPT-only users completed tasks the
fastest, requiring approximately 19 minutes. This
efficiency can be attributed to the conversational
nature of LLMs, which reduces the need to browse
multiple webpages. Google-only users required
more time, around 24 minutes on average, due to
the iterative process of selecting, reading, and ex-
tracting relevant content from diverse sources. Par-
ticipants who used both tools took the longest, with
an average completion time of 30 minutes. How-
ever, this group also achieved the highest accuracy,
suggesting a trade-off between speed and perfor-
mance. The random-choice group showed the most
variability in completion time, ranging from 22 to
29 minutes. Their timing appeared to be influenced
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by both task complexity and personal familiarity
with the chosen tools. In general, the results indi-
cate that while GPT-based tools provide speed and
ease of access, combining them with traditional
search engines can lead to improved accuracy, al-
beit at the cost of increased task duration.

6 Qualitative Analysis

The qualitative analysis draws on open-ended sur-
vey responses and in-person interview transcripts
to explore participants’ perceptions, experiences,
and decision-making strategies when using GPT
and Google for academic tasks. We employed a
thematic analysis approach to identify recurring
patterns and categories in the qualitative data. Ini-
tial coding was conducted independently by two
researchers who reviewed all textual responses line-
by-line. Codes were then grouped into broader
themes through iterative comparison and refine-
ment until consensus was reached.

Four major themes emerged from the data: (1)
task suitability and tool preference, (2) perceptions
of reliability and accuracy, (3) workflow efficiency
and cognitive load, and (4) usability and interaction
experience.

Task Suitability and Tool Preference. Partici-
pants frequently distinguished between tools based
on the academic task. GPT was consistently de-
scribed as effective for quick answers, summariza-
tion, and writing support. One participant noted,
"I use ChatGPT whenever I need to summarize
something quickly or generate a draft; it saves a
lot of time." In contrast, Google was preferred for
tasks requiring deeper exploration and source tri-
angulation. For example, a BBA student shared
"Google helps me see what different sources are
saying, especially when I need to analyze business
trends from multiple angles."

Perceptions of Reliability and Accuracy. Trust
emerged as a key factor in tool selection. While
GPT was appreciated for its fluency and coher-
ence, several participants expressed concerns about
outdated or generalized responses. One remarked,
"Sometimes GPT gives an answer that sounds right
but isn’t actually correct, so I double-check with
Google." Google was consistently rated as more
trustworthy for fact-checking and citing sources,
though some respondents reported difficulty in as-
sessing source quality or encountering contradic-
tory information.



Workflow Efficiency and Cognitive Load.
Many participants described GPT as a way to
streamline academic tasks, particularly under time
pressure. For instance, a CSE student commented,
"Instead of going through five different websites,
I just ask GPT and get a concise answer." How-
ever, this benefit was counterbalanced by reports
of multitool use. Students who used both GPT and
Google acknowledged that switching between them
increased task duration but ultimately improved
their understanding and output quality. This dual
strategy was especially common for tasks involving
coding, data analysis, or structured writing.

Usability and Interaction Experience. GPT
was often framed as a conversational assistant or
“personal tutor” that guided the student through
a problem interactively. In contrast, Google was
seen as more traditional but stable. As one stu-
dent described, "ChatGPT feels like someone is
explaining things to me, but with Google I have to
do all the work to find and compare stuff.” Inter-
face familiarity and preferred mode of information
delivery influenced tool preference, particularly for
students less comfortable with long-form search or
unfamiliar domains.

Overall, students perceived GPT and Google not
as competing tools but as complementary com-
ponents of their academic workflow. GPT was
favored for its speed, language generation, and
summarization abilities, while Google remained
essential for verifying facts and consulting credible
sources. The choice of tool depended largely on the
type of task, the user’s prior knowledge, and their
need for either convenience or verification. These
findings highlight the nuanced, context-dependent
strategies students adopt when navigating digital
information tools.

7 Discussion

The findings from both the survey and in-person
interviews reveal a nuanced interplay between
LLMs and traditional search engines in academic
information-seeking behavior. GPT-based systems
were consistently valued for their ability to pro-
vide structured, coherent, and contextually relevant
responses. Their strengths were particularly evi-
dent in tasks requiring rapid summarization, cod-
ing support, or written content generation, where
participants appreciated the speed and reduced cog-
nitive effort offered by conversational interfaces.
However, while LLMs excelled in usability and
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perceived efficiency, their limitations, such as oc-
casionally outdated or overly generalized content,
prompted students to cross-reference with more
authoritative sources.

In contrast, traditional search engines like
Google remained the preferred tool for in-depth
research, source validation, and academic rigor.
Students highlighted Google’s extensive access to
peer-reviewed literature, academic websites, and
multiple viewpoints as vital for tasks requiring criti-
cal evaluation or citation. Nonetheless, participants
also reported experiencing information overload
and inefficiencies due to the need to manually sift
through links, assess credibility, and synthesize
fragmented content. These trade-offs suggest that
tool preference is not static but shaped by the aca-
demic task’s complexity, time constraints, and the
student’s familiarity with the subject matter.

Class Distribution for Preferred Tool
75

Preferred Tool

Figure 3: Class Distribution of the Preferred Tool among
the Students

A recurring theme across both quantitative and
qualitative data was the strong interest in a hybrid
model that seamlessly integrates the complemen-
tary strengths of GPT and Google. As illustrated
in Figure 3, a significant portion of participants ex-
pressed a desire for an academic support tool that
combines GPT’s conversational and summarization
capabilities with Google’s multi-source, real-time
information retrieval. Such a system would enable
users to receive concise responses with embedded
citations and links to original sources, streamlining
the verification process without sacrificing depth
or credibility. Participants viewed this hybrid ap-
proach as a way to reduce cognitive load, eliminate
repetitive tool-switching, and enhance learning out-



comes through more fluid academic workflows.
While LLMs and traditional search engines serve
distinct purposes, students view them as comple-
mentary rather than competing tools. The inte-
gration of their respective advantages, LLMs for
generation and synthesis, and search engines for
depth and verification, represents a promising di-
rection for the future of academic information re-
trieval. These findings underscore the importance
of designing intelligent, context-aware tools that
adapt to students’ diverse needs while upholding
standards of reliability and academic integrity.
These findings also raise a key question: What
happens when students use GPT and Google to-
gether: Does it help or hurt? The evidence from
our study suggests a compelling answer. Partici-
pants who used both tools, using GPT to quickly
summarize and clarify complex topics, and Google
to verify facts and consult authoritative sources,
consistently outperformed those who relied on ei-
ther tool alone. These hybrid users achieved the
highest task accuracy (90%), demonstrating that
the strategic integration of LL.Ms and traditional
search engines not only complements their respec-
tive strengths but also minimizes their individual
weaknesses. Although this dual-tool approach re-
quired more time, students perceived it as a worth-
while trade-off for greater confidence, deeper un-
derstanding, and higher-quality outcomes. This
finding underscores the potential of thoughtfully
designed hybrid systems to support academic work-
flows, reducing cognitive load while maintaining
rigor and trustworthiness in the learning process.

8 Proposed Prototype

Drawing on user insights from both survey re-
sponses and interviews, we propose a conceptual
prototype that integrates GPT-based assistance di-
rectly into the traditional search engine interface.'
The goal is to address the cognitive and logistical
burden of switching between tools by creating a
unified platform that combines the conversational
utility of LLMs with the source-rich infrastructure
of search engines. The prototype is designed as an
embedded chatbot, positioned unobtrusively in the
corner of the search interface, allowing users to en-
gage in interactive, context-aware dialogue without
disrupting their familiar browsing workflow.
Unlike standalone LLM interfaces, the proposed
assistant does not replace standard search results.

"https://shorturl.at/t6Tf8
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Instead, it complements them by offering real-
time summaries, follow-up clarifications, and cross-
source syntheses derived from retrieved documents.
For example, when a user performs a Google
search, the assistant can instantly summarize key
points from the top-ranked results, offer bullet-
point comparisons across sources, or simplify com-
plex academic texts. Users can also ask follow-up
questions to refine or extend the information, elim-
inating the need to manually revisit and interpret
multiple pages.

The prototype’s novelty lies in its hybrid archi-
tecture that allows toggling between raw search
content and Al-enhanced interpretation. Crucially,
each Al-generated insight is accompanied by links
to the original source, promoting transparency and
reducing the risk of hallucinated or unverifiable
responses. This feature directly addresses the con-
cern, voiced by multiple participants, regarding
LLM trustworthiness in academic work.

Although conceptual in its current form, the pro-
totype was informed by empirical findings from
this study and inspired by real-world user prefer-
ences. Its contribution lies in reimagining academic
information retrieval as an interactive and adap-
tive process. Over time, the assistant could learn
user preferences, discipline-specific language, and
search habits to deliver more relevant and personal-
ized guidance. By embedding this intelligent layer
into the search experience, the prototype aims to re-
duce cognitive load, increase search efficiency, and
promote evidence-based academic practices, ulti-
mately bridging the current gap between generation
and verification in digital research tools.

9 Conclusion

Our study demonstrates that university students
adopt a complementary approach to academic in-
formation retrieval, using LLMs for quick explana-
tions and drafting, and traditional search engines
for verification and accessing credible sources.
Our mixed-methods findings underscore the task-
dependent nature of tool preference and reveal
strong interest in a hybrid model. While the pro-
posed prototype remains conceptual and the inter-
view sample was limited, the results offer practical
insights for designing Al-assisted academic tools.
Future work will focus on expanding participant
diversity, validating qualitative themes, and imple-
menting a functional prototype to assess real-world
usability and impact.


https://shorturl.at/t6Tf8
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Limitations

This study provides important insights into stu-
dents’ use of LLMs and traditional search engines
for academic tasks; however, several limitations
should be acknowledged. The in-person interview
sample was relatively small (n 12) and pri-
marily drawn from technology-related disciplines,
which may limit the generalizability of the findings.
There is also potential sampling bias, as the ma-
jority of participants were Computer Science and
Engineering (CSE) majors from a single university
context, which may not reflect the experiences or
preferences of students from other academic back-
grounds or institutions. While the qualitative anal-
ysis surfaced meaningful themes, it lacked inter-
coder reliability checks, and the survey relied on
self-reported data that may be affected by recall
or social desirability bias. Moreover, the proposed
prototype remains at a conceptual stage and has not
yet been implemented or tested in real academic en-
vironments, leaving its practical impact unverified.
Lastly, the study did not account for factors such as
digital literacy, prior experience with Al tools, or
task complexity, all of which could influence tool
preferences and performance.

Ethical Considerations

All procedures involving human participants in this
study were conducted in accordance with ethical
research standards. Participation in both the sur-
vey and in-person interviews was voluntary, and
informed consent was obtained from all partici-
pants prior to data collection. Respondents were
assured of anonymity and confidentiality, and no
personally identifiable information was collected
or stored. The data were used solely for research
purposes and analyzed in aggregate to protect in-
dividual identities. As the study did not involve
vulnerable populations, clinical interventions, or
sensitive topics, risk to participants was minimal.
The conceptual prototype proposed in this study
does not process real user data and poses no im-
mediate privacy concerns. Future implementation
of the prototype will incorporate robust data pro-
tection, user consent mechanisms, and institutional
ethical review as necessary.

56

References

U Alberth. 2023. The use of chatgpt in academic writ-
ing: A blessing or a curse in disguise? TEFLIN
Journal-a Publication on the Teaching and Learning
of English, 34:337-52.

Satinder Bal and Rajender Nath. 2009. A compar-
ative study of traditional search engines with the
metasearch engines. Ultra scientist, 21(2M):597—
610.

A Bansal. 2023. Optimizing rag with hybrid search and
contextual chunking. Journal of Emerging Applica-
tions in Science and Technology, 5.

Kevin Matthe Caramancion. 2024. Large language mod-
els vs. search engines: Evaluating user preferences
across varied information retrieval scenarios. arXiv
preprint arXiv:2401.05761.

Rahul R Divekar, Sophia Guerra, Lisette Gonzalez, and
Natasha Boos. 2024. Choosing between an llm ver-
sus search for learning: A highered student perspec-
tive. arXiv preprint arXiv:2409.13051.

Prakriti Kapoor, Shweta Mahida, Sharon John, and 1
others. 2024. Ai-driven adaptive systems for per-
sonalized library research assistance. Library of
Progress-Library Science, Information Technology &
Computer, 44(3).

Harsh Kumar, Mohi Reza, Jeb Mitchell, Ilya Musabirov,
Lisa Zhang, and Michael Liut. 2024. Understand-
ing help-seeking behavior of students using llms vs.
web search for writing sql queries. arXiv preprint
arXiv:2408.08401.

Perplexity AI. 2024. Perplexity ai: Conversational
search engine. Accessed: August 11, 2025.

Farman Ali Pirzado, Awais Ahmed, Roman A Mendoza-
Urdiales, and Hugo Terashima-Marin. 2024. Navi-
gating the pitfalls: Analyzing the behavior of llms
as a coding assistant for computer science students-a
systematic review of the literature. IEEE Access.

Tam Sakirin and Rachid Ben Said. 2023. User prefer-
ences for chatgpt-powered conversational interfaces
versus traditional methods. Mesopotamian Journal
of Computer Science, 2023:22-28.

Sofia Eleni Spatharioti, David M Rothschild, Daniel G
Goldstein, and Jake M Hofman. 2023. Compar-
ing traditional and llm-based search for consumer
choice: A randomized experiment. arXiv preprint
arXiv:2307.03744.

Albatool Wazzan, Stephen MacNeil, and Richard Sou-
venir. 2024. Comparing traditional and 1lm-based
search for image geolocation. In Proceedings of the
2024 Conference on Human Information Interaction
and Retrieval, pages 291-302.

Ruiyun Xu, Yue Feng, and Hailiang Chen. 2023. Chat-
gpt vs. google: A comparative study of search
performance and user experience. arXiv preprint
arXiv:2307.01135.


https://www.perplexity.ai
https://www.perplexity.ai

A Survey Instrument

Survey Questionnaire (Selected Items)

Tool Usage Frequency (Likert scale: Never
to Always)

* How often do you use Google for aca-
demic tasks?

* How often do you use GPT-based tools
for academic tasks?

Perceived Satisfaction, Efficiency, Ease of
Use (Likert scale)

» How satisfied are you with the accuracy
of results from each tool?

» How efficient are these tools in complet-
ing academic tasks?

* How easy are these tools to use?
Tool Preference

* Which tool do you prefer overall: Google,
GPT, or Both?

Open-Ended

* In what scenarios do you prefer GPT over
Google or vice versa?

* What limitations have you faced when
using these tools?

B Interview Tasks

Assigned Academic Tasks

Participants were given six structured aca-
demic tasks designed to simulate realistic
coursework challenges across different disci-
plines:

1. Summarize a Research Abstract (All
Participants)
Read a 250-word abstract from a peer-
reviewed article and produce a concise
3-5 sentence summary capturing the main
objective, methods, and findings.

. Solve a Coding Problem (CSE Only)
Write a Python function to compute the
factorial of a number, ensuring proper in-
put validation and code documentation.
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. Analyze a Circuit Diagram (EEE Only)
Interpret a simple resistive circuit with
three resistors and a voltage source. Cal-
culate total resistance and current using
Ohm’s Law.

. Interpret a Business Chart (BBA Only)
Given a bar chart showing quarterly rev-
enue for three products, provide a 5-6
sentence interpretation of trends, anoma-
lies, and business implications.

. Draft a Formal Email (All Partici-
pants)
Write a professional email to your course
instructor requesting an extension on an
assignment. The email should be polite,
concise, and persuasive.

. Compare Two Academic Concepts (All
Participants)
Write a short paragraph comparing “quan-
titative” vs. “qualitative” research meth-
ods, highlighting key differences and use
cases.

Participants were grouped by tool usage pat-
tern: GPT-only, Google-only, tool-balancing
(both sequentially), and random-choice (free
selection per task).

C Task Evaluation Rubric

Rubric for Evaluating Task Accuracy (0-10
Scale)

Each academic task was scored on a scale from
0 (poor) to 10 (excellent), based on specific
content and skill-based criteria. Rubrics were
standardized across evaluators to ensure con-
sistency.

1. Summarization Task

¢ Coverage of Key Ideas (0—4): Accu-
rately identifies main purpose, methods,
and findings.

* Conciseness and Clarity (0-3): Avoids
redundancy; sentences are readable and
logically ordered.

e Language Accuracy (0-3): Grammar,
punctuation, and vocabulary are appropri-
ate for academic tone.




2. Coding Task (CSE Only)

¢ Correctness (0—4): Produces correct out-
put for sample inputs.

* Code Quality (0-3): Structured, read-
able, and modular.

* Input Handling and Comments (0-3):
Includes input validation and descriptive
inline comments.

3. Circuit Analysis Task (EEE Only)

* Correct Calculation (0-5): Accurate ap-
plication of formulas (e.g., Ohm’s Law).

¢ Interpretation and Units (0-3): Correct
labeling and use of units.

* Clarity of Steps (0-2): Clear logical pro-
gression of calculations.

4. Business Chart Interpretation (BBA
Only)

* Insightfulness (0—4): Accurately identi-
fies trends, anomalies, and patterns.

¢ Relevance (0-3): Comments relate mean-
ingfully to business implications.

* Clarity (0-3): Well-structured explana-
tion with clear language.

5. Formal Email Draft

* Professional Tone and Structure (0—4):
Proper salutation, closing, and paragraph-
ing.

¢ Persuasiveness (0-3): Presents a clear
and reasonable justification.

e Grammar and Clarity (0-3): Language
is appropriate, polite, and error-free.

6. Concept Comparison

e Content Accuracy (0—4): Identifies
valid, discipline-appropriate distinctions.

* Comparative Logic (0-3): Clearly out-
lines similarities/differences.

» Language and Coherence (0-3): Aca-
demic tone and logical flow.
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D Thematic Codebook

Thematic analysis of open-ended survey responses
and interview transcripts resulted in four overarch-
ing themes. Each theme is described in Table 3,
along with its associated codes and representative
participant quotes.



Parent Theme Child Code Definition / Quote Example

Effectiveness Task Fit Tool suitability for academic tasks, which refers
to how well a tool matches the academic task at
hand.

"GPT is great for summaries, but not so much
for detailed citations."

Ease of Use Simplicity of interaction with the tool, which
means how intuitive and straightforward users
find the tool.

"ChatGPT saves me time by avoiding extra
clicks.”

Information Overload Frustration with excessive irrelevant results,
which describes frustration due to excessive, of-
ten irrelevant, search results.

"Google gives too many links and I get lost try-
ing to pick one."

Trust and Credibility Source Verification Need for citable sources, which refers to the
extent to which students cross-check the tool
output with credible sources.

"I trust Google more when I need something fact-
checked.”

Contextual Tool Selection Task Type Influence Decision to use a tool depends on the academic
context, which describes tool choice based on
the academic context or subject matter.

"For programming help, I use GPT; for research
papers, I go with Google."

Usability & Cognitive Load

Table 3: Thematic mapping of child codes derived from open-ended survey responses and interviews. Quotes show
typical user sentiment for each theme.
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