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Abstract

The widespread success of large language mod-
els (LLMs) has prompted increasing interest
in their evaluation across diverse linguistic set-
tings, yet systematic assessments for Arabic
remain underexplored. This survey presents
a structured taxonomy of benchmarks specif-
ically designed to evaluate LLMs on Arabic
text. It critically reviews existing benchmarks,
highlighting their coverage across multiple do-
mains, including general single-task and multi-
task scenarios, knowledge and reasoning tasks,
and domain-specific applications. Finally, it
identifies key methodological limitations and
proposes future research directions to facilitate
the development of more robust, inclusive, and
culturally aligned evaluation frameworks for
LLMs.

1 Introduction

Large Language Models (LLMs) have become a
cornerstone of modern natural language process-
ing (NLP), demonstrating remarkable performance
across a wide spectrum of tasks such as machine
translation (MT), sentiment analysis, dialogue gen-
eration, and reasoning (Yang et al., 2025). Their
broad generalization capabilities have positioned
them as foundational tools in diverse domains, rang-
ing from healthcare and law to education and cre-
ative writing (Bommasani et al., 2021). However,
their widespread deployment necessitates rigorous
evaluation frameworks to ensure reliability, fair-
ness, and robust performance in complex reason-
ing, factual consistency, and linguistic competence,
particularly in low-resource languages like Arabic.

Although Arabic is among the most widely spo-
ken languages globally, it is significantly under-
represented in the training data of many multi-
lingual large language models (MLLMs), where
English typically accounts for over 90% of the
corpus and Arabic often constitutes less than 1%
(Xu et al., 2025; Qian et al., 2024). Consequently,

many Arabic-centric or multilingual models strug-
gle to maintain consistent performance across di-
alects, linguistic styles, and culturally grounded
tasks (Magdy et al., 2025; Alwajih et al., 2025). To
address this gap, an increasing number of bench-
marks have been proposed to evaluate LLMs on
Arabic tasks. These benchmarks span a variety of
domains and evaluation objectives, including gen-
eral multi-task performance, commonsense and fac-
tual reasoning, domain-specific applications (e.g.,
legal and healthcare), and fine-grained single-task
assessments. Despite this growing body of work,
there is no unified or comprehensive framework
that consolidates these efforts to guide comparative
evaluation or diagnostic analysis.

This paper addresses these challenges by of-
fering a structured survey focused exclusively on
benchmarks used to evaluate LLMs on Arabic text.
It systematically reviews existing benchmarks and
organizes them into a unified taxonomy based on
task type and domain focus. The paper also iden-
tifies common methodological gaps and proposes
directions for future research. This survey serves as
a foundational resource for researchers and practi-
tioners seeking to understand the current landscape,
design more inclusive benchmarks, or select appro-
priate evaluation frameworks for their models.

2 Related Work

Several recent surveys have synthesized progress in
LLM development and evaluation, yet none have
specifically focused on existing benchmarks for
evaluating LLMs on Arabic text.

One of the most relevant works is by Mashaabi
et al. (2025). This survey provides an overview
of Arabic LLMs across different architectures
(encoder-only, decoder-only, encoder-decoder), lin-
guistic forms (Modern Standard Arabic (MSA),
Classical Arabic, Dialectal Arabic), and pretrain-
ing datasets. It also evaluates the openness of these
models and their performance across downstream



NLP tasks. However, the work does not systemati-
cally survey evaluation benchmarks used to assess
these models. Benchmarks are only briefly men-
tioned in the context of task-based performance. In
related efforts, benchmarks focusing specifically
on Arabic word embeddings and contextualized
embeddings have been proposed, including those
by Yagi et al. (2023) and Elnagar et al. (2023), pro-
viding comprehensive evaluation frameworks for
these foundational models. Furthermore, studies
examining Arabic punctuation and its linguistic
characteristics have offered insights into its rule-
governed nature (Yagi et al., 2024).

Similarly, Rhel and Roussinov (2025) offer a
general overview of Arabic LLMs. While the pa-
per reflects on limitations in Arabic resources and
the application of LLMs to Arabic NLP tasks, its
focus is not on benchmarking. Instead, it summa-
rizes the adoption of LLMs in Arabic contexts and
briefly lists common datasets, without detailed anal-
ysis or categorization of benchmarks used across
tasks. On a related note, cross-lingual models inte-
grating Arabic language with images have recently
been developed, such as the AraCLIP framework
by Al-Barham et al. (2025), which explores novel
approaches to Arabic vision-language understand-
ing.

Outside the Arabic context, Laskar et al. (2024)
presented a systematic review of LLM evalua-
tion pipelines, identifying challenges such as re-
producibility, dataset contamination, and fairness
across benchmarks. Their work offers a robust
foundation for understanding the complexities of
LLM evaluation but focuses primarily on English
and multilingual settings. Likewise, Lai et al.
(2023) analyzed the multilingual performance of
ChatGPT across 37 languages, including Arabic,
through zero-shot evaluations on tasks like sum-
marization and Part of Speech (POS) tagging.
While their work evaluated Arabic among other
languages, it did not aim to survey benchmarks nor
did it focus on Arabic text.

To the best of our knowledge, this paper is the
first to focus specifically on the evaluation bench-
marks used to assess LLMs on Arabic text, rather
than surveying Arabic LLMs themselves. While
prior surveys have examined Arabic language mod-
els in terms of architecture, datasets, and applica-
tion domains, none have systematically analyzed
the benchmarks that underpin their evaluation. This
distinction allows our work to fill a critical gap by

offering a structured overview of the evaluation
landscape and identifying methodological short-
comings in current benchmarking practices.

3 Methodology

A total of 26 relevant studies were included in this
survey paper. All studies were published between
2022 and 2025. The search window spanned 2020
to 2025, and the methodology followed a system-
atic approach structured into three main phases.

3.1 Literature search
To identify relevant research, a comprehensive lit-
erature search was conducted across multiple scien-
tific databases, including Google Scholar, Elsevier,
and IEEE Xplore. The search queries used com-
binations of keywords such as "Large Language
Models", "Benchmark", "Evaluation", and "Arabic
Text". This process yielded a total of 42 records.

3.2 Inclusion and exclusion criteria
The retrieved records were screened for eligibility
using predefined criteria. Studies were included if
they evaluated LLMs on Arabic text, regardless of
whether other languages were involved, provided
Arabic evaluation was a core component. Studies
that focused exclusively on non-textual modalities
(e.g., images, audio, video) or did not contain Ara-
bic content were excluded.

Duplicates were identified and removed (n = 2),
resulting in 40 records screened. Of these, 4 were
excluded during initial screening due to irrelevance,
and 10 more were excluded after full-text assess-
ment. No records were missing or unretrievable. In
total, 26 unique studies met the inclusion criteria
and were included in the final review. A visual
summary of this process is shown in Figure 1.

3.3 Taxonomy
The selected studies were organized using a struc-
tured taxonomy designed to categorize LLM eval-
uations on Arabic text. Each study was assigned
to a distinct subcategory under one of four main
categories, based on its primary objective and eval-
uation scope. The taxonomy comprises:

• General Multi-Task Evaluation Benchmarks

• Knowledge and Reasoning Benchmarks

• Domain-Specific Benchmarks

• Focused Single-Task Evaluations
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Figure 1: Flow-chart for study inclusion

Subcategories reflect the evaluation scope, task
specificity, and domain orientation of each study, as
illustrated in Figure 2 and detailed in the following
sections.

While our taxonomy was initially designed
around the specific context of LLM evaluations on
Arabic text, its fundamental structure is language-
agnostic and can be generalized across diverse lin-
guistic contexts, potentially serving as a broader
blueprint for evaluating LLMs.

4 Taxonomy for Evaluating LLMs on
Arabic Text

This section presents the taxonomy used to clas-
sify benchmarks for evaluating LLMs on Arabic
text. The taxonomy is divided into four major cate-
gories: (1) General Multi-Task Evaluation Bench-
marks, (2) Knowledge and Reasoning Benchmarks,
(3) Domain-Specific Benchmarks, and (4) Focused
Single-Task Evaluations. Each category captures
distinct evaluation objectives, methodological de-
signs, and linguistic considerations.

Detailed characteristics of each benchmark are
summarized in Appendix A.

4.1 General Multi-Task Evaluation
Benchmarks

General multi-task evaluation benchmarks are de-
signed to assess LLMs on a broad range of NLP
tasks that combine natural language understanding
(NLU) and generation (NLG). Within this category,
we distinguish between two subcategories: Multi-
Task Mixed NLU/NLG Benchmarks and NLG-

Focused Multi-Task Benchmarks.

The first subcategory, Multi-Task Mixed
NLU/NLG Benchmarks, includes benchmarks that
evaluate LLMs across diverse general-domain
tasks. One example is the AraT5/ARGEN bench-
mark (Elmadany et al., 2022), which adopts a text-
to-text format to uniformly structure input and out-
put for eight tasks, including sentiment analysis,
classification, Named Entity Recognition (NER),
extractive QA, summarization, and paraphrasing.
The benchmark tests models like AraT5, mT5,
and mBART in zero- and few-shot settings, us-
ing task-appropriate metrics such as F1, BLEU,
and ROUGE. Despite its extensive task coverage,
the benchmark is primarily based on MSA, with
minimal attention to dialectal Arabic. This limits
its applicability in real-world scenarios involving
linguistic variation.

Another benchmark in this subcategory is GP-
TAraEval (Khondaker et al., 2023), which assesses
ChatGPT-3.5 and GPT-4 across 44 tasks drawn
from 60 datasets, encompassing classification, para-
phrase detection, QA, and NER. The benchmark
operates exclusively in zero-shot mode to reflect
typical usage of proprietary LLMs. While GPT-4
demonstrates superior performance over its pre-
decessor, the study’s focus on only two models
introduces bias and excludes insights from Arabic-
centric or fine-tuned models.

LAraBench (Abdelali et al., 2023) expands
multi-task evaluation by including speech-related
tasks, such as automatic speech recognition (ASR)
and text-to-speech (TTS), in addition to standard
NLP tasks. It covers 33 tasks across 61 datasets and
evaluates models including GPT-4, Jais, and Whis-
per. The benchmark shows that even the strongest
LLMs face difficulties with syntactic and sequence
tagging tasks. These issues are partly due to the
lack of Arabic-specific pretraining and inconsistent
output formatting. The models also perform poorly
across different Arabic language varieties, which
can be attributed to the lack of dialectal data.

The second subcategory, NLG-Focused Multi-
Task Benchmarks, centers specifically on genera-
tive language capabilities. The Dolphin benchmark
(Elmadany et al., 2023) exemplifies this by focus-
ing exclusively on Arabic NLG tasks, including
summarization, storytelling, dialogue, and data-to-
text generation. Comprising 200,000 completions
across 20,000 prompts, Dolphin evaluates LLMs
like GPT-4, Falcon, and ChatGPT using both hu-
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Figure 2: Taxonomy for Evaluating LLMs on Arabic Text

man judgments (e.g., grammaticality, coherence)
and automatic metrics (e.g., BLEU, ROUGE-L,
COMET). While Dolphin provides a rich resource
for assessing generative fluency and factuality, a
limitation of considering only NLG is that it over-
looks other critical language understanding capabil-
ities, such as reasoning, retrieval, and classification.

Benchmarks under the general multi-task cate-
gory offer foundational insights into the capabilities
of LLMs in Arabic across diverse tasks. However,
limitations such as restricted dialectal coverage,
model scope, and narrow task focus indicate a need
for more comprehensive, balanced, and culturally
representative evaluation frameworks.

4.2 Knowledge and Reasoning Benchmarks

Knowledge and reasoning benchmarks aim to as-
sess the depth of logical inference and factual un-
derstanding of LLMs beyond basic comprehension.
These are typically structured as multi-choice ques-
tions (MCQs) or explanatory tasks designed to sim-
ulate complex, real-world problem-solving situa-
tions.

A primary subcategory is Massive Multitask QA
Benchmarks, which assess a model’s breadth of
knowledge across subjects. For example, Ara-
bicMMLU (Koto et al., 2024) covers 14,575 MCQs
across 40 tasks, drawing from real-world school ex-
ams in various Arabic-speaking regions. Similarly,
AlGhafa (Almazrouei et al., 2023) includes 7,226
MCQs across 45 tasks, categorized into reasoning,
knowledge, reading comprehension, and math. An-
other example is AraSTEM (Mustapha et al., 2024),

which focuses on STEM subjects with over 11,000
questions ranging from primary school to college-
level. Finally, the Qiyas Benchmark (Al-Khalifa
and Al-Khalifa, 2024) evaluates models using ques-
tions from the Saudi General Aptitude Test, cover-
ing both verbal and mathematical reasoning. These
benchmarks offer broad task coverage, but their
formats rely entirely on MCQs, which simplify
the task structure and may inflate performance by
enabling guessing (Koto et al., 2024; Almazrouei
et al., 2023; Mustapha et al., 2024; Al-Khalifa and
Al-Khalifa, 2024). Such format constraints can
limit a model’s opportunity to demonstrate deeper
reasoning or generative capabilities. Additionally,
evaluating only a narrow set of models restricts
the ability to offer a comprehensive view of per-
formance across the broader LLM landscape (Al-
Khalifa and Al-Khalifa, 2024), including emerging
or open-source models. Most benchmarks are also
confined to MSA, excluding dialects, informal text,
or culturally specific content (Koto et al., 2024;
Mustapha et al., 2024; Al-Khalifa and Al-Khalifa,
2024).

The second subcategory, Commonsense Reason-
ing Benchmarks, evaluates a model’s intuitive un-
derstanding of everyday scenarios. ArabicSense
(Lamsiyah et al., 2025) is a newly proposed bench-
mark that assesses commonsense validation, ex-
planation selection, and generative explanation.
The dataset is synthetically generated and covers a
range of reasoning skills. However, it remains lim-
ited in scope, focusing only on three task types and
lacking the diversity of real-world language use.



Additionally, its synthetic nature may introduce bi-
ases or overfitting tendencies not representative of
actual human-authored content.

4.3 Domain-Specific Benchmarks

Domain-specific benchmarks are designed to evalu-
ate LLMs on tasks rooted in real-world applications
and specialized knowledge areas. Unlike general-
purpose benchmarks, which assess broad linguistic
competence, these benchmarks target specific do-
mains, such as law, health, cultural reasoning, and
safety, to assess how well models handle context-
sensitive, factual, and domain-relevant language
use. This subsection is organized into four sub-
categories of domain-specific benchmarks: legal,
cultural and dialectal competence, health, and trust-
worthiness and safety.

In the legal domain, the ArabLegalEval bench-
mark (Hijazi et al., 2024) provides a multi-task
framework designed to evaluate Arabic LLMs’
legal reasoning capabilities. It includes over
15,000 instances covering MCQs, open-ended QA,
and carefully translated items from the English-
language LegalBench dataset. These tasks primar-
ily draw from Saudi legal sources, such as regula-
tions on consumer contracts and privacy policies.
While ArabLegalEval provides a rigorous and di-
verse evaluation setting, its heavy reliance on Saudi
legal texts may limit its applicability across broader
Arabic legal systems.

Cultural and dialectal competence has emerged
as a critical dimension in evaluating LLMs on
Arabic text due to the region’s linguistic diver-
sity. AraDiCE (Mousi et al., 2025) benchmarks
dialectal and cultural understanding across Egyp-
tian, Gulf, Levantine, and MSA. It spans dialect
identification, misinformation detection, and cul-
tural reasoning. However, it primarily relies on
synthetic data generated via machine translation
with post-editing, which may introduce unnatu-
ral phrasing.In addition, the omission of key di-
alects such as Maghrebi limits its regional coverage.
The Palm benchmark (Alwajih et al., 2025) offers
17,411 annotated instruction–response pairs cover-
ing ten dialects across 20 culturally salient domains.
Despite its breadth, Palm exhibits skewed country-
level representation. Similarly, the SaudiCulture
benchmark (Ayash et al., 2025) evaluates LLMs on
region-specific cultural questions within Saudi Ara-
bia, capturing intranational differences across five
regions. Nonetheless, its geographic scope limits

generalizability to broader Arab cultural contexts.
Jawaher benchmark (Magdy et al., 2025) targets
proverb translation and explanation in 20 dialects,
exposing the limitations of current LLMs in han-
dling idiomatic, figurative, and culturally grounded
expressions. However, its evaluation is affected
by the use of English-only prompts, which limits
the assessment of models’ native Arabic compre-
hension. Lastly, the culturally aligned benchmark
(Nacar et al., 2025) critiques the Western bias of
traditional evaluation frameworks and introduces
ILMAAM, a curated leaderboard tailored to Arabic
sociocultural contexts. It improves cultural appro-
priateness.

In the health domain, the Health Claims bench-
mark (obaid Alharbi et al., 2025) evaluates GPT-4’s
ability to classify and verify health-related claims
across Saudi, Egyptian, Lebanese, and Moroccan
dialects. The study utilizes 329 expert-verified
claims from AraFacts and ArCOV19-Rumors, gen-
erating 6,520 dialect-specific queries with varying
presupposition levels. It applies a novel Cultural
Sensitivity Score to measure context-aware accu-
racy. The benchmark is limited by its evaluation
of only a single model (GPT-4), which restricts
its comparative utility, and by its narrow dialectal
coverage that excludes other widely spoken Arabic
varieties.

The domain of trustworthiness and safety is ad-
dressed by AraTrust (Alghamdi et al., 2025), which
includes 522 multiple-choice questions evaluat-
ing LLMs on ethics, legality, offensiveness, and
privacy. It introduces evaluations across several
prompting settings, including chain-of-thought rea-
soning. However, the benchmark’s exclusive use
of multiple-choice formats restricts deeper assess-
ment of models’ ethical reasoning in open-ended
contexts.

4.4 Focused Single-Task Evaluations

Benchmarks in this category are designed to eval-
uate LLMs on narrowly defined tasks that test
specific competencies in Arabic. Unlike multi-
task benchmarks, these evaluations isolate a sin-
gle task, such as sentiment classification, machine
translation, or hallucination detection, allowing
for more fine-grained assessment of model perfor-
mance. This category comprises three major sub-
categories of tasks: classification and understand-
ing, generation and transformation, and factuality
and hallucination detection.



Classification and Understanding Tasks target
the ability of LLMs to label and disambiguate text
based on semantic, syntactic, or pragmatic cues. In
the domain of sentiment classification, Al-Thubaity
et al. (2023) evaluated GPT-3.5, GPT-4, and PaLM
2 (Bard AI) using the Saudi Dialect Twitter Cor-
pus, covering a small-scale dataset of 2,690 tweets
labeled as positive, negative, or neutral. The bench-
mark revealed close performance between GPT-4
and fine-tuned BERT baselines, yet it is restricted
to a single dialect (Saudi). A benchmark for Cross-
Lingual NER was proposed by Al-Duwais et al.
(2024) to test six multilingual LLMs using seven
datasets across domains like news and social media.
The benchmark revealed strong performance by
encoder-based models such as XLM-R and mBERT.
Abdel-Salam (2024) introduced a benchmark for
Word Sense and Location Mention Disambigua-
tion using SALMA and IDRISI-D datasets. While
demonstrating LLM competence in controlled zero-
shot setups, the benchmark omits dialectal varia-
tions and depends heavily on short contexts and
English translations for retrieval.

Generation and Transformation Tasks evaluate
how well models perform structured text trans-
formation, such as translation or correction. A
machine translation benchmark was proposed by
Kadaoui et al. (2023) using 1,000 dialectal Arabic
sentences across ten varieties from the MADAR
corpus. While the benchmark spans several di-
alects, it includes only two LLMs, ChatGPT and
Bard. Kwon et al. (2023) benchmarked LLMs on
Arabic grammatical error correction (AGEC) us-
ing QALB datasets, evaluating performance with
prompting strategies such as zero-shot, few-shot,
and instruction tuning. The benchmark highlights
LLM underperformance on semantic errors and
lacks dialectal diversity. Another example in this
group is the punctuation restoration benchmark
(Al Wazrah et al., 2025), which uses a curated
dataset of 10,046 paragraphs to test seven LLMs
and a fine-tuned AraBERT. GPT4-o performed best
overall. The benchmark suffers from skewed punc-
tuation distributions.

Factuality and hallucination evaluation tasks as-
sess LLMs’ ability to distinguish between true
and false claims or to avoid generating fabricated
content. Gupta et al. (2025) developed a fact-
checking benchmark using 771 claims from the
X-Fact dataset, focusing on binary classification
with English reasoning strategies applied to Arabic

input. The dataset is heavily skewed toward false
claims and excludes recent advanced models like
GPT-4, which limits longitudinal comparisons. In
the area of hallucination detection, the Halwasa
benchmark (Mubarak et al., 2024) evaluates Ara-
bic hallucinations using 10,000 synthetic factual
sentences generated by LLMs. The dataset was
created using 1,000 randomly selected words from
the SAMER Arabic readability lexicon. For each
word, both GPT-3.5 and GPT-4 were prompted to
generate ten factual Arabic sentences. After filter-
ing out duplicates and invalid outputs, five unique
sentences were retained per model, resulting in
5,000 sentences from each and a total of 10,000
sentences. Each sentence was manually annotated
by trained human annotators across four dimen-
sions: (1) whether it makes a verifiable factual
claim, (2) whether the claim is factually correct,
(3) whether the sentence follows proper Arabic
grammar, and (4) the reference sources used for
factual verification. A key limitation of this bench-
mark is its exclusive focus on just two models,
GPT-3.5 and GPT-4, which restricts its compar-
ative scope across a broader range of Arabic or
multilingual LLMs. Similarly, HalluVerse25 (Ab-
daljalil et al., 2025) is a multilingual hallucination
detection benchmark that includes 828 Arabic sen-
tence pairs focused on biographical content. While
it supports cross-lingual comparison, the bench-
mark inherits potential biases from Wikidata and
the use of GPT-generated data, constraining its gen-
eralizability beyond the biographical domain.

5 Critical Analysis of Existing Arabic
LLM Evaluations

Despite significant advancements in evaluating
LLMs for Arabic text, existing benchmarks reveal
several critical challenges. Specifically, there is a
pronounced absence of separate intrinsic and extrin-
sic evaluations. Currently, benchmarks frequently
blend these tasks into general multi-task evalua-
tions, making it difficult to comprehensively assess
specific competencies such as linguistic understand-
ing, factual reasoning, and cultural awareness. This
methodological conflation fails to provide a clear
diagnostic of a model’s performance, particularly
in distinguishing whether success is driven by deep
comprehension or surface-level task handling.

Another considerable limitation lies in the lim-
ited scope of model evaluations. Most benchmarks
evaluate only a narrow set of LLMs, predominantly



focusing on well-known models such as GPT vari-
ants, neglecting emerging or specialized Arabic-
centric models. Consequently, this narrow selec-
tion restricts the ability to address crucial compar-
ative questions, such as identifying which models
excel in specific tasks. Moreover, the scarcity of
comparative analyses across a broader spectrum of
models limits insights into model scalability and
adaptability in diverse Arabic linguistic environ-
ments.

Additionally, the prevalent reliance exclusively
on MCQs in many benchmarks represents another
critical limitation. Solely using MCQs inherently
simplifies evaluation tasks, potentially inflating
model performance by allowing for guessing and
limiting the ability to assess more sophisticated
generative or explanatory capabilities.

In parallel with these methodological consider-
ations, it is equally important to situate Arabic
within the broader multilingual evaluation land-
scape. While this survey focuses on Arabic bench-
marks for evaluating LLMs, understanding how
Arabic is represented across cross-lingual bench-
marks provides valuable context. Several cross-
lingual benchmarks, such as XTREME (Hu et al.,
2020), XGLUE (Liang et al., 2020), Blend (Myung
et al., 2024), and (Chollampatt et al., 2025), in-
clude Arabic alongside other languages, often as a
representative of Semitic or low-resource linguis-
tic groups. However, these benchmarks typically
offer limited task coverage for Arabic and rarely
account for the linguistic diversity within the lan-
guage, such as dialectal variation or cultural speci-
ficity. In contrast, Arabic-specific benchmarks pro-
vide more fine-grained evaluations tailored to the
complexities of Arabic, including dialect identifica-
tion, cultural reasoning, and script variants. More-
over, while cross-lingual benchmarks are valuable
for assessing generalization and transfer learning,
they often rely on translated or parallel data that
may not reflect authentic language use. Arabic-
centric benchmarks, by contrast, frequently involve
native-authored content and culturally grounded
tasks, offering a more accurate assessment of LLM
performance on Arabic.

In addition to broadening evaluation contexts,
this survey primarily focuses on benchmarking cov-
erage and evaluation frameworks, we acknowledge
the importance of analyzing bias in LLMs more
explicitly. Several Arabic benchmarks, such as Ara-
Trust and Palm, begin to address dimensions of bias

related to ethics, offensiveness, and regional rep-
resentation. However, most existing datasets lack
systematic annotations for sensitive attributes like
gender, dialect, or sociopolitical context, making
it difficult to assess fairness across subpopulations.
Furthermore, benchmarks that rely on machine-
translated or synthetic data may introduce unin-
tended cultural or linguistic biases.

6 Conclusion and Future Directions

This survey has provided a comprehensive
overview of existing benchmarks for evaluating
LLMs on Arabic text, highlighting both significant
progress and critical gaps. While current bench-
marks offer valuable insights across various linguis-
tic tasks and domains, they often conflate intrinsic
and extrinsic evaluations, focus narrowly on a lim-
ited set of popular models, and rely heavily on sim-
plified formats such as multiple-choice questions.
Moreover, the underrepresentation of Arabic di-
alects and cultural nuances limits the applicability
of these evaluations to the diverse Arabic language
landscape. Bias and fairness considerations remain
insufficiently addressed in most datasets, posing
challenges for equitable model assessment.

To advance the field, future research should
explicitly differentiate intrinsic language-specific
evaluations (e.g., syntactic parsing, semantic under-
standing, morphological analysis) from extrinsic
task-based assessments focused on real-world ap-
plications such as healthcare, law, and education.
Expanding the range of evaluated models to in-
clude emerging, open-source, and Arabic-centric
LLMs will enhance comparative analyses and fos-
ter innovation tailored to Arabic’s unique linguistic
characteristics.

Future benchmarks must incorporate diverse, re-
alistic datasets reflecting dialectal variety and cul-
tural context to improve real-world relevance. The
growing importance of prompt engineering calls for
systematic exploration of prompt formulations in
both Arabic and English to optimize model perfor-
mance and reliability. Additionally, incorporating
bias-sensitive design principles and targeted fair-
ness metrics is essential to ensure equitable evalu-
ation across dialects, regions, and sociolinguistic
groups.

Overall, addressing these methodological and
practical gaps will deepen understanding of how
LLMs perform on Arabic text and guide the de-
velopment of more robust, culturally aware, and



effective language technologies.

Limitations

This survey is limited by its exclusive focus on
publicly documented academic benchmarks, omit-
ting proprietary or industrial evaluations that may
provide additional perspectives.
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A Overview of Arabic LLM Benchmarks

Table 1: Overview of Arabic LLM Benchmarks

Benchmark Year LLMs Evaluated Task(s) Dataset(s) Description

AraT5 (Elmadany et al.,
2022)

2022 AraT5 (Small, Base, Large, XL),
mT5, mBART, AraGPT2, MAR-
BERT

8 tasks: Text Classification, Sen-
timent Analysis, Named Entity
Recognition (NER), Extractive
Question Answering (QA), Para-
phrasing, Summarization, Head-
line Generation, Text Simplifica-
tion

Data collected from 8 diverse Arabic sources
including Arabic Wikipedia, OSCAR, OPUS,
Tashkeela, SLSA, and others; resulting in a
corpus of 200M sentences (50GB); prepro-
cessed into a text-to-text format.

Beyond English (Kwon
et al., 2023)

2023 GPT-4, ChatGPT-3.5 Turbo,
LLaMA-7B, Vicuna-13B,
Bactrian-Xbloom-7B, Bactrian-
Xllama-7B

Grammatical Error Correction
(GEC)

QALB-2014 (L1), QALB-2015 (L1 & L2)

Dolphin (Elmadany et al.,
2023)

2023 Falcon-40B-Instruct, Falcon-
180B-Chat, GPT-3.5-Turbo,
GPT-4, ChatGPT

10 NLG tasks: dialogue genera-
tion, question answering, data-to-
text, storytelling, summarization,
translation, paraphrasing, defini-
tion generation, classification, cor-
rection/refinement (includes code-
switching and Arabizi)

20K Arabic prompts with 200K completions,
covering diverse topics and language forms,
including Modern Standard Arabic, dialects,
code-switched inputs, and Arabizi; prompts
created by native speakers and aligned with
high-quality completions

Evaluating ChatGPT
and Bard AI on Arabic
Sentiment Analysis (Al-
Thubaity et al., 2023)

2023 GPT-3.5, GPT-4, Bard AI (PaLM
2)

Sentiment Analysis (Classifica-
tion & Generation)

Saudi Dialect Twitter Corpus (SDTC): 2,690
used (558 positive, 1,632 negative, 500 neu-
tral)

Evaluation of Bard
and ChatGPT on
MT (Kadaoui et al., 2023)

2023 ChatGPT (GPT-3.5-turbo), Bard Machine Translation 1,000 sentences from 10 Arabic dialects (100
per dialect) from the MADAR corpus, with
corresponding MSA and English translations

GPTAraEval (Khondaker
et al., 2023)

2023 ChatGPT-3.5, ChatGPT-4 Text classification, natural lan-
guage inference (NLI), ques-
tion answering (QA), paraphrase
identification, sentiment analy-
sis, named entity recognition
(NER), topic classification, hate
speech detection, offensive lan-
guage detection, dialect identifica-
tion, translation, coreference res-
olution, headline generation, text
summarization

60 Arabic datasets covering Modern Standard
Arabic and multiple Arabic dialects; varying
in domain, size, and complexity; formatted
for zero-shot prompt-based evaluation

AlGhafa (Almazrouei
et al., 2023)

2023 AraT5, CAMeLBERT, mBERT,
mGPT, GPT-3.5-turbo, AraGPT2-
Mega, Noor-10B, Jais-13B,
lGhafa-1B/3B/7B/14B

45 tasks across 4 categories:
knowledge, reasoning, reading
comprehension, math & coding

7,226 multiple-choice questions from diverse
Arabic sources across linguistic and domain
topics

A Benchmark Evalu-
ation of Multilingual
LLMs for Arabic Cross-
Lingual NER (Al-Duwais
et al., 2024)

2024 mBERT, XLM-R, BERTIN,
ByT5, BLOOM, mT0

NER 7 Arabic NER datasets: ANERcorp, AQMAR,
CAMeL, WikiFANE, Winerz, Arman, Arap-
Tweet; domains: news, Wikipedia, social me-
dia

ArabicMMLU (Koto
et al., 2024)

2024 GPT-3.5, GPT-4, BLOOMZ,
mT0, LLaMA2, Falcon, XGLM,
AraT5, AraGPT2, AceGPT, Jais
(total 35 models)

Knowledge tasks 14,575 Arabic multiple-choice questions from
school exams in 8 Arabic-speaking countries;

ArabLegalEval (Hijazi
et al., 2024)

2024 GPT-4, GPT-4o, GPT-3.5, Claude-
3 Opus, Command R, Command
R Plus, Llama3 (8B & 70B), Aya-
101, Jais

MCQs, Open-ended QA,
LegalBench QA (Consumer
Contracts, Contracts, Privacy
QA/Entailment)

10,583 Arabic MCQs (from MoJ & BoE), 492
Najiz FAQs, 15,804 translated LegalBench
samples, ArabicMMLU subset for legal rea-
soning benchmarking.

ARADICE (Mousi et al.,
2025)

2025 Jais-13B, AceGPT-13B, Llama-
3-8B, Mistral-7B, Fanar-8.7B,
Qwen2.5-7B, Gemma2-9B, Aya-
8B

Dialect Identification, Dialect
Generation, Machine Translation,
Commonsense Reasoning, World
Knowledge, Reading Comprehen-
sion, Misinformation Detection,
Cultural Understanding

45K+ post-edited examples across QADI,
ADI, ADD, MADAR, ArabicMMLU, PIQA,
OBQA, Winogrande, BoolQ, Belebele, Truth-
fulQA, and AraDiCE-Culture

AraSTEM (Mustapha
et al., 2024)

2024 AraT5, AraGPT2, MT0
(Small, Base, Large),
XGLM (1.7B–7.5B), Bloomz
(560M–7B1), AceGPT (7B, 13B),
LLaMA (2 & 3.1), Falcon (7B,
40B), Jais (13B, 30B)

Zero-shot multiple-choice answer-
ing

11,637 Arabic MCQs in STEM (math, bi-
ology, physics, IT, chemistry, pharmacy,
medicine, dentistry); levels: primary, sec-
ondary, college; sourced via scraping, manual
extraction, OCR from PDFs; annotated with
source traceability

AraTrust (Alghamdi
et al., 2025)

2025 GPT-3.5 Turbo, GPT-4, AceGPT
7B, AceGPT 13B, Jais 13B

Trustworthiness evaluation 522 multiple-choice questions across 8 cate-
gories (Truthfulness, Ethics, Physical Health,
Mental Health, Unfairness, Illegal Activities,
Privacy, Offensive Language) and 34 subcate-
gories, all human-written

Halwasa (Mubarak et al.,
2024)

2024 GPT-3.5, GPT-4 Factual sentence generation to
evaluate models’ hallucinations

10K Arabic sentences (5K/model) generated
using 1,000 random words from the SAMER
corpus, annotated for factuality, correctness,
linguistic errors, and references

LAraBench (Abdelali
et al., 2023)

2023 GPT-3.5-turbo, GPT-4,
BLOOMZ, Jais-13b-chat,
Whisper, USM

33 tasks across NLP and Speech 61 publicly available datasets; 296K samples;
46h speech; 30 TTS sentences; covers MSA
and dialects, across genres like news, tweets,
telephony



Table 1 – continued from previous page

Benchmark Year LLMs Evaluated Tasks Dataset(s) Description

Arabic Word/Location
Sense Disambigua-
tion (Abdel-Salam, 2024)

2024 LLama3, LLama3-Instruct,
WizardLM-2, AceGPT-7B,
OpenChat

Word Sense Disambiguation
(WSD), Location Mention Disam-
biguation (LMD)

WSD: SALMA corpus (100 train, 1,340 test);
LMD: IDRISI-D (2,170 train, 333 val, 791
test)

The Qiyas Bench-
mark (Al-Khalifa and
Al-Khalifa, 2024)

2024 ChatGPT-3.5-turbo, ChatGPT-4,
Gemini-pro (partial)

Mathematical reasoning and Lan-
guage understanding

2,407 multiple-choice questions derived from
Saudi Arabia’s Qiyas GAT. Includes math, ge-
ometry, algebra, statistics, and five types of
verbal tasks

Jawaher (Magdy et al.,
2025)

2025 Llama-3.1-8B-Instruct, Llama-
3.2-3B-Instruct, Gemma-2-9B-it,
GPT-4o, Gemini 1.5 Pro, Claude
3.5 Sonnet, Cohere Command R+

Translation, Explanation 10,037 Arabic proverbs from 20 dialects with
idiomatic/literal English translations, Arabic
and English explanations.

ArabicSense (Lamsiyah
et al., 2025)

2025 Gemma, LLaMA-3, Mistral-7b Commonsense Validation,
Multiple-Choice Explanation,
Generative Explanation

3954 train, 848 val, 848 test samples per task
from Arabic Wikipedia, generated using GPT-
4

Arabic Fact-
Checking (Gupta et al.,
2025)

2025 Llama 3 8B, Llama 3 70B, GPT-
3.5-turbo, Gemini 1.0 Pro

Arabic fact-checking (binary clas-
sification: true/false)

771 Arabic claims from X-Fact dataset (fil-
tered for ’true’ or ’false’ only; 730 false, 41
true)

Health-Related Claims
Across Arabic Di-
alects (obaid Alharbi
et al., 2025)

2025 GPT-4 Health claim verification across
dialects

329 claims (191 from AraFacts + 138 from
ArCOV19-Rumors), categorized as true, false,
mixed

Evaluation of LLMs on
Arabic Punctuation Pre-
diction (Al Wazrah et al.,
2025)

2025 GPT4-o, Gemini 1.5, JAIS-13B,
AceGPT-13B, SILMA-9B,
ALLaM-1, CommandR+,
AraBERT

Arabic punctuation prediction 10,046 annotated Arabic paragraphs from 25
books, manually cleaned and tokenized, cover-
ing six punctuation marks; split into training,
validation, and test sets

HalluVerse25 (Abdaljalil
et al., 2025)

2025 GPT-4o, GPT-4o-mini, phi-4,
PaLM 2, Mistral-7b, Qwen-2.5
(7b, 72b), LLaMA-3.3, Gemini,
Gemma

Hallucination Detection 3116 factual + hallucinated pairs (biography-
based) in English, Arabic, Turkish

Palm (Alwajih et al.,
2025)

2025 GPT-4o, Claude-3.5-Sonnet,
Command R+ (104B), Qwen2.5-
72B, Qwen2.5-7B, Qwen2.5-3B,
Qwen2.5-1.5B, JAIS-13B,
AceGPT-v2-32B, AceGPT-
v2-8B, LLaMA-3.1-70B,
LLaMA-3.1-8B, LLaMA-3.2-3B,
LLaMA-3.2-1B, Gemma-2-27B,
Gemma-2-9B, Gemma-2-2B,
Phi-3.5-mini (18 models)

To benchmark LLMs’ capabil-
ities in culturally-aware and
dialect-specific instruction follow-
ing across the Arab world. It
evaluates LLMs’ ability to under-
stand and generate culturally rel-
evant, linguistically appropriate
responses in Arabic dialects and
MSA.

17,411 human-authored Arabic instruc-
tion–response pairs (MSA and 10 dialects)
across 22 Arab countries and 20 cultural
domains; includes train, public test, and
private test splits

SaudiCulture (Ayash
et al., 2025)

2025 GPT-4, Llama 3.3, FANAR, Jais,
AceGPT

Cultural understanding, QA
(open-ended, single-answer, and
multi-answer formats)

SaudiCulture: 441 questions across 5 Saudi re-
gions + general, covering 8 cultural domains
(food, clothing, celebrations, etc.) in open-
ended, single-answer, and multi-answer for-
mats

Towards Inclusive Ara-
bic LLMs (Nacar et al.,
2025)

2025 Qwen2.5-72B-Instruct,
CohereForAI/aya-expanse-
32b, Qwen2.5-32B-Instruct,
Google/Gemma-2, SILMA-9B,
FreedomIntelligence/AceGPT,
JAIS-family, LLaMA models

Multitask Language Understand-
ing

Refined Arabic MMLU benchmark with over
14,000 questions, including 2,466 culturally
sensitive questions and 766 culturally en-
riched additions (e.g., Islamic Religion, Is-
lamic Ethics, Old Arab History).


