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Abstract

Sentential relation extraction (RE) is an impor-
tant task in natural language processing (NLP).
In this paper we propose to do sentential RE
with dynamic routing in capsules. We first show
that the proposed approach outperform state
of the art on common sentential relation ex-
traction datasets Tacred, Tacredrev, Retacred,
and Conll04. We then investigate potential
reasons for its good performance on the men-
tioned datasets, and yet low performance on
another similar, yet larger sentential RE dataset,
Wikidata. As such, we identify noise in Wiki-
data labels as one of the reasons that can hin-
der performance. Additionally, we show as-
sociativity of better performance with better
re-representation, a term from neuroscience re-
ferred to change of representation in human
brain to improve the match at comparison time.
As example, in the given analogous terms
King:Queen::Man:Woman, at comparison time,
and as a result of re-representation, the simi-
larity between related head terms (King,Man),
and tail terms (Queen,Woman) increases. As
such, our observation show that our proposed
model can do re-representation better than the
vanilla model compared with. To that end, be-
side noise in the labels of the distantly super-
vised RE datasets, we propose re-representation
as a challenge in sentential RE '.

1 Introduction

Sentential relation extraction is about inferring the
relation between two entities in a given sentence.
Various sentential relation extraction datasets are
constructed with distant supervision. Accordingly,
it is assumed that if two entities are related in a
knowledge base such as Wikidata, they are also
related according to the sentence that contain them.
As such, datasets often not only provide sentences
with corresponding entities, but also additional de-
tails such as description, aliases, and types of enti-
ties. Accordingly, to improve performance, various
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Figure 1: The need for re-representation in sentential
relation extraction (Text from Wikipedia). At com-
parison time, the similarity between related terms in-
creases. Note the entity types as manual label for re-
representation. Note also the proportional word analogy
constructed from the given example here, "Alan Turing":
1912 :: "C.E.GauSS":1777

works introduce complicated models that account
for extra additional details. To that end, the results
of incorporating additional details are not coher-
ent. As example, while in some studies entity type
has shown to improve performance (Bastos et al.,
2021), in some others however, it has shown to de-
grade performance(Vashishth et al., 2018). As such,
weather there are still room for improvement or if
low performance are due to noise and error in the
labels, is an open research question. In this paper,
we aim to offer a deeper understanding of the task
that can help in defining a better goal and objective
for methods that incorporate the additional details
into the sentential context using complex models.
To do so, we propose an intuitive model that out
perform state of the art on most dataset, and then
investigate the reason for its better performance.
To propose our approach, we build on works from
neuroscience. To that end, inference such as sen-
tential relation extraction in which a relation from
one context, is mapped to a relation in another con-
text is referred to as analogical reasoning (Gentner,
1983). In analogies, such as proportional word



analogies of the form King:Queen::Man:Woman,
’King’ is related to ’Queen’ as "Man’ is related to
>Woman’, even though pairs (King,Man) or heads
and (Queen,Woman) or tails are different. Sim-
ilarly in sentential relation extraction, given that
according to sentences S;, for i € {1,2,...,N};
the head entity, e? and tail entity, e} are simi-
larly related, we have analogous terms of the form
ezh : eg > e;? : eg-. To that end, studies in neuro-
science suggest that, comparison as the foundation
of any analogical reasoning, changes the representa-
tion of objects being compared (Gentner and Kurtz,
2006; Lorenza Saitta, 2013). As example in (Sil-
liman and Kurtz, 2019) empirical evidence of re-
representation, according to which people changes
the representation of entities in order to improve
the match at comparison time is documented. In
other words, given that analogies are about par-
tial similarity in different contexts (Hummel and
Doumas, 2023), to map a relation from one con-
text to a relation in another context, it is therefore
needed to discard some information in both con-
texts (Lorenza Saitta, 2013) Figure 1. Accordingly,
we found dynamic routing in Capsules network
suitable for the task. Capsules were introduced
first by (Hinton et al., 2011), and dynamic routing
in capsules by (Sabour et al., 2017). They can be
thought of neurons that output different features of
processed entity. We test the proposed algorithm
on relation extraction datasets Wikidata (Sorokin
and Gurevych, 2017), Tacred (Zhang et al., 2017),
Tacredrev (Alt et al., 2020), Retacred (Stoica et al.,
2021), and Conll04 (Roth and Yih, 2004; Markus
and Adrian, 2020). Our observations are summa-
rized as follows:

* Our proposed approach improve state of the
art scores on sentential relations extraction
datasets Tacred, Tacredrev, Retacred, and
Conll04.

* We estimate a significant error rate in labels of
Wikidata, the dataset on which various studies
try to improve model performance by incorpo-
rating the additional details through complex
models.

* We show empirical evidence of re-
representation and its associativity with
better sentential RE performance in neural
network.

2 Related Works

The use of extra additional details about entities
such as entity type, aliases and description, and the
way they are incorporated into the sentential con-
text is one of the main theme of related works. As
such, beside studies that addresses noise in the RE
datasets, the other works deal with extra additional
details and how to best incorporate them in the con-
text. To that end, (Riedel et al., 2010) show that the
vanilla distant supervised method used for gener-
ating sentential RE datasets, result in noisy labels,
and proposes an improved version of the vanilla
method, reducing error rate by 30%. Addition-
ally, in studies related to variants of the common
sentential RE dataset Tacred (Zhang et al., 2017),
Tacredrev (Alt et al., 2020), and Retacred (Stoica
et al., 2021); it is shown that after relabeling the
noisy examples in Tacred, models improve perfor-
mance by 8.0% (Tacredrev) and 14.3% (Retacred)
of F1 score. Moreover, state of art performance
for Tacred, and its variants, is proposed by (Zhou
and Chen, 2022; Park and Kim, 2021). They show
that incorporating abstract label of entities( entity
types) improve model performance. Furthermore,
(Sorokin and Gurevych, 2017) introduces Wiki-
data, a much larger dataset for sentential relation
extraction based on the knowledge base wikidata
(Table 1). To that end, to improve performance
by enriching sentential context, in addition to en-
tity type, (Nadgeri et al., 2021; Bastos et al., 2021)
consider integrating other side information such
as entity description, and aliases, through complex
models such as graph neural network. Moreover,
in (Vashishth et al., 2018), the use of entity types
and relation alias information for improving perfor-
mance is discussed.

3 Problem Formulation

We formulate the sentential RE based on the funda-
mental assumption that it is a type of analogical rea-
soning. To the end, in relation extraction datasets,
according to sentences S;, and S; we can construct
proportional word analogies of the form e? el
e? : eg, as we have King:Queen::Man:Woman.
As such, a claim based on the studies from neu-
roscience is that our ideal proposed model shall
do re-representation(Silliman and Kurtz, 2019).
More commonly, given X/ : X! :: th L Y}, re-
representation can be viewed equivalent to a trans-
formation F' such that according to some similarity

measures v, when Xl-h is related to Xf, as th 1S



Credit assignment across depths and tokens for the positive
feature, in two different sentences, first one positive, and the
second one negative.

Model Depth

credits for each of the given sentences, summed on
positive feature.

04 -

-5 -

Sum of Assigned Credit

“there was much
dancing : [e11]
person [e12] and
[e21] person [e22]
are married, according
to reports.”

“they were accomplanied
by friends, [e11]
person [e12] and

[e21] person [e22].”

Figure 2: Credit assignment in dynamic routing (Heinsen, 2022). The output here has 2 dimensions only, one for
positivity, and the other for negativity. As example, given some sequence of vectors of depth h (25 here), sequence
number n (number of tokens in the respective sentence), and dimension d (1024 here), and some configuration for
the expected output (here depth=1, d=2, n=1), the dynamic routing algorithm works as credit assignment system.
As such, projections of every feature in the input has limited credits at their disposal, and assigns it to the features in
the output. Summing credits over all hidden states for positive feature, result in a value that is greater when the
example is positive, and smaller otherwise(Example sentences are taken from Retacred).

related to th (positive examples) , we have :

Y(EX]), F(Y])) =1
Y(F(X)), F(Y])) =1

and when X[ is not related to X!, as th is related
to th (negative examples), we have:

B(E(XD), FY}) ~ -1

D(F(X]), F(Y])) = -1

As such, the similarity function ) returns 1 when
terms come from positive examples and -1 other-
wise. One common example for ¢ is cosine similar-
ity between two given vectors. It is to note that, as
in sentential RE, the sentences containing entities
express the relation between entities, it is there-
fore needed that any change of representation be
conditioned on the contextual sentence. As such,
formally the task can be presented as the minimiza-
tion problem below:

min (U(F(XE] 89, F(X] | 85)) + (=175

Here N stands for the number of instances in
the dataset, p=1 when both entities come from the
same relation, or from positive examples, and p=0
when entities come form negative examples. Addi-
tionally, X! stands for the embeddings of an entity
or word, and S; is the embeddings for the contex-
tual sentence. Moreover, s stands for subject or
head entity, and o for object or tail entity.

4 Proposed Method

Our proposed model assumes an embedding model
), and a transformation F' for obtaining the re-
representations from the embeddings. Before giv-
ing a detailed description of our proposed method,
we characterize it as follows.

1 Given some X, as tokens representing sen-
tences, our transformation F obtains a single
vector x%gu ) of some dimension d for the joint
representation of sentence containing entities
e, and ef, which are related to some relation
R = Ti.

2 Instead of working with an explicit similarity
function such as cosine similarity, our model
is trained to maximize the following condi-
tional probability:

Py(R =7 | F(Q(X))
With 6 being the model parameters.

3 We show that maximizing the above condi-
tional probability as we propose in this sec-
tion will encourage explicit similarity, as was
explained in Section 3.

Given that entities and sentences are sequence of
vectors, our transformation F' can be such, given
a sequence of vectors, it outputs a single vector
x%gu #- To that end, our proposed method for F'is
dynamic routing in capsules. Capsules were intro-
duced first by (Hinton et al., 2011), and dynamic



Sentence: "There was much dancing e11 person 1e12
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Figure 3: Over all architecture of our proposed model. We use different heads to classify the relation. On top is the
Decoder, the head that translate from the sentence to entities post-fixed with relation id. Below it, are heads that
implement routing as described in the paper (Heinsen, 2022). In that, H1( gray module in the middle) will identify
positivity and negativity of examples. Under it is H3, the head that find the representation of the relation or sentence
with entities marked as is shown in text on top of the diagram. Above H1 is H2, the head that calculate the joint
representation of concerned entities. To the left is the pre-trained large language model(LLM), the backbone from

which we obtain embeddings.

routing in capsules by (Sabour et al., 2017). In cap-
sules network, neurons are grouped into capsules,
each capsule representing some particular aspect or
feature of the processed entity. Additionally, with
dynamic routing, flow of data from a capsule in a
layer to a capsule in the next layer depends not only
on the weight matrix, but also on coefficients that
itself depends on the data, also referred to as rout-
ing coefficients. The dynamic routing in capsules
network is also called voting by agreement, as a
capsule’s vote is greater for capsules with which it
agrees (Heinsen, 2022).

The dynamic routing algorithm used in this work
(Heinsen, 2022), instead of voting by agreement,
describe itself as credit assignment system Figure
2.

With that being said, to obtain the embed-
dings of the given sequence of words or sen-
tence, we use some pre-trained model €2 such as
bert_base_uncased (Devlin et al., 2019) or roberta-
large (Zhuang et al., 2021):

With X being the tokenized sequence of words for

a sentence, and n(;,,;,) being the number of tokens
in our input sequence, d being the embedding di-
mension, and h representing the number of hidden
states in the pre-trained model.

1d
To generate an output T(puy) AS TEpresenta-

tion for the given sentence, the generated multi-
dimensional matrix X ffﬁimp) is feed into the se-
quence routing algorithm (Heinsen, 2022). We
call the routing module as the routing head. As
such, the routing head used, is configured to con-
vert a sequence of vectors of depth h, number of
sequence n, representing a sentence, term or entity
into a single vector of some dimension d. Addi-
tionally, for experiment, we also create some of the
routing heads to do some specific predefined tasks,
and evaluate if adding them to the main routing
head can be of help. To that end, our main routing
head is used for obtaining the representation of the
sentence with some marking for the concerned en-
tities as is shown in top of the Figure 3. Moreover,
as in most datasets, a significant portions of the
data are negative, we create an special routing head
with two features, one representing positivity ( the
relation between concerned entities is among our



Dataset Tacred Tacredrev Retacred Conll04 wikidata
No of Relations 41 41 40 5 353

No of Abstract Entities 23 23 23 4 13533
Train Size 68,124 68,124 58465 1283 372,059
Eval Size 22,631 22,631 19,584 - -

Test Size 15,509 15,509 13,418 422 360,334
Negative Size 79.5% 79.5% 79.5% - 29%

Table 1: Statistics of datasets used in this work.

relation set) and another one representing negativ-
ity of examples. The working of the mentioned
routing head is depicted in the Figure 2. A detailed
description of routing heads and the baseline De-
coder is depicted in the Figure 3. In practice, we
experiment and compare performance of a single
routing head, and all routing heads combined with
the Decoder, referred here as collection of experts.
Each head is characterized as follows:

1. H1: Obtains the representation for positivity
or negativity. The output for this head has 2
dimension only, one representing positivity
and another negativity Figure 2.

2. H2: This head learns the joint representation
of head and tail entities.

3. H3: Is used to obtain the representation for the
sentence containing concerned entities. H3 is
the main routing head.

4. Decoder: We use a transformer based decoder
for the baseline model, as is shown in the
Figure 3. As in the example in the mentioned
Figure, the decoder uses the last hidden state
for the sentence as memory, and entities post-
fixed by the corresponding relation id as the
target.

4.1 Optimization

Given the organization of our data into head and tail
entities, e? and e!, and the corresponding sentences
S; for i € N, and relation r € R, with R being the
relation set, and the embedding model 2, and the
transformation F' based on dynamic routing, and
an instance of data as follows:

D = {(eh, €l

79 %9

Sis Ti)}i]\il

where r; € R and i€{1,2,3,...,N}

Where N is the dataset size. The transformation
F based on dynamic routing, learns a representa-
tion azf, with some dimension d, such that the loss
below is minimized:

N
L) =- logP (R _— F(Q(Xi)))
=1

Here X being the tokens for the sentence S;, and
F is the routing head. In practice, by concatenat-
ing the outputs produced by different heads, we
experiment if combining heads, also referred to as
collection of experts Figure 3 may be of any help.
Additionally, if Decoder is among selected heads,
its loss will be added to the classifiers loss as in the
Figure 3.

S5 Experiments

5.1 Datasets

We test our model on several sentential relation ex-
traction datasets. Specifically we test the proposed
model on wikidata (Sorokin and Gurevych, 2017),
Tacred (Zhang et al., 2017), Tacredrev (Alt et al.,
2020), Retacred (Stoica et al., 2021), and Conll04
(Roth and Yih, 2004; Markus and Adrian, 2020).
In all datasets, except Conll04, negative example
make a significant portion of the examples. To
that end, there are several factors to note about the
datasets.

1. The ratio of positive and negative examples:
Conll04 has no negative record, while wiki-
data has 22/29% of example as negative, and
all Tacred variants have 79.5% of example as
negative.

2. Number of entity types or manual abstract
label of entities: All Tacred variants has 23
abstract labels for entities as and according
to name entity recognition types in stanford



NER system (Zhang et al., 2017). Conll04 has
only 4 different types of entities, and Wikidata
has the highest number of abstract labels for
entities 13,533.

3. Number of relations: From number of rela-
tion points of view, wikidata has 353 relation
types, which is the largest among all datasets
considered, while Conll04 has only 5 types of
relations.

5.2 Different Configuration of the Sentence

The assumption for our proposed model is that,
in order to do re-representation, dynamic routing
can do feature selection . As such, we study our
proposed model with different settings or config-
uration of the sentence. Accordingly, a given sen-
tence can provide different level of details about
the entities and their relations. As example, the sen-
tence "<Mask> was getting married to <Mask>.",
wherein the two concerned entities are masked, pro-
vide less details as when entities are not masked.
Similarly, when entities are replaced by entity type,
the level of details are less than the original sen-
tence. This is important as in order to do re-
representation, models need to do abstraction, and
discard some unnecessary details. As such, manual
abstract label of entities or entity types can perhaps
make the job of RE models on some datasets easier.
To that end, the following sentence configurations
are used with markings as is shown in the Figure 3:

» Abstract: We replace surface form of the en-
tity with entity type (abstract label of the en-
tity). example: Germany or France is replaced
by entity type Country.

* Mask: We replace surface form of the entity
with the placeholder, "MASK”’, in the sen-
tence.

* Entities: We use only surface form of the en-
tity as is.

* Mix: The entity type, or abstract label for
entity and its surface form is used together
with some marking. Example: "x was getting
married to y." is transformed into : " [el]] +
person * x [e12] was getting married to [e21]
# person & y [e22]."

Config Model Retacred Conll04
i H3 92.2(80.1)  100.0(100.0)
"‘ Decoder 49.3(21.0)  78.6(79.8)
Entities 13 89.7(58.5)  84.1(84.7)
Decoder 50.4(31.5)  42.1(41.8)
H3 81.7(54.2)  80.1(79.3)
MASK
Decoder - -
75.2(48.5)  82.2(80.3)
Abstract 1y oder 29.1(13.0)  61.8(63.7)

Table 2: Comparative performance of the routing head
H3, and transformer based Decoder on different configu-
ration of sentence or information granularity. Recorded
scores inside parenthesis are F1 Macro, and F1 Micro
otherwise. The backbone model is roberta-large.

5.3 Experiment One: Comparative
Performance on Different Information
Granularity

We investigate performance achievable with our
proposed model, and the transformer based De-
coder on each sentence configuration described
above. As each configuration of the sentence pro-
vide different level of details about entities and
their relation, we refer to different sentence con-
figuration as different information granularity. Ac-
cordingly, the relation between two entities in a
sentence can be mostly predicted in all sentence
configuration considered here; However, the best
result by the proposed model is when the entity
type is added to contextual sentence. For Decoder
however, the best result changes across datasets
considered Table 2. As such, on Retacred, De-
coder’s best score is when entity type is not added
to the sentence( configuration "Entities"). However
on Conll04, it is the other way around. Moreover,
on Retraced, Decoder have relatively low scores,
while on Conll04, our Decoder’s score( 78.6 F1
Micro) is above state of the art ( with state of the
art being 76.5, Tables 5, and Table 2).

5.4 Experiment Two: Entity Types as Manual
Label for Re-Representation

Given that entity types increase the similarity as
is expected for re-representation (a depicted ex-
ample can be seen in the Figure 1), we can view
entity types as manual label for re-representation.
To that end, we extract entities from the respec-
tive sentences, and train the proposed model on
the extracted entities and entity types. This help



us study entities and entity types in isolation. In
doing so, we consider all sentence configurations
(except Mask) as explained in the Section 5.2. As
such, for Conll04, our proposed model exhibit
same performance with configuration Abstract and
configuration Mix Table 4. As such, we can con-
clude that, on some datasets, the manual label for
re-representations or entity types (configuration
Abstract), result in best performance. A possible
explanation would be: when the entity types or
manual label of re-representation can predict the
relation, or given a relation the entity types for
head and tail entities can be predicted, such as in
Conll04, entity types alone (config Abstract) result
in peak performance and less complexity Table 4.

5.5 Experiment Three: Performance on
Varying Number of Entity Types

Does increasing the number of relation and entity
types, or increased complexity for re-representation
effect performance? To that end, we already ob-
served the relatively good performance by Decoder
on Conll04, the dataset with 4 entity types and 5
relations only Table 2. As such, we also evaluated
the Decoder and the proposed model H3, on the
smaller subset of Retacred, person-person, having
only 6 relations and 1 entity type only. Additionally,
after training on the full dataset, we recorded the
performance on the same subset, person-person*.
Accordingly, Decoder’s performance is better when
number of relation and entity types are smaller Ta-
ble 3, as was noted for ConllO4. As such, the ex-
periment support the notion that transformer based
Decoder changes performance across dataset pre-
sumably due to larger number of entity types, and
relations. Unlike the Decoder, the proposed model
exhibit relatively high performance across datasets,
with different number of relation, and entity types.

Dataset Subset  H3 Decoder

Full 92.2(80.1) 49.3(21.0)
Person-Person  93.0(82.2) 72.6(60.4)
Person-Person* 89.7(78.3) 51.6(38.2)

Table 3: Performance on varying number of relation and
entity types (config mix).Values inside the parenthesis
are F1 Macro, and F1 micro otherwise. Person-Person
is the subset of Retacred having head and tail entity
types as person only. It is the largest subset of Retacred
categorized by head-tail entity types. Full is the entire
dataset. Person-Person* is performance on the same
subset, but by the model trained on the full Retacred.

Metrics Retacred Conll04
Mix 71.7 100.0
Entities 71.3 48.1
Abstract 62.0 100.0

Table 4: RE using entities extracted from the sentence,
and with routing head H2. The backbone model here is
roberta-large. The reported values are F1 micro.

5.6 Experiment Four: Comparison with State
of the Art

To compare with state of the art, we trained our
proposed model on the mentioned datasets, and
documented the result. The result is shown in the
Table 5. Our observations show that our proposed
model outperforms state of the art on 4 datasets. To
that end, our routing head H3, with roberta-large as
the backbone, keeps a relatively high performance
on all datasets. It outperform state of the art on all
dataset, except Wikidata. In the the Section 6.2 we
show that noise is the main reason for the low per-
formance on Wikidata. Moreover, despite the extra
complexity that use of all heads, or expert heads,
adds to our main model, we noticed little improve-
ment. We therefore did not evaluate the expert head
on Wikidata. Lastly, for our proposed model H3,
the difference with bert-base-uncased (Devlin et al.,
2019) and roberta-large (Zhuang et al., 2021) as
the backbone is noticeable.

6 Observations

6.1 Re-Representation in Neural Network

As suggested initially, treating sentential RE as
analogy, requires some form of re-representation
to improve the match. To check if neural-network
also does re-representation, using a subset from
Retacred test set, we create positive and negative
analogous entities of the form ef! : e} :: e/l : €!
, for all i,7 € {1,2,.., N} such that the corre-
sponding sentence S; and S; expresses the same
relation between the corresponding entities in pos-
itive examples and different relation in negative
examples. In doing so, we obtain the embedding
for a given entity in the sentence, by feeding the
sentence into the backbone model, and then slice
the entity from the sentence embedding. We then
calculate the cosine similarity, and pairwise eu-
clidean distance between respective head, and tail
entities in both positive and negative examples. We
calculate the mentioned values across hidden states



Similarity Before/After Train hidden layers

0 5 10 15 20

Heads + Similarity
Heads -

Heads_route + 0.9

0.8

Heads_decoder +

Heads_decoder - 0.7
Tails +
0.6
Tails -
Tails_route + 0.5

0.4

Tails_decoder +

Tails_decoder ,. 0.3

(a) As can be seen, before training, the similarity between head and tail terms in positive (Heads +, Tails +) and negative (Heads
-, Tails -) examples are barely distinguishable. However, after training, the model based on dynamic routing, does a good job of
making head/tail terms more similar in positive examples, and dissimilar in negative examples.

Pairwise Distance Before/After Train hidden layers

0 5 10 15 20
Heads + Distance
Heads -
Heads_route + 250

Heads_route -
Heads_decoder +
Heads_decoder -
Tails +

Tails -
Tails_route +
Tails_route -

Tails_decoder +

Tails_decoder -

(b) The distinction between positive and negative examples are barely distinguishable before training both for head terms
(Heads +, and Heads -) and also for tail terms(Tails +, Tails -). However, after training, and that also specially for the model
based on dynamic routing (*_route +, *_route -) the increase in the distance between head/tail terms in positive examples, are
far less intense than in negative examples.

Figure 4: X-axis represent different hidden layers of the pre-trained LLM. Y-axis represent categories for which
representation’s similarity or distance was calculated. + represent positive analogous examples, and - represent
negative analogous examples respectively. Heads and Tails are the related head and tail terms in proportional
analogy. As example in king:queen::man:woman , (king, man) are head, whereas (queen, woman) are tail. We report
the result of calculations obtained on representation after training with routing heads H3(Heads/Tails_route +/-) ,
and transformer based Decoder (Heads/Tails_decoder -/+). We also report the same before training (Heads/Tails
+/-).



Model Tacred Tacredrev  Retacred Conll04 Wikidata
Entity Marker (2022) 74.6 83.2 91.1 - -
Curriculum Learning(2021) 75.2 - 914 - -

REBEL (2021) - - 90.4 76.5 -

KGpool (2021) - - - - 88.6
RAG4RE (2024) 86.6 88.3 73.3 - -

Ours bert =3 84.8 (47.8) 85.3(49.7) 89.4(74.0) 99.7(99.8) 84.5(32.0)
Ours bert i H2,H3 Decoder 87.4 (48.3) 88.7(50.9) 88.7(68.5) 100.(100.) -

Ours Roberta u3 87.1(61.1) 88.8(64.2) 92.2(80.1) 100.(100.) 85.6(32.9)

Table 5: Our method’s performance compared with state of the art. Best score is bold, state of the art is blue. Values
inside the parenthesis are F1 Macro, and F1 micro otherwise. The configuration of sentence is Mix, and backbone is
as indicated. We do not test all heads(H1,H2,H3,Decoder) for Wikidata as we found H3’s performance to be already

good on Wikidata’s noisy labels.

of pre-trained backbone model, both after train-
ing with each training heads H3 and Decoder, and
also before training, and then create a heat map
as is shown in the Figure 4a. Accordingly, "Head
+" , and "Head -" represent the cosine similarity
between heads in positive and negative examples
before training. As can be seen, the similarity is
not much different between positive and negative
examples. However, for the proposed model, after
training, the similarity decreases significantly in
negative examples, making the difference between
positive and negative examples clearly noticeable
( specially in final layers of the backbone model).
Similarly, the pairwise euclidean distance between
positive and negative examples, shown in Figure
4b, after training are clearly distinguishable for
the proposed model(Heads_route +, Head_route -)
than it is for the vanilla Decoder (Heads_decoder
+, Head_decoder -).

6.2 Noise in Wikidata’s Labels

The tow Tacred variants (Tacredrev, Retacred) are
very good attempts to improve data quality and re-
duce error rate in the Tacred. Each of these datasets
improve model performance with 8.0% and 14.3%
F1 score over the original Tacred respectively. In
comparison to Tacred, wikidata has much larger
and diverse types of relations. Its quality however
has not gone a similar study. Instead, a significant
attention has been given in improving model per-
formance by incorporating extra additional details
through complex models. As our model’s perfor-
mance is below state of the art on Wikidata, we
were intrigued to have a look at examples in which
our model disagree with labels from the dataset.

Not surprisingly though, we found out that a signif-
icant portion of errors are due to confusion in the
dataset labels. As example, for instances which our
model disagree with the dataset label, the labels
seem random. More such examples, and statistics
in Appendix B.2. We categorize all examples that
our model disagree with labels from dataset in the
appendix B.2, Table 6 , Table 7, and Table 8.

7 Limitations

Over all the dynamic routing proposed by (Heinsen,
2022) is efficient and scalable as is explained in
the original paper. However using all routing heads
as collection of experts increases the complexity n
folds, where n is the number of routing heads in the
model. However, the good news is that, perhaps a
single H3 head can do a better job as is shown in
the Table 5.

8 Conclusion and Future Research
Directions

In this paper we improve sentential relation ex-
traction performance on several benchmarks. Ad-
ditionally we identify noise as one of the main
cause for low performance on largest sentential RE
benchmark Wikidata. Furthermore, we propose
re-representation as one of the challenges of sen-
tential RE models. Lastly, we show that sentential
RE dataset may not be as much sentence dependent
as expected B.1. For future research direction, we
are planing to study word analogies of the form
a:b::c:d, jointly with sentential RE datasets. Specif-
ically, it would be interesting to see how much im-
provement can training sentential RE benchmarks
bring to word analogy benchmarks.
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A Training and reproducibility

For all routing heads we use the code from (Hein-
sen, 2022). Additionally, we use tokenizers from
https://huggingface.co for bert-base-uncased, and
roberta-large respectively. Our backbone models
are too from https://huggingface.co. Furthermore,
for routing head H3, we train it on datasets Tacred,
Retacred, and Tacredrev with batch size 64, learn-
ing rate 1077 , and on the dataset Wikidata with
batch size 128, and similar learning rate as for Ta-
cred and its variants. For collection of experts we
use an smaller batch size of 24. For optimizer with
use Adam from torch.optim. Moreover, we find hid-
den state of routing heads to have great influence
on performance. To that end, for H3, w used hid-
den_d=256, and out_dimension=512. Moreover,
we trained the proposed model for Tacred and its
variants for 6 epochs, while we trained only for 1
epoch on Wikidata.

Another point to note is: In case of wikidata,
when entities did not have an entity type ( or in-
stance of as in the dataset), we checked the Wiki-
data knowledge base to retrieve parent class as en-
tity type® . Furthermore, when entities had several
values as "instance of" or parent class, again we
query Wikidata to check if they have a common
parent class, and used the parent class as the entity
type, if not, the most common class was uses for
entity type. Lastly, unless explicitly mentioned,
all experiments are done with Roberta-Large as
backbone.

B Observation

B.1 Are Sentential RE Datasets Truly
Sentential?

To answer if relation between the entities, can be
inferred without reading the sentence, and only
be looking into entities, we trained and evaluated
the proposed model on entities with configuration
as was discussed for the sentence. The result for
different configurations are recorded in the Table 4.
Accordingly, most relation can be inferred without
reading the concerned sentences.

B.2 Noise in Wikidata’s Labels

On examples which our model disagree with the
dataset Wikidata, we found a pattern. Specifically,
given a pair (p0-p*), where p0 is label(’no relation’)
provided by the dataset, and p*(some relation other

3https://query.wikidata.org

than "no relation") predicted label, there is usually
another category of predictions as (p*-p0). In both
groups of examples, the probability that p * is true
is similar, regardless of the label provided by the
dataset. The group pairs, such as pO-p17 and p17-
p0; show confusion caused as a result of incorrect
labels. Some examples in Table 6.

For ease of understanding, we list Wikidata rela-
tion codes used in the table with corresponding la-
bels as: * P131(located in the administrative territo-
rial entity) ® P17(country) * P47(shares border with)
* P118(league) * P571(inception) * P47(shares bor-
der with)  P361(part of ) * P463(member of)

probability of

Label-Prediction P* being True count
PO-P17 80.6 4090
P0O-P131 90.0 4037
PO-P47 60.0 3518
PO-P118 70.0 2155
PO-P571 50.0 1718
PO-All 70.0 29021
P47-P0O 60.0 12184
P131-PO 80.0 4775
P17-P0O 70.0 4312
P361-PO 60.0 2152
P463-PO 70.0 1546
All-PO 60.0 40155
label!=prediction - 106534

Table 6: Top categories(sorted) on which model’s pre-
dictions does not match with the label from benchmark.
* represent a relation other than *no relation’. The proba-
bility here is calculated by sampling 10 random example
from each category, and then manually checking if p*
holds.



Label-Prediction Sample

PO-P17 Los Dominicos is a metro station on

PO:No relation Line 1 of the Santiago Metro in San-

P17:country tiago , , and is also the eastern
terminal of this line .

PO-P131 Boechout is a railway station in Boe-

PO:No relation chout , , Belgium .

P131: Located in the
administrative territorial entity

PO-P47 There are now approximately twenty
PO:No relation restaurants in operation in Georgia ,
P47:Shares border with and about nine more in North Carolina

, South Carolina , Florida , and

Table 7: Random sample from PO — P*, where p* is any relation from relation set other than no relation, and p0 is
no relation

Label-Prediction Sample

P6-P138 She later served in the Blair ministry
P6:head of government under Prime Minister ina
P138:named after number of roles , becoming Britains

first female Foreign Secretary in 2006

P264-P136 CD1 is the unofficial name of an unti-

P264:record label tled album by English

P136:Genre band Throbbing Gristle , released in
1986 through record label Mute .

P1416-P102 Other famous Solidarity activists such

P1416:affiliation as [ell] Anna Walentynowicz

P102:member of political party activists such as Anna Walen-

tynowicz , Zbigniew Romaszewski and
Antoni Macierewicz have visited the
Basilica as well .

Table 8: Random sample from p* — p*, where p* is any relation from relation set other than no relation. Consider
the first row in which both label and prediction is correct.



