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Abstract

Slang is an informal register of language, and
understanding it is crucial for daily commu-
nication. While research on slang detection
and identification exists in English (a resource-
rich language with abundant data on web), the
field remains underexplored in low-resource
Indian languages (e.g., Hindi, which has < 1%
data on web) due to the lack of comprehensive
datasets. Hindi, despite being spoken by over
600 million people worldwide, remains crit-
ically underrepresented in Natural Language
Processing (NLP) research. In this paper, we
introduce HiSlang-4.9k, a dataset containing
4,906 unique sentences, 50% with slang and
50% without slang. HiSlang-4.9k is collected
from various resources and is manually anno-
tated with the help of two linguistic experts
and eight annotators. We benchmark the per-
formance of state-of-the-art models like BERT,
mBERT, IndicBERT, and XLM-RoBERTa on
HiSlang-4.9k. We establish benchmarks for
slang detection and identification tasks, giving
relevant insights into model performance.The
IndicBERT model performs the task of slang
detection and identification with an F1 score of
0.95 and 0.93, respectively. Additional stud-
ies on removing slang and non-slang phrases
from sentences during inference highlight mod-
els’ effectiveness in using the important parts
of input for the relevant tasks.

1 Introduction

Often used in daily conversation, slang is an
informal word or phrase that elicits strong reac-
tions (Coleman, 2012). Lexical flexibility is one
of the unique qualities of slang; it lets speakers
express ideas creatively across diverse contexts.
Slang is an evolving innovation of humans, hence,
frequent words that compose slang take on new
meanings, and often, whole new terms show up.
The evolution makes it difficult for computational
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Fig. 1: A slang interpretation example in Hindi where
the listener detects (top) and identifies (bottom) the
slang. English translation, just for better understanding:
He turns every talk upside-down, I don’t understand it!
(Slang phrase: 3cfc—Yeic, literal sense: upside-down,
slang sense: into confusion).

systems to catch both semantic and pragmatic nu-
ances in slang (Pei et al., 2019). For example, as
illustrated in Fig. 1, a listener must infer that the
Hindi phrase “Scfc-YeTc” (lit. “upside-down”) is
being used in everyday speech in the Hindi lan-
guage to convey a sense of disorder, rather than
its literal sense (upside-down). This makes it es-
sential for NLP models to first detect Slang (figur-
ing out whether a sentence contains slang) and then
identify slang (locating the slang terms), much like
how humans interpret non-literal language.

In the last few years, interesting works have
been done on processing slang computation-



ally (Dhuliawala et al., 2016; Pei et al., 2019; Sun
et al., 2021), but the majority of their work is in
English. Lexical resources like SlangNet (Dhu-
liawala et al., 2016), a network of slang terms,
demonstrate how structured slang lexicons can aid
downstream NLP tasks in English. There is also
a growing interest in using large language mod-
els (LLMs) to understand slang better (Sun et al.,
2024). The above-mentioned works underscore
steady progress in English slang processing; how-
ever, similar advances are largely absent for low-
resource Indian languages like Hindi, which con-
sists of <1 % of data on web (Q-Success, 2024).

Slang exhibits pronounced semantic divergence
between literal and intended meanings. Such
context-sensitive and evolving usage makes auto-
matic slang recognition exceedingly difficult with-
out specialized data (Cai et al., 2025). Despite be-
ing spoken by more than 600 million people glob-
ally, Hindi is still notably underrepresented in NLP
research (Thirumala and Ferracane, 2022). To the
best of our knowledge, the field of computational
slang processing in Hindi is unexplored. Slang in
Hindi poses unique challenges that have not been
seen in previous English-focused works. Hindi
speakers often intermingle English or regional di-
alect words as slang terms, e.g., 3151 BT &1 U
%, translation: what is the scene today. The slang
term scene/HIT represents plan here. Moreover,
Hindi slang sentences often have multiple contin-
uous words or phrases as slang terms, as shown
in Figs. 1, 2, 3(b), and Secs. 4.2.1, 4.2.2. Yet, un-
til now, no public dataset or benchmark exists for
Hindi slang detection and interpretation. The re-
search gap hinders the development of robust NLP
tools for informal Hindi, which are increasingly
needed as social media and online content in In-
dian languages grow. In this work, we address
the above-mentioned gaps by introducing HiSlang-
4.9k towards benchmarking Hindi slang detection
and identification. Our contributions can be sum-
marized as follows:

* We create HiSlang-4.9k: the first dataset for
slang detection and identification in Hindji, to
the best of our knowledge. HiSlang-4.9k con-
tains 2,453 sentences with slang and 2,453
sentences without slang. Each sentence is
manually annotated for slang usage, provid-
ing the first resource to study slang detection
and identification in Hindi.

* We benchmark several state-of-the-art lan-

guage models for slang detection and identifi-
cation in the Hindi language. The results pro-
vide a comprehensive baseline, with the best
fine-tuned model (IndicBERT) achieving F1
scores of 0.95 in detection and 0.93 in identi-
fication. We also present additional studies by
removing slang and non-slang parts from sen-
tences to identify various challenges in slang
detection and identification.

2 Related Work

Efforts to build slang-specific lexical resources in-
clude SlangNet, which organizes slang terms in
a WordNet-like network to better separate senses
(Dhuliawala et al., 2016), and SlangSD, a large sen-
timent dictionary of slang expressions (Wu et al.,
2018). These resources highlight the importance
of structured lexica in handling informal expres-
sions. Researchers have also explored using con-
textual embeddings to better model slang. Pre-
trained models such as BERT (Devlin et al., 2019)
and GPT-4 (Achiam et al., 2023) often assign
low probabilities to slang terms, making them dif-
ficult to detect (Sun et al., 2024). SlangTrack
(Anonymous, 2024) addressed this by fine-tuning
BERT-large-uncased on English slang data, achiev-
ing 87% accuracy in slang detection. Meanwhile
LLMs and slangs are recently explored (Sun et al.,
2024), using datasets from movie subtitles to test
tasks like regional or time-specific slang detection.
They showed that GPT-4 performs well in zero-
shot settings, while smaller models like BERT
can match this performance after fine-tuning on
slang-specific data. Besides, slang detection also
aligns with broader work in informal language pro-
cessing. Notable works in this area includes us-
age of bidirectional LSTMs with POS tagging and
character-level convolutional embeddings for se-
quence labeling of slang, highlighting the syntactic
fluidity of slang terms (Pei et al., 2019).

3 HiSlang-4.9k Dataset

In this section, we describe the collection and the
annotation process of the HiSlang-4.9k dataset, a
novel resource designed for slang detection and
identification in Hindi. To the best of our knowl-
edge, this is the first dataset on Hindi slang related
research. The annotation of HiSlang-4.9k involves
eight native annotators (with two annotators label-
ing each sentence) and two linguistic experts.
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Fig. 2: Phrase level annotation for slang identification
in Hindi highlighting the slang “ ” (lit.
“heart garden-garden,” Slang sense “felt overjoyed”).

3.1 Data Source

While the work on slang detection and identifica-
tion exists for English (Pei et al., 2019), no work
exists for Hindi. We first curate 10,000 sentences
from diverse sources, including movies scripts and
subtitles, linguistic corpora, and online platforms
such as social media and discussion forums, fol-
lowing the methodology of (Sun et al., 2024). The
subsequent subsections describe the selection and
annotation procedure for creating HiSlang-4.9k.

3.2 Sentence-level Annotations

The first phase of annotation focuses on classifying
sentences based on whether they contain slang or
not. Each of the 10,000 sentences is independently
reviewed by four annotators who are native Hindi
speakers. Each of the 10,000 sentences is labeled
by two of the annotators. Annotators are instructed
to assign a label based on following:

* Slang Sentence: The sentence contains
words or phrases that are conventionally used
in a non-standard, informal manner in daily
conversation.

* Non-Slang Sentence: The sentence is fully
formal or contains no instances of words or
phrases that are conventionally used in a non-
standard, informal manner in daily conversa-
tion.

With this, we are left with 3,018 sentences iden-
tified as slang sentences and the remaining 6,982
sentences as non-slang sentences. We evaluate an-
notation reliability by computing Cohen’s Kappa
coefficient (Cohen, 1960). For sentence-level an-
notations, we observe the Kappa score of 0.97,
which happens perhaps because of annotators be-
ing native Hindi speakers. As we will see in next
subsection, only 2,453 slang sentences are retained
in the final dataset based on the inconsistencies
in phrase-level annotations. Moreover, 2,453 non-
slang sentences from 6,982 are retained to keep the
dataset balanced towards the two classes.

Dataset Statistics

Statistic Value
Total sentences 4,906
Slang sentences 2,453
Non-slang sentences 2,453
Avg. words per sentence  15.5

Table 1: Key statistics of HiSlang-4.9k.

3.3 Phrase-Level Annotations

In the second phase, the 3,018 slang sentences are
further subjected to phrase-level annotations, as
shown in Fig. 2. The goal is to pinpoint the exact
span of slang within each sentence. To reduce bias,
four annotators, different from those involved in
the sentence-level annotations in the previous sub-
section, are employed. Each sentence is labeled by
two annotators. Precisely, each word in a sentence
is labeled as:

* Slang: part of a slang phrase.
* Non-Slang: not part of any slang phrase.

We observe a Kappa score of 0.94 for phrase-
level annotations, suggesting strong consistency
between annotators. The high agreement may be
attributed to the high frequency of non-slang words
in sentences, which made non-slang words easier
to agree upon. The annotators’ cultural fluency
and linguistic intuition as native Hindi speakers fa-
miliar with a wide range of slang expressions may
also contribute to the high agreement. Although
3,018 sentences are initially labeled as containing
slang at the sentence-level, only 2,453 are retained
by the two experts in the final dataset based on in-
consistencies in the annotations. The experts also
merge the annotations with slight differences. The
final dataset consists of 4,906 sentences, with 50%
of sentences with slang and the remaining 50%
without slang (sampled from original non-slang
sentences to keep the two classes balanced, as dis-
cussed in the previous subsection). The key statis-
tics of the HiSlang-4.9k dataset are summarized in
Table 1. The next paragraphs present more detailed
insights on slang sentences in HiSlang-4.9k.

We now analyze the phrase-level annotations in
the HiSlang-4.9k dataset to understand its prop-
erties. Some interesting distributional patterns
emerge for slang usage; Fig. 3a illustrates the
distribution of the position of slang words within
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Fig. 3: Analysis of Slang Sentences in HiSlang-4.9k.
the slang sentences, with positions normal-

ized from 0 to 1. As shown, the slang words tend
to exist toward sentence boundaries, appearing
more frequently near the start or the end of a
sentence than in the middle. Therefore, slang
often serves as an opener or closer in informal
Hindi statements, a pattern that detection and
identification models can exploit by incorporating
positional features.

Fig. 3b depicts the count of slang words per sen-
tence in the subset of samples with slang. The
bell-shaped curve displays the variety of slangs in
HiSlang-4.9k, with the majority of sentences hav-
ing three slang words.

Fig. 3¢ presents the part-of-speech (POS) distri-
bution of slang words. Nouns (NOUN) and verbs
(VERB) dominate Hindi slang usage, followed by
smaller proportions of adpositions (ADP), auxil-

iary verbs (AUX), and adjectives (ADJ). This POS
usage skew reveals a lexical preference for using
slang in descriptive and referential roles, reflecting
how informal Hindi relies on creative nouns and
verbs. Such trends provide valuable cues for slang
detection and identification; knowing that slang is
often a noun or verb can guide models to focus
on these word classes when distinguishing slang
from the standard lexicon. Such insights, mod-
els trained on Indian languages (see Sec. 2), and
the recent work on Indic MCQs (Ravikiran et al.,
2025) help us select the pretrained models and fine-
tuning strategies we discuss in the next section.

4 Experiments and Results

In this section, we present the results of different
Indic language models for the detection and iden-
tification tasks. The tasks are defined by Sun et al.
(2024). Slang detection refers to the classification
task where a model determines whether a given
sentence contains at least one instance of slang us-
age. Slang identification is a more fine-grained
task in which models perform phrase-level tagging
to pinpoint the exact words or spans within a sen-
tence that constitute a slang phrase.

All  experiments are performed using
transformer-based  architecture,  specifically
BERT (Devlin et al., 2019), mBERT (Devlin et al.,
2019), IndicBERT (Kakwani et al., 2020) and
XLM-RoBERTa (Conneau et al., 2020) as used
in a recent work on Indic MCQ difficulty esti-
mation (Ravikiran et al., 2025). Another reason
for using the abovementioned models is that all
models except the BERT are pretrained on Hindi
data. The fine-tuning strategy for slang detection
and identification are the same as classification
and Named Entity Recognition (NER) tasks based
on the dataset analysis discussed in the previous
section and protocols defined by (Ravikiran et al.,
2025) and (Wolf et al., 2020). We evaluate the
performance by means of two configurations:
(a) Complete model fine-tuning, whereby the
final detection/identification layer is added to
the model and the entire model is fine-tuned on
pretrained weights; (b) Last layer fine-tuning,
whereby the last layer added is fine-tuned with the
frozen pretrained weights.

We split the data into train:test ratio of 80:20.
Each model is assessed using the performance met-
rics of Precision (P), Recall (R) and F1-Score (F1).



(a) Slang Detection

Model P R F1
IndicBERT 0.9379 0.9554 0.9466
XLM-RoBERTa  0.9535 0.9145 0.9336
mBERT 0.9358 0.9220 0.9289
BERT 0.8606 0.8022 0.8302
XLM-RoBERTaf 0.7655 0.8736 0.8167
mBERTT 0.7255 0.6877 0.7061
IndicBERT' 0.6616 0.7104 0.6851
BERT 0.7252 0.5985 0.6551

(b) Slang Identification

Model P R F1
IndicBERT 0.9221 0.9332 0.9276
XLM-RoBERTa  0.9305 0.9105 0.9204
mBERT 0.9018 0.9093 0.9055
BERT 0.8761 0.8938 0.8849
IndicBERTT 0.8018 0.4345 0.5634
mBERTT 0.7544 0.3555 0.4823
XLM-RoBERTa! 0.4321 0.1897 0.2631
BERT 0.2627 0.0680 0.1078

Table 2: Results of BERT-based models on (a) slang de-
tection and (b) slang identification. Metrics: Precision
(P), Recall (R), F1. Models: BERT (Devlinetal.,2019),
mBERT (Devlin et al., 2019), IndicBERT (Kakwani
et al., 2020), XLM-RoBERTa (Conneau et al., 2020).
Models marked with T are frozen: only the final layer is
trained.

4.1 Results

Table 2 presents the performance of various mod-
els on the two tasks: (a) slang detection and (b)
slang identification. Across both tasks, we observe
a consistent trend where models whose pretraining
included Hindi data, namely, IndicBERT, XLM-
RoBERTa and mBERT outperform the English-
only model BERT. This indicates that familiarity
with Indian linguistic patterns and vocabulary sub-
stantially improves slang processing capabilities.
For slang detection results shown in rows 1-4 of Ta-
ble 2 (a), IndicBERT achieves the highest F1 score
of 0.9466, closely followed by XLM-RoBERTa
at 0.9336. IndicBERT performs best due to pre-
training of the dataset in Indian languages, while
XLM-RoBERTa and mBERT include a mix of In-
dic and non-Indic languages. XLM-RoBERTa has
higher precision compared to IndicBERT, possibly
due to the involvement of English transliterations
in the slang data (see example on usage of slang
term m@ in Sec 1). In contrast, BERT lags
at 0.8302, suggesting that it fails to model Hindi

slang effectively due to its English-centric pretrain-
ing. The lower F1-Scores with last-layer finetun-
ing in rows 5-8 of Table 2 (a) with respect to rows
1-4 suggest that merely updating the last layer is
not as good as updating all the layers of the models.
Hence, we can conclude that although initializing
the weights with Indian data helps, slang detection
is a complex task and hence requires the transfor-
mation of all the weights in the models.

The results of the slang identification task with
complete model fine-tuning are shown in rows
1-4 of Table 2 (b). Similar to the detection
results, IndicBERT achieves the highest perfor-
mance with an Fl-score of 0.9276, followed by
XLM-RoBERTa at 0.9204 and mBERT at 0.9055.
BERT shows lower performance with an F1-score
of 0.8849. The higher gaps between rows 1-4
and rows 5-8 (last-layer fine-tuning) of Table 2
(b), compared to the detection task (previous para-
graph), show that slang identification, being a finer
task than detection, is even harder with the single
last-layer fine-tuning.

The results validate the quality and the complex-
ity of the HiSlang-4.9k dataset. Models trained
and evaluated on it exhibit meaningful perfor-
mance differences that align with their expected
linguistic capabilities. Moreover, HiSlang-4.9k
appears to be a reliable benchmark for both sen-
tence classification and phrase-level tagging in in-
formal language processing for Hindi.

4.2 Qualitative Analysis

In this section, we conduct a qualitative analysis of
the results obtained by IndicBERT (Kakwani et al.,
2020) fine-tuned on the HiSlang-4.9k.

4.2.1 Slang Detection

For the qualitative analysis of the slang detection
task, we observe various patterns in the model’s
decision-making. The labels and predictions are
marked as v for informal slang sentences, while
for a formal sentence without slang, the same are
marked as X. Below, we present representative
examples from both success and failure cases,
along with a brief analysis of each.

Success Cases:

« Sentence: U3 GRS CICSCRSIES K] g o
BRI S I 9 7 9f 99 7| (Despite all
the preparation, losing the final match turned
the team’s pride into a mash.)



Ground Truth: v Prediction: v

The model correctly identifies this sentence
as slang due to the use of the informal phrase
gf 99 AT (literal sense: “turned into a
mash”, slang sense “utterly destroyed”). The
context and the informal phrase, in addition
to the position of the slang phrase and usage
of verbs and nouns in the slang phrase (see
Figs. 3a, 3c and Sec. 3.3), likely helped the
model capture the slang intent.

« Sentence: Iv&8M BT § Tt ok &
I WR S fhU| (He submitted all the docu-
ments correctly on time at the office.)
Ground Truth: X Prediction: X
The model correctly labels this as a non-slang
sentence because it uses formal vocabulary
and a clear declarative structure, with no in-
formal expressions to suggest slang.

Failure Cases:

« Sentence: S BICT-HICT BT U I8 I
HRATIT 3R Y& B W WeAdT BT (He had

his sister do small-fat work, while he himself
kept playing on his phone.)

Ground Truth: v Prediction: X

The model labels this as a non-slang sen-
tence because “BIET-HICT BH” (literal sense:
“small-fat work”, slang sense: “a little bit
of work™) is composed of some of the terms
(“®IeT BM” /small work) which jointly have
a similar meaning to the slang sense.

Sentence: G JST-BIY SH! Pl USIFC
i | (He assigned the project to the
thumb print person.)

Ground Truth: v Prediction: X

The slang word “3ST-BIY” (literal sense:
“thumb print”, slang sense: “illiterate”) con-
tributes to an informal tone, but the model
fails to identify it as containing slang. This
may be due to the formal tone of the rest of
the sentence overshadowing the slang word,
leading to misclassification.

These examples highlight that while IndicBERT
performs well in cases with explicit or contextual
slang cues, it sometimes struggles with slang terms
having similar meaning to slang sense, and may
also under-detect single-word slang in more formal
constructions.

4.2.2 Slang Identification

For the qualitative analysis of the slang identifica-
tion task, which involves predicting slang words
from the sentence, we observe a range of pre-
dictions across different kinds of slang sentences.
One pattern of error is that the model misses words
that are at the boundary of the slang phrase. Words
such as 8, ¥, & f3AT are excluded from the
predicted span, even though they are part of the
ground truth and contribute significantly to the in-
terpretability of the slang. Representative exam-
ples of such errors include:

« Sentence: Wmmﬁsﬁﬁﬁﬁ@ﬁ
A e (He completely mixed his family’s
honor into the soil.)

Ground Truth: gt § fiyet feam (literal sense:
“mixing into the soil”, slang sense: “utterly
destroy or humiliate™)

Prediction: ﬁlé)f H e

« Sentence: U8 Wﬁ I g & ﬂ'&'ﬁf e
& T "Egd 83Tl (As soon as I passed the
first interview, I felt I became silver.)
Ground Truth: D<) & ST (literal sense: “be-
come silver,” slang sense: “got lucky”)

Prediction: el &

The above-mentioned failure cases are possibly
due to boundary terms being less frequent parts-of-
speech (POS) terms as shown in Fig. 3c.

Contrary to the above example, in the case of a
single-word slang, the model is generally able to
identify the slang term, but sometimes includes
extra words from the surrounding context. This
behavior often leads to over-extended predicted
spans. Such errors are also possibly due to over-
fitting on highly frequent multi-word slangs (see
Fig. 3b). Illustrative examples are:

« Sentence: F HIfT ¥ gas 7 Q’\‘Tf BEE e
% g1 LI IFD! JaHth! W I 11 (In
the team meeting, the lid made such a sug-
gestion that everyone’s attention shifted to his
foolishness.)

Ground Truth: <& (literal sense:
slang sense: “fool”)
Prediction: & =

« Sentence: STl EFIT;T U9 31T S7aT 3R
B! H ORI RIT 2 (A person with two
necks always keeps contradictions between
their words and their actions.)

“lidn’



Model Exp.1 Exp.2 Exp.3
BERT 0.8664 0.8914 0.8103
mBERT 0.8861 09155 0.9117
IndicBERT 0.9237 0.9287 0.9308
XLM-RoBERTa 0.9237 0.9330 0.9332

Table 3: F1 scores (slang detection) across three addi-
tional experiments: Exp. l—non-slang sentences only;
Exp. 2—slang removed from slang sentences; Exp. 3—
isolated slang phrases.

Ground Truth: SRl (literal sense: “two
necks”, slang sense “hypocrite”)

Prediction: SRTA ELSIG]

Finally, there are several correct predictions where
the slang is identified with precise boundaries, in-
dicating a successful understanding by the model:

* Sentence: UUC FT AT IA T ?&Eﬁ
CIIEDIR ﬁﬁl (He made a parrot of me with
his false stories.)

Ground Truth: 99e s+ 3T (literal sense:
“made a parrot”, slang sense: “made a fool”)

Prediction: I 5T {2

« Sentence: SR IV & & g NIl
(You’ve been jumping too much these days.)
Ground Truth: SIS 38 & & (literal
sense: ‘“‘jumping too much”, slang sense:
“reckless™)

Prediction: SITST I8 38T &

4.3 Additional Studies

Table 3 summarizes the F1-score of each model
across three additional experiments designed to
probe their ability to distinguish slang from non-
slang under increasingly challenging conditions.
The three experiments are performed for the slang
detection task.

In Experiment 1, where fine-tuned models are
applied to the 2,453 non-slang sentences, In-
dicBERT and XLM-RoBERTa achieve the highest
Fl-score (92.37%), whereas mBERT and BERT
lag at 88.61% and 86.64% respectively, frequently
mislabeling non-slang words as slang. XLM-
RoBERTa, IndicBERT (92.37%) and mBERT
(88.61%) both outperformed BERT, indicating
that Hindi-aware models work even when explicit
slang cues are absent.

In Experiment 2, slang phrases were removed
from the 2,453 slang sentences that originally con-

tained them, so models had to rely solely on con-
text. The labels are also modified from slang to
non-slang in this case. XLM-RoBERTa again led
the field at 93.30% F1-score. IndicBERT (92.87%)
and mBERT (91.55%) both show good perfor-
mance, confirming that their Hindi-aware pretrain-
ing helps. BERT (89.14%) remains the least reli-
able.

In Experiment 3, models are evaluated on iso-
lated slang phrases with no surrounding context.
XLM-RoBERTa again performs the best (93.32%),
correctly identifying most slang expressions in
isolation.  IndicBERT (93.08%) and mBERT
(91.17%) follow the performance closely. In con-
trast, BERT’s performance drops to 81.03%, under-
scoring its difficulty in recognizing slang without
additional contextual information.

These results validate that fine-tuned XLM-
RoBERTa and IndicBERT are effective for Hindi
slang detection under varying and extreme condi-
tions.

5 Conclusion

In this work, we introduce a high-quality dataset,
HiSlang-4.9k, for slang detection and identifica-
tion in the Hindi language. Recognizing the
growth of informal online communication, espe-
cially involving slang, the dataset addresses a
gap in existing language resources for Indian lan-
guages. The corpus comprises 4,906 manually
annotated sentences, sourced from the real-world
text. We employed carefully designed annota-
tion guidelines and a rigorous validation process
to ensure a high-quality dataset. The dataset in-
cludes both slang and non-slang sentences, with di-
verse sentence structures that feature slang words
in varying positions and contexts. To assess the
utility of HiSlang-4.9k, we benchmark multiple
transformer-based model architectures. Our ex-
periments demonstrate that Hindi-language pre-
trained models (e.g., IndicBERT, XLM-RoBERTa,
mBERT) fine-tuned on our data significantly out-
perform the English-only model (BERT), high-
lighting the importance of language-aware train-
ing.

Overall, we believe that HiSlang-4.9k, along
with the benchmarks established in this work, can
serve as a valuable foundation for future research
in informal-language processing for the Hindi lan-
guage. We will release the dataset and baseline im-
plementations to encourage further exploration in



this direction.

Limitations

The study makes progress in handling informal
Hindji, but it also has limitations. Annotating slang
depends on people’s views; a phrase interpreted by
one person as slang might be a non-slang term for
the other. This subjectivity arises because speak-
ers come from varied backgrounds and use words
in different settings. We try to mitigate these gaps
by giving clear instructions and using multiple an-
notators for each example. Even so, some varia-
tion in how slang is interpreted may still appear
across our data. Also, the dataset might not fully
represent the variety of Hindi slang. Most of our
data comes from social media and online forums,
reflecting mainly the language used by younger
people familiar with the internet. Because of this,
slang from other communities, dialects, or regions
may not be well-covered. This limitation means
our models might struggle with slang terms com-
mon in these underrepresented groups.

Ethics Statement

We acknowledge that slang is inherently subjec-
tive and can be sensitive in certain contexts, es-
pecially in informal speech where meanings may
vary widely across different communities and gen-
erations. All annotations and analyses were per-
formed by native Hindi speakers, and the data was
sourced from publicly available content such as
social media posts and discussion forums. We
ensured that all contributors to data annotation
and analysis participated voluntarily and were in-
formed of the research goals. No personally iden-
tifiable or sensitive information was collected or
shared. We understand that certain slang terms
might carry connotations that could be consid-
ered offensive or inappropriate in some contexts.
We therefore encourage users of the HiSlang-4.9k
dataset to apply cultural sensitivity and appropriate
disclaimers when deploying models or sharing re-
sults derived from this dataset. Our aim is solely to
advance the understanding of informal Hindi lan-
guage in NLP research and to promote inclusive
and responsible use of linguistic resources.
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