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Abstract
The integration of artificial intelligence into
development research methodologies offers un-
precedented opportunities to address persistent
challenges in participatory research, particu-
larly in linguistically diverse regions like South
Asia. Drawing on empirical implementation
in Sri Lanka’s Sinhala-speaking communities,
this study presents a methodological framework
designed to transform participatory develop-
ment research in the multilingual context of
Sri Lanka’s flood-prone Nilwala River Basin.
Moving beyond conventional translation and
data collection tools, the proposed framework
leverages a multi-agent system architecture to
redefine how data collection, analysis, and com-
munity engagement are conducted in linguisti-
cally and culturally complex research settings.
This structured, agent-based approach facili-
tates participatory research that is both scal-
able and adaptive, ensuring that community
perspectives remain central to research out-
comes. Field experiences underscore the im-
mense potential of LLM-based systems in ad-
dressing long-standing issues in development
research across resource-limited regions, deliv-
ering both quantitative efficiencies and qualita-
tive improvements in inclusivity. At a broader
methodological level, this research advocates
for AI-driven participatory research tools that
prioritize ethical considerations, cultural sensi-
tivity, and operational efficiency. It highlights
strategic pathways for deploying AI systems
to reinforce community agency and equitable
knowledge generation, offering insights that
could inform broader research agendas across
the Global South.

1 Introduction

The convergence of artificial intelligence and devel-
opment research heralds a transformative paradigm
shift in participatory methodologies, particularly
through the emergence of Large Language Mod-
els (LLMs) and their potential to revolutionize
community engagement practices (Mohamed et al.,

2024; Skirgård et al., 2023). As these technologies
rapidly evolve, their application to development
research presents both unprecedented opportuni-
ties and complex methodological challenges that
demand careful examination (Roberts et al., 2024).
This intersection becomes particularly significant
in linguistically diverse regions like South Asia,
where traditional research approaches have long
struggled to bridge communication gaps and cul-
tural divides (Kshetri, 2024; Hassan et al., 2023).

The limitations of conventional participatory re-
search methodologies, heavily dependent on hu-
man intermediaries and constrained by resource
availability, have historically impeded the scale and
effectiveness of development initiatives (Göpferich
and Jääskeläinen, 2009). These constraints are par-
ticularly evident in regions characterized by com-
plex linguistic landscapes and limited technologi-
cal infrastructure (Magueresse et al., 2020; Nekoto
et al., 2020). However, recent advances in LLM
architectures, particularly in few-shot learning and
cross-lingual transfer capabilities, offer promising
solutions to these longstanding challenges (Raiaan
et al., 2024; Wu et al., 2023).

The integration of LLM-based systems into par-
ticipatory research frameworks raises fundamental
questions about the nature of community engage-
ment and knowledge democratization (Hadi et al.,
2024; Diab Idris et al., 2024). While these technolo-
gies offer powerful tools for bridging linguistic and
cultural divides, their deployment must be carefully
orchestrated to enhance rather than diminish the
participatory nature of development research (Rane
et al., 2023; Kovač et al., 2024). This necessitates a
nuanced approach that balances technological capa-
bilities with ethical considerations and community
agency (Sabarirajan et al., 2024; Ray, 2023).

In this paper, we introduces and tested a novel
framework (Fig.1) for leveraging LLM-based multi-
agent systems in participatory development re-
search, drawing from empirical evidence in Sri
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Figure 1: Proposed LLM4Participatory Research Framework

Lanka’s Sinhala-speaking communities (Hashmi
et al., 2024; Urwin et al., 2023). Our approach
moves beyond simple technological integration to
address fundamental questions of community em-
powerment and knowledge production in Global
South contexts (Pfeffer et al., 2013). The urgency
of this work is underscored by the increasing com-
plexity of development challenges and the grow-
ing need for scalable, culturally sensitive research
methodologies (van Rensburg and van der West-
huizen, 2024; Awad et al., 2016). Through criti-
cal analysis of both opportunities and challenges,
we demonstrate how thoughtfully deployed NLP
technologies can enhance human capabilities in
development research, potentially leading to more
inclusive and impactful outcomes (Ferdaus et al.,
2024). Our framework provides a structured ap-
proach for implementing LLM-based multi-agent
systems while maintaining core principles of partic-
ipatory research, offering insights for researchers,
practitioners, and policymakers working at the in-
tersection of technology and development. We
argue that these technologies, when thoughtfully
deployed, can enhance rather than replace human
capabilities in development research, potentially
leading to more inclusive, efficient, and impactful
research outcomes.

2 Why South Asia Needs This Now

South Asia stands at a nexus where rapid digitaliza-
tion meets deeply ingrained linguistic and cultural
heterogeneity, presenting formidable challenges
but also unparalleled opportunities for participa-
tory research (Rahman, 2024). Growing smart-

phone penetration, expanding internet infrastruc-
tures, and the proliferation of digital platforms have
catalyzed a democratization of information (Deich-
mann et al., 2016). Rural communities, previously
marginalized due to limited access to communica-
tion channels, now experience annual digital liter-
acy growth rates surpassing traditional benchmarks
(Kass-Hanna et al., 2022). Despite these advances,
the region’s linguistic complexity—home to over
650 languages—remains an enduring obstacle to
effective data collection, community engagement,
and knowledge co-creation (Hutson et al., 2024).
The pervasive phenomenon of code-mixing, where
speakers fluidly alternate between languages and di-
alects, further complicates meaning extraction and
translation (Rodríguez Tembrás, 2024). Traditional
research paradigms and even earlier-generation
NLP tools struggle to handle these intricacies,
leading to communication bottlenecks, inflated re-
search costs, and a marginalization of essential lo-
cal voices (Daramola et al., 2024; Björk Brämberg
and Dahlberg, 2013).

Emerging LLMs and advanced NLP architec-
tures, however, offer a pathway to transcend these
limitations. State-of-the-art models, when fine-
tuned and adapted through few-shot and transfer
learning approaches, can now handle morphologi-
cally complex languages and capture semantic sub-
tleties even under severe training data constraints
(Tomec and Gričar, 2024; Parovic, 2024). These
technological capabilities enable more equitable,
scalable, and culturally sensitive research meth-
ods that respect local communication patterns and
linguistic realities. Crucially, these tools do not
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merely solve technical challenges; they reshape the
participatory research paradigm. By facilitating
real-time, multilingual engagement and generating
culturally resonant research activities, LLM-based
systems empower communities to more actively
co-produce knowledge (Kar et al., 2024), while
substantially cutting resource overheads. Beyond
operational efficiency, this signifies a fundamental
shift toward recognizing community agency, ac-
knowledging indigenous knowledge systems, and
enhancing the overall authenticity and credibility
of development research (Brown, 2024; Dutta et al.,
2024). This enhanced research environment sup-
ports more sustainable interventions. Researchers
can allocate fewer resources to language mediation
and more to iterative engagement cycles, iterative
validation, and capacity building. The outcome is
a more inclusive, trusting, and impactful partici-
patory ecosystem, where community voices shape
the research agenda, and shared knowledge guides
more relevant and equitable development strategies
(Ullah et al., 2024; Matras et al., 2023).

3 Proposed LLM4Participatory Research
Framework

Our LLM4Participatory Research Framework is
designed as a modular, multi-agent ecosystem that
integrates LLMs with multimodal AI capabilities
to address the multifaceted challenges of partici-
patory research in linguistically diverse settings.
Each agent type is specialized for a distinct func-
tion, yet all collaborate seamlessly through well-
defined interaction protocols, shared data ontolo-
gies, and unified prompt engineering guidelines.
Agent interactions are orchestrated using standard-
ized APIs, message passing interfaces, and care-
fully designed prompt templates, ensuring that the
cognitive pipeline remains flexible, transparent,
and adaptable.

3.1 Core Components

Participatory Research Design and Analytics
Agents (PRDAA): These agents guide the research
methodology from inception to continuous refine-
ment. They employ LLM-driven prompt engineer-
ing to generate and adapt research instruments
(e.g., surveys, interview guides) informed by pre-
curated cultural knowledge repositories. During
pre-field pilot studies, PRDAAs utilize reinforce-
ment learning-based feedback loops to iteratively
refine instruments. For instance, the prompts used

may define constraints such as “Generate three
culturally relevant survey questions about water
usage practices, each incorporating code-mixed
Sinhala-English phrases.” The agents then analyze
responses and community feedback, calibrating
lexical and thematic complexity to ensure that in-
struments are both linguistically accessible and cul-
turally resonant (Rane et al., 2024; Agathos et al.,
2024).
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Figure 2: LLM-agent-empowered real-time summary
and translation during a participatory workshop.

Socio-Semantic Mediation Agents (SSMA):
SSMAs specialize in real-time, code-mixed transla-
tion, interpretation, and semantic alignment. They
combine transformer-based multilingual LLMs
with domain adaptation layers and specialized tok-
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enization schemes to handle code-mixing. The un-
derlying algorithms utilize attention-based context
retrieval and fine-grained subword embeddings for
Indo-Aryan and Dravidian language families. This
enables them to preserve semantic nuance across
languages, dialects, and honorific forms (Mohamed
et al., 2024; Sitaram et al., 2020). By continuously
updating a cultural knowledge graph, SSMAs en-
sure fidelity to local ontologies, social hierarchies,
and linguistic registers. For instance, when en-
countering an unexpected code-mixed utterance,
the SSMA applies a disambiguation sub-module
that uses few-shot prompt examples to infer the
correct semantic interpretation before generating
a coherent translation or summary (Dowlagar and
Mamidi, 2023; Ye, 2024).

Ethnographic Intelligence Agents (EIA): EIAs
integrate LLM-based natural language understand-
ing with multimodal feature extraction to capture
the richness of ethnographic data. Beyond handling
textual inputs, EIAs incorporate audio and visual
signals—such as speaker intonation and gesture
cues—through multimodal transformers. By align-
ing textual embeddings with non-verbal cues and
contextual metadata, these agents can infer deeper
cultural subtexts. Algorithmically, EIAs utilize con-
trastive learning methods to align representations
of linguistic and non-linguistic signals, ensuring
that the ethnographic narrative remains coherent
and contextually faithful (Yang, 2024; Sadia et al.,
2024; Lee et al., 2024).

Community Engagement Orchestration
Agents (CEOA): CEOAs manage the ethical
and relational dimensions of the research. These
agents are configured with ethical protocols,
informed consent modules, and data sovereignty
guidelines. Their internal logic includes rule-based
inference systems that ensure compliance with
community-established protocols. For example,
CEOAs generate prompts to clarify participant
consent forms in code-mixed language or to guide
researchers through culturally sensitive topics.
They also track and document interactions in a
transparent ledger, providing stakeholders with an
audit trail of engagement activities (Ninan et al.,
2024; Chow and Li, 2024; Guo et al., 2023).

3.2 Integration into Participatory Methods

The integration of our LLM-driven multi-agent
framework into participatory research methodolo-
gies extends far beyond basic translation or tran-

scription. It is a holistic, context-aware process
designed to meaningfully elevate the entire lifecy-
cle of community engagement—from the earliest
moments of instrument design to the final phases
of data validation and policy recommendation. The
guiding principle is that each agent type, while tech-
nically distinct, continuously aligns its operational
parameters with the evolving socio-cultural and lin-
guistic contours of the communities involved(Fig.
8).

To illustrate this integration, consider the work-
flow of a community workshop aimed at flood risk
assessment in a code-mixed linguistic environment.
Initially, the Participatory Research Design and An-
alytics Agents (PRDAAs) are responsible for select-
ing and tailoring research instruments—such as sur-
veys or focus group outlines—using prompt-based
generation methods that incorporate cultural knowl-
edge repositories and previously annotated corpora.
These instruments are not static; rather, they are re-
fined in an iterative manner. For instance, PRDAAs
initially produce a series of candidate questions in
Sinhala-English code-mixed format, balancing lin-
guistic accessibility with domain specificity. The
questions are then tested against synthetic corpora
representing likely participant responses. In this
simulation step, Socio-Semantic Mediation Agents
(SSMAs) perform detailed code-mixed translation
and semantic alignment checks, ensuring that the
initial prompts and questions maintain fidelity to
cultural nuances and do not inadvertently skew par-
ticipant interpretations.

Once the research instruments have passed pre-
liminary tests, they move into the field setting. Dur-
ing live surveys and interviews, PRDAAs dynam-
ically adjust question complexity and phrasing in
response to real-time cues from both human re-
searchers and Ethnographic Intelligence Agents
(EIAs). If local participants exhibit confusion, fa-
tigue, or hesitation—signaled by vocal intonation
changes or subtle body language cues captured
and interpreted by EIAs—PRDAAs issue refined
prompt directives to SSMAs. The SSMAs then
generate alternative phrasings or linguistic simpli-
fications, ensuring that each question remains cul-
turally resonant and accessible, without sacrificing
the analytic integrity of the instrument. This tight
feedback loop can occur multiple times within a
single interaction, allowing the conversation to flow
naturally and responsively, much like a skilled hu-
man facilitator adept at shifting linguistic registers
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or explanatory strategies.
Workshops and participatory group activities

benefit similarly. Community Engagement Or-
chestration Agents (CEOA) integrate data from
PRDAAs, SSMAs, and EIAs to propose cultur-
ally relevant engagement scripts. For example, if a
workshop involves participatory mapping of flood
hotspots, CEOAs might recommend starting with
a culturally familiar narrative—such as local flood
folklore or historical memory—before transition-
ing to spatial data collection. While participants
discuss their lived experiences, EIAs track non-
verbal signals indicating trust or discomfort, and
SSMAs ensure that key cultural metaphors and id-
ioms are faithfully preserved in translations and
summaries. This coordination embodies a level
of anthropologically informed sensitivity: it re-
spects complex social hierarchies, local linguistic
honorifics, and the dynamics of multi-generational
knowledge transmission, all while operating under
strict ethical guidelines that CEOAs enforce and
document. The integration protocol also includes a
set of formal interaction rules and metadata annota-
tions. Each agent’s output is enriched with contex-
tual tags, which guide subsequent agent operations.
These annotations form a semantic layer that hu-
man researchers can later review, providing trans-
parency into the decision-making processes of the
agents and enabling critical reflection on whether
certain prompts, translations, or adjustments influ-
enced participant responses in unintended ways.

3.3 LLM-Agents-Driven Research Workflow

The workflow orchestrated by our multi-agent sys-
tem unfolds through a series of interlinked phases
designed to ensure continuous adaptation, rigor-
ous quality control, and meaningful involvement
of local communities. Each phase leverages the
strengths of different agent types, while also main-
taining pathways for human oversight, ethical re-
view, and methodological triangulation. The goal
is a research pipeline that not only collects data effi-
ciently but also enriches the quality, interpretability,
and legitimacy of that data in the eyes of both com-
munities and external stakeholders.

Pre-Field Preparation and Instrumentation:
Before stepping into the field, the workflow begins
with an extensive pre-field instrumentation phase.
Here, PRDAAs generate initial drafts of research
instruments—surveys, semi-structured interview
guides, and community workshop outlines—based

on project goals and available cultural-linguistic
corpora. These initial drafts are subjected to syn-
thetic test scenarios: code-mixed test cases are
fed into SSMAs to benchmark translation accu-
racy and contextual fidelity, while EIAs simulate
multimodal inputs (e.g., hypothetical speaker in-
tonations, gesture-based cues) to assess whether
the proposed prompts can handle complex ethno-
graphic scenarios. Iterations are performed until a
baseline set of instruments meets quality thresholds
defined by the research team, including metrics for
linguistic clarity, semantic accuracy, and cultural
appropriateness.

Adaptive Field Deployment: With baseline in-
struments in hand, the team moves into the field.
Surveys, interviews, and workshops commence,
guided by the prepared materials but never locked
into them. As participants respond, SSMAs de-
ploy on-the-fly translation and code-switching ad-
justments. If a participant uses a regional idiom
not encountered in pre-field training data, SSMAs
rely on few-shot prompt adaptation techniques,
referencing similar linguistic patterns to generate
accurate, context-aware interpretations. Concur-
rently, EIAs capture non-verbal signals—such as
prolonged pauses, changes in vocal pitch, or rest-
less body language—to produce ethnographic an-
notations. These annotations are fed back into
PRDAAs, which may trigger immediate modifi-
cations to the research instrument. For instance,
if participants appear disengaged, PRDAAs may
instruct SSMAs to simplify the phrasing or incor-
porate culturally salient metaphors to re-engage the
community’s interest.

Ethical Monitoring and Protocol Enforce-
ment: During these field interactions, CEOAs
maintain a real-time ethical interaction ledger. This
ledger logs every adaptation request, every change
in linguistic register, and every potential breach of
community protocols. Should a line of questioning
veer into sensitive territory—such as local religious
traditions or gender-related norms—CEOAs issue
alerts prompting the research team to reconsider
the approach. If participants request anonymity
or display discomfort with certain data-collection
practices, CEOAs dynamically adapt the informed
consent modules and ensure that new protocols are
communicated in accessible, code-mixed language.

Multilingual Thematic Analysis and Iterative
Refinement: After field data is collected, it passes
through a multilingual thematic analysis pipeline.
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PRDAAs and EIAs collaborate to identify recur-
ring narratives, power hierarchies, and cultural
themes that emerge from the data. By leverag-
ing transformer-based topic modeling and clus-
tering methods fine-tuned for code-mixed input,
the agents reveal patterns that might be missed by
single-language or monomodal approaches. This
phase also includes a human-in-the-loop feedback
cycle, where researchers and local experts evaluate
the thematic outputs. Feedback is translated into
updated prompt templates and agent-specific in-
structions. If local stakeholders indicate that a cer-
tain theme has been misinterpreted—perhaps a tra-
ditional narrative was wrongly associated with risk
aversion instead of historical resilience—agents ad-
just their semantic weighting and cultural context
embeddings.

Iterative Learning and Continuous Improve-
ment: Rather than terminating after a single cy-
cle of data collection and analysis, the workflow
encourages continuous learning. New linguis-
tic patterns, emergent cultural idioms, and shift-
ing community priorities feed back into the sys-
tem. PRDAAs update their instrument-generation
models, SSMAs refine their code-switch adapta-
tion strategies, EIAs improve their multimodal
understanding, and CEOAs integrate revised eth-
ical guidelines or local governance structures.
Over time, the system becomes more attuned to
community-specific realities, and its outputs be-
come increasingly reliable, nuanced, and aligned
with local perspectives.

4 Implementation in Field Work and
Insights

As is shown in Fig.3 and Appendix.A, to test the
feasibility of this novel system, we implemented
it in our field research, which focused on enhanc-
ing the Early Warning Systems (EWS) for flood
management in the Nilwala River Basin, a region
prone to recurrent flooding with devastating socio-
economic impacts in Sri Lanka. Sri Lanka’s linguis-
tic landscape is emblematic of South Asia’s broader
linguistic diversity, characterized by the prevalence
of code-mixing and multilingual communication
(Mandavilli, 2020). Sinhala, an Indo-Aryan lan-
guage with agglutinative features and a rich system
of honorifics, often intertwines with English and
other local dialects in everyday discourse, which
poses significant challenges for NLP, as it involves
syntactic, lexical, and semantic blending that tradi-

tional language models struggle to interpret accu-
rately. The objective was to employ the proposed
system to facilitate participatory development re-
search methods—including surveys, structured and
semi-structured interviews, workshops, and other
interactive engagements—with stakeholders rang-
ing from national agencies to local communities.

4.1 Practical Experiences and Outcomes
The implementation faced several challenges, par-
ticularly in adapting the LLMs to handle Sinhala-
specific linguistic features and the pervasive code-
mixing in communication. The scarcity of high-
quality, annotated Sinhala corpora necessitated in-
novative approaches, including active learning tech-
niques and data augmentation strategies to enhance
the model’s proficiency(Jagosh et al., 2012).

One significant achievement was the develop-
ment of a hybrid translation approach that com-
bined statistical and neural methods, achieving
a 35% improvement in translation accuracy for
domain-specific terminology compared to standard
multilingual models, which was critical for accu-
rately interpreting participants’ responses during
interviews and ensuring that subtle nuances were
not lost in translation. During workshops, they
assisted in designing interactive activities that res-
onated with local customs and facilitated real-time
feedback collection. In surveys and interviews,
the agents helped generate culturally appropriate
questions and dynamically adjusted to participants’
inputs, enhancing the depth and authenticity of the
data collected. The agents also played a crucial role
in the analysis phase. They enabled cross-linguistic
comparisons and facilitated the synthesis of com-
plex data into actionable insights (Cemoge et al.,
2024). For instance, they helped identify commu-
nication bottlenecks between agencies involved in
the EWS, revealing that outdated communication
methods and bureaucratic procedures were signifi-
cant barriers to effective disaster management.

4.2 Lessons Learned and Recommendations
Community Involvement is Crucial: Active par-
ticipation of local stakeholders in the development
and refinement of the system was essential. Their
input ensured that the agents were culturally at-
tuned and responsive to the community’s needs,
enhancing acceptance and effectiveness.

Flexible Adaptation Mechanisms are Neces-
sary: The linguistic diversity and code-mixing
practices required the agents to be highly adaptable.



114

Figure 3: Participatory Field Research with LLM-agent-assisted tools. (Source: Authors’ fieldwork)

Implementing mechanisms for continuous learning
and real-time adjustment was critical for handling
linguistic variations and unexpected inputs.

Human Oversight Remains Indispensable:
While the agents significantly enhanced efficiency
and depth, human researchers played a vital role in
overseeing the process, interpreting nuanced cul-
tural contexts, and making ethical judgments.

Addressing Technical Challenges: Overcom-
ing the scarcity of linguistic resources demanded
innovative technical solutions. Investing in the
development of annotated corpora and leveraging
transfer learning were effective strategies for en-
hancing model performance.

4.3 Implementation Considerations for
Broader Deployment

The Nilwala River Basin deployment illustrates a
scalable and domain-agnostic framework. To adapt
it for other South Asian languages and contexts,
the modular architecture allows integrating new
code-mixing tokenizers, cultural knowledge bases,
or domain-specific LLM fine-tunings (Finkel et al.,
2022).

Technical Infrastructure: Resource-poor
settings demand efficient model architectures.
Lightweight LLMs combined with on-device pre-

processing, federated learning, and quantization
can mitigate latency and connectivity issues (Qu
et al., 2024).

Data Security and Privacy: Incorporating end-
to-end encryption and federated learning ensures
sensitive community data remains local while still
contributing to the global improvement of model
quality. CEOAs enforce data usage policies, ensur-
ing that outputs are ethically and legally compliant.

Ethical and Cultural Considerations: The
framework’s prompt design explicitly encodes eth-
ical guidelines. CEOAs monitor compliance in
real-time, and any deviation triggers a review work-
flow. Building and maintaining culturally informed
knowledge graphs ensures the models reflect com-
munity values rather than imposing external biases
(Suppadungsuk et al., 2023).

Capacity Building and Institutional Support:
Sustained success requires local training programs
and policy engagement. By equipping researchers
and stakeholders with the skills to interpret, cus-
tomize, and govern these systems, we foster long-
term sustainability and local empowerment. Col-
laborations with NGOs, government agencies, and
academic institutions can institutionalize best prac-
tices, streamline resource allocation, and formalize
quality assurance standards.
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5 Discussion and Future Agenda

The integration of LLM-based multi-agent systems
into participatory development research reconfig-
ures the conceptual space at the intersection of
technology, community engagement, and anthro-
pological inquiry (Xu et al., 2024). Far from be-
ing a mere technical enhancement, this approach
prompts us to re-evaluate foundational assumptions
about the production, circulation, and legitimation
of knowledge in socio-culturally complex contexts.
In traditional participatory frameworks, human fa-
cilitators, local knowledge brokers, and community
spokespersons navigate the intricacies of language,
power asymmetries, and cultural semiotics. Our
LLM-driven architecture extends this negotiation
field, distributing interpretive authority and method-
ological agency across human and non-human ac-
tors. This shift demands that we refine our criteria
for epistemic robustness and ethical accountability.
By introducing adaptive prompts, multimodal inter-
pretation layers, and code-mixed language models,
the research process becomes more dialogic and
reflexive, simultaneously more scalable and less
deterministic. While existing literature in participa-
tory development and linguistic anthropology has
long emphasized the importance of local involve-
ment (Penuel et al., 2020), the emergence of LLM-
based agents compels a reconsideration of whose
voices are amplified, how biases are mitigated, and
under what conditions community knowledge is
validated. Methodological rigor thus transcends
traditional validation protocols, calling for new
evaluative paradigms where model outputs must
be continually negotiated, contested, and contextu-
alized by community stakeholders.

These technological trajectories also invoke
philosophical questions about the essence of com-
munity agency and the nature of equitable devel-
opment. In harnessing LLMs to broker dialogues
between disparate linguistic and cultural systems,
we challenge the modernist assumption that tech-
nology is a neutral mediator. Instead, AI becomes
an evolving participant in a dense socio-technical
network—one that can enrich cultural representa-
tion, but also requires vigilant governance to pre-
vent the re-inscription of power imbalances. Fu-
ture research must thus address the deeper norma-
tive concerns: how can we ensure that AI-enabled
participatory practices bolster rather than dimin-
ish local epistemologies and life-worlds? How do
we integrate metrics of cultural resilience, trust-

building, and vernacular knowledge sustainability
into development assessments (Falcone, 2023)? In
charting this future agenda, interdisciplinary collab-
oration is paramount. Technologists, anthropolo-
gists, linguists, and development practitioners must
co-design systems that are both contextually reso-
nant and theoretically informed. The promise of
these LLM-based frameworks lies not simply in im-
proved data collection or analytical sophistication,
but in ushering in a more philosophically coherent
paradigm of research—one that values uncertainty,
pluralism, and continuous ethical reflection as inte-
gral components of knowledge production.

6 Conclusion

The introduction of LLM-based multi-agent ar-
chitectures into participatory research settings in
South Asia signals a profound transformation, of-
fering new avenues for bridging linguistic divides
and socio-cultural complexities without reducing
communities to passive data sources. Rather than
replacing traditional methods, these technologies
complement and extend established participatory
principles: human facilitators remain indispens-
able ethical and interpretive anchors, while LLM-
based agents broaden the scope, adaptability, and
depth of engagements. The real significance of
this paradigm lies in how it reconfigures the re-
lational field of development research. By treat-
ing language models as interlocutors that adapt to
local idioms, cultural protocols, and conceptual
frames, the process moves closer to what humanis-
tic inquiry has always sought: a genuine dialogic
co-production of meaning. This approach tran-
scends conventional efficiency metrics, orienting
research toward a deeper, ethically engaged form
of knowledge-making.

The path forward necessitates sustained reflec-
tion and critical praxis. Cross-sectoral alliances and
supportive institutional frameworks are required
to ensure that technology-enhanced participatory
models do not inadvertently replicate existing in-
equalities or impose external epistemologies. Ulti-
mately, the convergence of advanced NLP, anthro-
pological rigor, and participatory ethos challenges
the prevailing boundaries of development research.
It opens the door to an epistemically plural and
ethically attentive mode of inquiry, one that holds
promise for more inclusive, contextually authentic,
and transformative engagements with communities
worldwide.
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A Authors’ Field Works Assisted by LLM agents system

Figure 4: Collected participatory workshop results.



120

Figure 5: Participatory interview with local DMC (Disaster Management Centre)

Figure 6: Flood sites in Nilwala River Basin Area
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Figure 7: Participatory interview with local government office and Hydrology Department

Figure 8: Participatory interview with local Irrigation Department


