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Abstract 

Sentiment analysis has witnessed 

significant advancements with the 

emergence of deep learning models such as 

transformer models. Transformer models 

adopt the mechanism of self-attention and 

have achieved state-of-the-art performance 

across various natural language processing 

(NLP) tasks, including sentiment analysis. 

However, limited studies are exploring the 

application of these recent advancements in 

sentiment analysis of Sinhala text. This 

study addresses this research gap by 

employing transformer models such as 

BERT, DistilBERT, RoBERTa, and XLM-

RoBERTa (XLM-R) for sentiment analysis 

of Sinhala news comments. This study was 

conducted for 4 classes: positive, negative, 

neutral, and conflict, as well as for 3 

classes: positive, negative, and neutral. It 

revealed that the XLM-R-large model 

outperformed the other four models, and 

the transformer models used in previous 

studies for the Sinhala language. The XLM-

R-large model achieved an accuracy of 

65.84% and a macro-F1 score of 62.04% 

for sentiment analysis with four classes and 

an accuracy of 75.90% and a macro-F1 

score of 72.31% for three classes. 

1 Introduction 

Sentiment analysis is a fundamental task in NLP 

which aims to analyze and understand the 

sentiment expressed in textual data. While 

sentiment analysis has been extensively studied for 

major languages such as English, research on low-

resource languages is relatively limited. 

Sinhala, a morphologically rich Indo-Aryan 

language, serves as the native language of the 

Sinhalese people, constituting a significant portion 

of the population in Sri Lanka with an estimated 

count of 20 million speakers. However, despite its 

large speaker base, Sinhala is considered a low-

resource language in the context of NLP research 

due to the scarcity of available linguistic resources 

for analysis and processing (de Silva, 2019). 

Sentiment analysis has experienced significant 

progress with the advent of large-scale pre-trained 

language models (Mishev et al., 2020). These 

models have demonstrated promising results in text 

classification tasks for high-resource and low-

resource languages. Transformer models have 

revolutionized NLP tasks by leveraging attention 

mechanisms and self-attention layers, allowing 

them to capture intricate linguistic patterns and 

dependencies (Devlin et al., 2018). Notably, 

transformer-based models such as BERT (Devlin et 

al., 2018), RoBERTa (Liu et al., 2019), and XLM-

R (Conneau et al., 2019) have shown remarkable 

performance across various languages, making 

them promising candidates for sentiment analysis 

in Sinhala. 

One of the primary advantages of employing 

transformer models for sentiment analysis in 

Sinhala is their ability to handle the language's 

morphological richness and syntactic complexities. 

Sinhala exhibits complicated morphological 

variations and context-dependent sentiment 

expressions (Medagoda, 2017), which transformer 

models can effectively capture. 

However, applying transformer models to 

sentiment analysis in Sinhala also poses specific 

challenges. One major challenge is the scarcity of 
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annotated sentiment datasets for fine-tuning 

transformer models. There exists a sentiment 

dataset of 15,059 Sinhala news comments, 

annotated with four classes: Positive, Negative, 

Neutral, and Conflict (Senevirathne et al., 2020). 

However, the limited size of this dataset hinders the 

ability of transformer models to achieve optimal 

performance. 

To address this limitation, we expanded the 

existing Sinhala news comments dataset by adding 

5,000 annotated comments to the dataset. While the 

dataset size may still be considered limited, this 

extension introduced more diverse examples and 

enabled some level of expansion for training and 

evaluation purposes. 

In this research, we conducted two sentiment 

analysis experiments considering four sentiment 

classes and three sentiment classes respectively. 

The goal was to evaluate the performance of 

monolingual models such as BERT, DistilBERT, 

and RoBERTa as well as multilingual models such 

as XLM-R-base and XLM-R-large models in 

sentiment analysis for the Sinhala language. We 

investigated their capabilities in effectively 

capturing sentiment information, accommodating 

the morphological variations of the language, and 

addressing the limited availability of labeled data. 

These research outcomes will contribute valuable 

insights to the field of sentiment analysis in Sinhala 

and will provide a foundation for future studies and 

applications. 

2 Related Work 

Recent developments in deep learning techniques 

have made it possible to achieve better results in 

the domain of NLP. Deep learning techniques do 

not use language-dependent features. Therefore, 

deep learning techniques have outperformed 

traditional statistical machine learning techniques 

(dos Santos and Gatti, 2014). Convolutional Neural 

Network (CNN) and Recurrent Neural Network 

(RNN) were the most popular deep learning 

techniques used in the NLP domain until Long 

Short-Term Memory (LSTM) and Transformer 

models were introduced. Kim (2014) proposed a 

method using CNN with hyperparameter tuning for 

sentiment analysis, and it was shown that a simple 

CNN with one layer of convolution and little 

hyperparameter tuning performs remarkably well. 

LSTM encoders were experimented for sentiment 

analysis by Yang et al. (2016) and bi-directional 

LSTM by G. Xu et al. (2019). Both studies showed 

improved results compared to previous studies, 

which used deep learning techniques such as CNN 

and RNN. An attention-based Bi-LSTM with a 

convolutional layer scheme called AC-BiLSTM 

was proposed by W. Liu et al. (2017) for sentiment 

analysis. Word2Vec, which is one of the most 

popular word-embedding models, was introduced 

by Goldberg & Levy (2014). Word2Vec improved 

the efficiency of the training procedure and 

enhanced the training speed and accuracy. An 

improved version of the Word2Vec model called 

GloVe was introduced by Pennington et al. (2014). 

GloVe outperformed other models on word 

analogy, word similarity, and named entity 

recognition tasks. Transformer models were 

introduced by Vaswani et al. (2017). Transformers 

could train significantly faster than architectures 

based on recurrent or convolutional layers. H. Xu 

et al. (2019) carried out aspect-based sentiment 

analysis using the BERT model, producing a state-

of-the-art performance for sentiment analysis. Liao 

et al. (2021) used RoBERTa, an improved version 

of BERT, to carry out aspect-category sentiment 

analysis and it outperformed other models for 

comparison in aspect-category sentiment analysis. 

Since Sinhala is a low-resource language, 

research done on the Sinhala language is very 

limited. The first sentiment analysis for the Sinhala 

language was carried out by N. Medagoda et al. 

(2015) by constructing a sentiment lexicon for 

Sinhala with the aid of the SentiWordNet 3.0, an 

English sentiment lexicon. It achieved a maximum 

accuracy of 60% in Naïve Bayes (NB) 

classification. The first sentiment analysis for the 

Sinhala language using an artificial neural network 

was conducted by N. Medagoda (2016) using a 

simple feed-forward neural network and part of 

speech tags as a feature. This model achieved an 

accuracy of 55%. Chathuranga et al. (2019) used a 

rule-based technique for binary sentiment 

classification of Sinhala news comments. In this 

study, they generated a Sinhala sentiment lexicon 

in a semi-automated way and used it for sentiment 

classification of Sinhala news comments. NB, 

Support Vector Machines (SVM), and decision 

trees were used in this study and obtained accuracy 

between 65% - 70%. The best accuracy of 69.23% 

was obtained for the NB model. Ranathunga & 

Liyanage (2021) conducted sentiment analysis for 

Sinhala news comments with deep learning 

techniques such as LSTM and CNN+SVM. Also, 

this study experimented with Word2Vec and 
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fastText word embeddings for Sinhala 

(Ranathunga and Liyanage, 2021). Further, 

statistical machine learning algorithms such as NB, 

logistic regression, decision trees, random forests, 

and SVM were experimented by training them with 

the same features and conducting a sentiment 

analysis for Sinhala news comments. This research 

was carried out to study the use of various models 

with respect to the dimensionality of the 

embeddings and the effect of punctuation marks 

(Ranathunga and Liyanage, 2021). Demotte et al. 

(2020) used an approach based on the S-LSTM 

model for sentiment analysis of Sinhala news 

comments. The same dataset used by Ranathunga 

& Liyanage (2021) was used in this study, and it 

was found that S-LSTM outperforms the 

traditional LSTM used in the study conducted by 

Ranathunga & Liyanage (2021). Senevirathne et al. 

(2020) conducted comprehensive research on the 

use of RNN, LSTM, and Bi-LSTM models as well 

as more recent models such as hierarchical 

attention hybrid neural networks and capsule 

networks for sentiment analysis. As part of this 

study, they released a dataset of 15059 Sinhala 

news comments, annotated with four classes 

(Positive, Negative, Neutral, and Conflict) and a 

corpus of 9.48 million tokens (Senevirathne et al., 

2020). Dhananjaya et al. (2022) conducted 

experiments to explore the performance of 

transformer models in various linguistic tasks, 

including sentiment analysis, for the Sinhala 

language. Their study evaluated LASER, LaBSE, 

XLM-R-large, XLM-R-base, and three RoBERTa-

based models pre-trained specifically for Sinhala: 

SinBERT, SinBERTo, and SinhalaBERTo. 

3 Models 

In this study, we used the following transformer 

models to carry out sentiment analysis for the 

Sinhala language, 

• BERT: Bidirectional Encoder 

Representations from Transformers 

• DistilBERT: Distilled version of BERT 

• RoBERTa: Robustly Optimized BERT 

Pretraining Approach 

• XLM-R: Cross-lingual Language Model – 

RoBERTa 

o XLM-R-base 

o XLM-R-large 

BERT, which stands for Bi-directional Encoder 

Representations from Transformers, is a 

bidirectional transformer model pre-trained on 

Toronto Book Corpus and Wikipedia. BERT was 

developed by Google, and it was the state-of-the-

art language model for NLP tasks at the time it was 

released (Devlin et al., 2018). 

DistilBERT is a lighter and faster version of the 

BERT model, and it was developed by 

Huggingface. DistilBERT has the same general 

architecture as BERT, but the size is 40% less than 

that of BERT and retains 97% of the language 

understanding capabilities of BERT. Also, 

DistilBERT is 60% faster than BERT, which is 

another benefit of this model (Sanh et al., 2019). 

RoBERTa stands for Robustly Optimized BERT 

Pre-training Approach. It is an improved version of 

the BERT model. RoBERTa has the same 

architecture as the BERT model but is trained with 

more data and has better parameter settings (Liu et 

al., 2019). 

XLM-R is a multilingual model pre-trained on 

filtered Common Crawl data containing more than 

100 languages, including Sinhala. This model was 

developed and released by Facebook AI in 2019 

(Conneau et al., 2019). XLM-R model 

outperformed the multilingual BERT (mBERT) 

and achieved state-of-the-art results on multiple 

cross-lingual benchmarks (Conneau et al., 2019). 

This model can be directly fine-tuned for a 

downstream task without pre-training on a Sinhala 

corpus, as this model is already pre-trained on 

Sinhala. XLM-R consists of two variants: XLM-R-

base and XLM-R-large. XLM-R-base is the base 

version with fewer parameters. 

4 Dataset 

This study required two datasets to carry out pre-

training and fine-tuning of the models. Since the 

pre-training is unsupervised, it does not require a 

labeled dataset. However, it required two separate 

datasets annotated with four classes (Positive, 

Negative, Neutral, and Conflict) and three classes 

(Positive, Negative, and Neutral) to fine-tune the 

models. 

4.1 Dataset for pre-training 

We used the Sinhala corpus extracted from “Open 

Super-large Crawled Aggregated coRpus” 

(OSCAR) dataset to pre-train the models. OSCAR 

dataset is a multilingual corpus obtained by 

language classification and filtering of the 

Common Crawl corpus using the Ungoliant 

architecture. Common Crawl corpus is a huge 
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corpus that contains petabytes of raw web page 

data, metadata extracts, and text extracts gathered 

over 12 years of web crawling (Abadji et al., 2022). 

The OSCAR dataset has raw text from 162 

languages, including the Sinhala language. This 

dataset contains 108,593 documents in the Sinhala 

language and 113,179,741 Sinhala words. The total 

size of the dataset is around 2.0 GB (Abadji et al., 

2022). 

4.2 Dataset for fine-tuning 

The dataset 1  published by Senevirathne et al. 

(2020) contains 15059 news comments annotated 

with four classes: Positive, Negative, Neutral, and 

Conflict. This dataset contains 9,059 news 

comments extracted from the Lankadeepa online 

newspaper 2  by Ranathunga & Liyanage (2021), 

along with 6,000 news comments extracted from 

the GossipLanka news website3 . This annotation 

has been done by three annotators following the 

guidelines mentioned below, 

• A comment is annotated as positive or 

negative if it expresses purely a positive or 

negative opinion. 

• A comment is annotated as a conflict if it 

gives both positive and negative opinions. 

• A comment is annotated as neutral if it does 

not give any positive or negative opinion. 

In this study, we expanded this dataset by 

following the steps below. 

Data collection: We collected 803,623 news 

comments from the GossipLanka news website and 

filtered them to include only comments written in 

Sinhala Unicode characters. These comments were 

then cleaned by removing any characters outside 

the Unicode range (0D80 - 0DFF). The final 

dataset of Sinhala news comments contained 

417,332 comments. 

 
1https://github.com/LahiruSen/sinhala_se

ntiment_anlaysis_tallip 
2 https://www.lankadeepa.lk/ 

Data annotation: Two annotators who are 

native Sinhala speakers carried out the annotating 

task following the guidelines mentioned 

previously. We used Cohen's Kappa measure to 

evaluate the inter-annotator agreement, which 

yielded a value of 0.794. Both annotators 

collectively annotated 5,037 Sinhala news 

comments with four classes (Positive, Negative, 

Neutral, and Conflict). These annotated comments 

were added to the existing Sinhala news comments 

dataset. We carefully removed duplicate entries 

from the combined dataset to ensure data integrity. 

The final dataset comprised 19,875 unique 

comments. 

The newly generated dataset was annotated 

again using Positive, Negative, and Neutral to 

create a sentiment dataset with three classes. 

Comments initially labeled as Conflict were 

annotated as Positive or Negative based on their 

predominant sentiment. Table 1 shows the 

distribution of comments per class in the two 

datasets. 

4.3 Model pre-training 

Pre-training the XLM-R-base and XLM-R-large 

models for Sinhala was not required, as these 

models are already pre-trained on a multilingual 

corpus that includes Sinhala. However, we had to 

pre-train the other three models for the Sinhala 

language, and these were pre-trained using the 

Sinhala dataset extracted from the OSCAR dataset. 

 

 
Since models cannot process raw data directly, 

they need to be converted to a representation that 

the models can process. Therefore, it was necessary 

to train tokenizers for these models from scratch. 

BERT and DistilBERT tokenizers use the 

WordPiece method (Devlin et al., 2018; Sanh et al., 

2019), while the RoBERTa tokenizer uses the Byte-

3 https://www.gossiplankanews.com/ 

BERT DistilBERT RoBERTa 

[PAD] [PAD] <s> 

[UNK] [UNK] <pad> 

[CLS] [CLS] </s> 

[SEP] [SEP] <unk> 

[MASK] [MASK] <mask> 

Table 2: Special tokens included in tokenizers 

 

 

Classes Dataset 1 

(Four Classes) 

Dataset 2 

(Three Classes) 

Positive 3,587 4,414 

Negative 10,228 11,639 

Neutral 3,822 3,822 

Conflict 2,238 0 

Total 19,875 19,875 

Table 1: Distribution of comments per class 

 

 

https://github.com/LahiruSen/sinhala_sentiment_anlaysis_tallip
https://github.com/LahiruSen/sinhala_sentiment_anlaysis_tallip
https://www.lankadeepa.lk/
https://www.gossiplankanews.com/
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Pair Encoding method (Liu et al., 2019). 

Tokenizers for the three models were trained with 

a vocabulary size of 52,000 and a minimum 

frequency of 2 using the Sinhala dataset extracted 

from the OSCAR dataset. The vocabulary size 

defines the number of tokens and alphabets 

included in the final vocabulary, and the minimum 

frequency defines the minimum frequency a pair 

should have to be merged. Special tokens included 

in BERT, DistilBERT, and RoBERTa tokenizers 

are listed in Table 2. 

After training the tokenizers, the three models 

were trained for masked language modeling task 

using the same dataset that was used to train the 

tokenizers. The models were trained with a 

vocabulary size of 52,000, a maximum position 

embedding of 512, a hidden size of 768, 12 

attention heads, and 12 hidden layers. During 

training, tokens in the input sequences were 

randomly masked with a probability of 0.15. This 

means that, for each input sequence, approximately 

15% of the tokens were selected at random to be 

replaced with a special token: [MASK] for BERT 

and DistilBERT, and <mask> for RoBERTa. We 

used AdamW as an optimizer with a learning rate 

of 5 × 10⁻⁵ and a batch size of 16.  

The training of both the models and tokenizers 

was conducted in the Google Colaboratory 

environment with V100 16GB GPUs. Due to the 

high computational cost of pre-training, the models 

were trained for only one epoch. 

4.4 Model fine-tuning 

The pre-trained models should be fine-tuned to 

carry out sentiment analysis. Even though XLM-R-

base and XLM-R-large models are already pre-

trained for the Sinhala language, it needs to be fine-

tuned for sentiment analysis in the Sinhala 

language. Therefore, all five pre-trained models 

were fine-tuned for sentiment analysis. Each pre-

trained model was fine-tuned twice using Dataset 1 

and Dataset 2 separately. According to the original 

paper of BERT, the recommended number of 

epochs for fine-tuning a model is 2, 3 and 4 (Devlin 

et al., 2018). Therefore, BERT and DistilBERT 

models were fine-tuned for five epochs and at the 

end of each epoch, the trained model was saved as 

a checkpoint. The best performing model was 

selected from the saved checkpoints by considering 

the loss at each epoch. Similarly, the other three 

models were fine-tuned for five epochs, and the 

best performing checkpoint was chosen. 

The fine-tuning process for the models 

involved the use of a consistent set of parameters 

across BERT, DistilBERT, RoBERTa, XLM-R-

base, and XLM-R-large models. For all models, the 

batch size was set to 16, and a dropout rate of 0.1 

was applied to prevent overfitting. 

The learning rates were adjusted to optimize 

training performance, with BERT and DistilBERT 

using a rate of 2 × 10⁻⁵, RoBERTa using 1 × 10⁻⁵, 

and both XLM-R-base and XLM-R-large using a 

rate of 5 × 10⁻⁶. Weight decay was uniformly 

applied at 0.01 for all models to control overfitting 

further. The training was conducted using the 

AdamW optimizer to ensure stable convergence. 

5 Results and Discussion 

We evaluated the performance of the fine-tuned 

models using accuracy, macro-F1 score, macro-

precision, and macro-recall. The results obtained 

by Dhananjaya et al. (2022) for the sentiment task 

serve as the baseline for our study. Table 3 presents 

the results obtained for sentiment analysis for three 

and four classes. In this study, we conducted all 

model training and evaluation using the 

Transformers library provided by HuggingFace 

(Wolf et al., 2019) on the Google Colaboratory 

environment. 

For sentiment analysis using four classes, we 

observe that XLM-R-large achieved the highest 

macro-F1 score of 62.04%, followed closely by 

XLM-R-base with a macro-F1 score of 59.16%. 

Similarly, XLM-R-large continues to display 

Models 
Four Classes Three Classes 

F1 Accuracy Precision Recall F1 Accuracy Precision Recall 

BERT 46.34% 47.07% 48.12% 52.13% 59.19% 63.32% 58.22% 61.36% 

DistilBERT 49.49% 51.72% 49.59% 53.69% 60.63% 65.13% 60.59% 61.66% 

RoBERTa 37.50% 37.36% 41.08% 46.27% 53.17% 56.48% 53.08% 56.67% 

XLM-Rbase 59.16% 62.84% 59.17% 61.85% 69.52% 73.56% 68.45% 71.06% 

XLM-Rlarge 62.04% 65.84% 61.79% 64.48% 72.31% 75.90% 72.02% 73.20% 

Table 3: Results for sentiment analysis using four classes and three classes 
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superior performance for sentiment analysis using 

three classes, achieving a macro F1-score of 

72.31% and an accuracy of 75.90%. Dhananjaya et 

al. (2022) obtained a macro-F1 score of 60.45% for 

sentiment analysis using four classes, which serve 

as the baseline model. This indicates that our model 

outperformed the baseline model slightly. One 

potential reason for the improved performance of 

XLM-R-large is the utilization of a larger training 

dataset, allowing the model to learn from a more 

diverse set of examples and generalize better. 

Our study observed that BERT and DistilBERT 

achieved competitive macro-F1 scores and 

accuracy for both sentiment analysis tasks with 

four and three classes. However, the macro-F1 

scores of BERT, DistilBERT, and RoBERTa were 

relatively lower than XLM-R models. The outcome 

of these monolingual models achieving lower 

results than XLM-R models was unexpected. 

Monolingual models are typically trained 

specifically for a single language, and they would 

have a better understanding of linguistic patterns, 

leading to better performance in sentiment analysis 

tasks. However, the observed results highlighted 

that XLM-R models performed better in sentiment 

analysis for Sinhala despite being pre-trained on a 

multilingual corpus. The reason for this unexpected 

outcome is the difference in the pre-training 

process. BERT, DistilBERT, and RoBERTa models 

were pre-trained for only one epoch, while XLM-

R models were pre-trained for a higher number of 

epochs. This longer pre-training process allowed 

XLM-R models to gain a deeper understanding of 

linguistic patterns and representations, making 

them more effective in sentiment analysis for 

Sinhala. However, it is important to note that these 

monolingual models still demonstrate promising 

capabilities in capturing sentiment patterns in 

Sinhala text. The performance of these 

monolingual models can be further improved by 

pre-training the models on a larger Sinhala corpus 

for a higher number of epochs. 

Figure 1 displays the row-wise normalized 

confusion matrix for sentiment analysis conducted 

using the XLM-R-large model with four classes. 

Based on the confusion matrix, we can deduce that 

the XLM-R-large model performs better in 

predicting the majority classes (Negative, Neutral, 

and Positive) than the Conflict class. There is a 

noticeable tendency for the model to misclassify 

instances labeled as Conflict as Negative at a 

relatively higher frequency. This misclassification 

pattern may be influenced by the class imbalance 

in the dataset, where the Negative class is the 

majority class with over 10,000 instances. The 

model might have learned to favor the majority 

class, leading to more frequent misclassifications 

for the Conflict class. The class imbalance poses a 

challenge for the model to accurately distinguish 

between the classes, particularly affecting its 

ability to predict the minority class accurately. 

6 Conclusion 

This study evaluates the performance of various 

transformer models fine-tuned for sentiment 

analysis in the Sinhala language. This study marks 

the first experimentation of BERT and DistilBERT 

for sentiment analysis in Sinhala. The findings 

demonstrate that transformer models exhibit 

remarkable performance, even when fine-tuned 

using a small dataset. This outcome highlights the 

significant potential of transformer models in 

addressing challenges for languages with limited 

available resources. We also showed that the 

extensive pre-training process of the XLM-R 

models played a pivotal role in their superior 

performance compared to other models pre-trained 

for a single epoch. 

In this study, we have made several 

contributions to the research community. We have 

made publicly available the pre-trained models of 

BERT, DistilBERT, and RoBERTa, along with the 

fine-tuned models of BERT, DistilBERT, 

RoBERTa, XLM-R-base, and XLM-R-large. 

 

Figure 1: Normalized confusion matrix of XLM-R-

large for sentiment analysis with four classes 
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Additionally, three new datasets 4  have been 

released, which include a sentiment dataset 

comprising 5,037 news comments annotated with 

four classes, another dataset with 5,037 news 

comments annotated for three classes, and a large 

Sinhala news comments dataset containing 

417,332 unannotated comments. These resources 

aim to foster further advancements and enable 

researchers to explore sentiment analysis in the 

Sinhala language more effectively. 

These research outcomes contribute valuable 

insights to the field of sentiment analysis of low-

resource languages and provide a foundation for 

future studies and applications. The utilization of 

transformer models, especially XLM-R-large, 

showcased promising results, indicating the 

potential for further advancements in sentiment 

analysis tasks for the Sinhala language. 

7 Limitations 

Despite the efforts to build and fine-tune 

transformer models for Sinhala sentiment analysis, 

several limitations remain. 

Dataset Limitations: Although we used the 

OSCAR dataset for pre-training, the dataset size is 

limited to 2 GB, which may not fully encompass 

the diversity and complexity of the Sinhala 

language. This limited corpus may not provide 

sufficient exposure to a variety of linguistic 

expressions and dialects in Sinhala, thereby 

constraining the model’s ability to generalize 

across different text types. Additionally, the fine-

tuning dataset, consisting of comments from 

sources such as Lankadeepa online newspaper and 

GossipLanka news website, may introduce topic or 

sentiment biases that are not representative of 

broader Sinhala language use. 

Annotation Limitations: Data annotation for 

sentiment analysis was conducted by two native 

Sinhala speakers, achieving an inter-annotator 

agreement score (Cohen's Kappa) of 0.794. While 

this indicates a good level of agreement, it also 

suggests some level of disagreement, which could 

lead to inconsistencies in sentiment labels and 

affect model performance. The annotations might 

contain subjective interpretations, especially in 

cases where sentiments are not explicit, and this 

could influence the accuracy and reliability of the 

final dataset. 

 
4https://github.com/bandaranayake/sinhal

a-sentiment-analysis 

Class Imbalance: Both datasets used in this 

study exhibit significant class imbalances, 

especially with the "Negative" class being 

dominant, which may bias the model towards 

negative predictions and reduce accuracy for 

underrepresented classes like "Conflict". 

Limited Epochs for Pre-training: Given 

computational constraints, pre-training was limited 

to one epoch, which may not provide the models 

with enough iterations to fully capture the language 

patterns and features of Sinhala. However, the 

XLM-R model, which was already pre-trained for 

multiple epochs on a large corpus, produced better 

results due to its extensive pre-training process. 

Limited Fine-Tuning: The models were fine-

tuned using default configurations recommended 

in the original papers, without exploring alternative 

hyperparameters to identify the best setup. 

Although adjusting these settings could have 

enhanced model performance, this approach was 

not pursued due to limited computational 

resources. 

These limitations indicate potential areas for 

future work, such as expanding the dataset, 

increasing annotation consistency, exploring 

additional model architectures, and conducting 

further experiments to enhance model 

generalizability for Sinhala language applications. 
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