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Abstract

This article discusses the recent digitization
project of the Finno-Ugrian Society, using the
work on Livonian publications, especially those
from Seppo Suhonen’s Liivin kielen ndytteitd
from 1975 as a case study. We start by contextu-
alization and motivation for these undertakings,
both from the point of view of the Finno-Ugrian
Society and the University of Latvia Livonian
Institute, and then describe the workflows we
have developed and foresee for the next steps.

1 Introduction

In last years the Finno-Ugrian Society has system-
atically advanced their digitization program, with
the goal of increasing the digital availability of the
materials the Society has published. This paper
outlines how the work has progressed, what types
of questions have been addressed and which have
been identified to still require solutions. We use
as an example the Livonian materials recorded and
published by Seppo Suhonen, narrated primarily
by Petdr Damberg (Suhonen, 1975). Other Livo-
nian materials the Society has published are Setild
(1953) and Migiste (2006). The aspect that distin-
guishes Suhonen’s materials from the rest is that
recordings were made and have been archived at
the Institute for the Languages of Finland. Setdld’s
and Migiste’s publications are based on transcrip-
tions made on the spot without recordings. The
audio recordings open many new possibilities in
available workflows that need to be discussed.

2 Context of the University of Latvia
Livonian Institute

Compared to many other critically endangered lan-
guages, Livonian has been relatively well docu-
mented. Nevertheless, much of this documenta-
tion has historically been shaped by the academic
interests of linguists, resulting in materials that
primarily address scholarly audiences. Examples

include textual publications and, in particular, lexi-
cographic works dating back to the mid-19th cen-
tury (e.g., Wiedemann, 1861; Kettunen, 1938),
which relied heavily on phonetic transcription and
were therefore largely inaccessible to the Livonian-
speaking community. The first lexicographic col-
lection written in the Livonian standard orthogra-
phy did not appear until 1999 (ErnStreits).

Since its establishment in 2018, the University
of Latvia Livonian Institute has been developing
a suite of dual-purpose databases—serving both
research and community needs—which encompass
lexicographic and morphological data as well as the
Livonian text corpus, all based on the contemporary
Livonian orthography (see Ernstreits et al. 2024).

With the rapid expansion of the aforementioned
Livonian database cluster over the past five years
and the growing interest in Livonian language learn-
ing and use, the need for additional documenta-
tion has become increasingly evident. While major
text collections published or compiled in the stan-
dard orthography—such as books, newspapers, and
manuscripts—have already been incorporated into
the corpus or are planned for inclusion in the near
future, the question of how to effectively integrate
other sources, such as materials published for aca-
demic purposes in phonetic transcription has come
to the forefront.

The efficient utilization and resource-conscious
normalization of such phonetic sources into the
standard Livonian orthography is closely tied to the
research presented in this article. In the broader
context of developing future technologies serving
both the Livonian community and linguistic re-
search, this work is especially timely. A related
project currently being implemented at the Univer-
sity of Latvia Livonian Institute focuses on creating
an aligned speech corpus, which uses as its speech
input texts from the written corpus—particularly
those reflecting natural speech situations, such as
folklore.
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Consequently, the integration of transcriptions
from existing audio recordings is highly relevant
for the development of future speech technologies.
These not only promise to expand opportunities
for the use of Livonian but will also facilitate the
extraction of additional linguistic data from the
substantial number of recorded yet untranscribed
Livonian audio materials.

3 Context of the Finno-Ugrian Society

The Finno-Ugrian Society has been publishing sci-
entific materials, both research and language mate-
rials, on the Uralic languages since the Society was
founded in 1883. The Society has also funded and
coordinated large fieldwork material collections
throughout the areas where the Uralic languages
are spoken. These materials can be primarily found
at the Archive of the Finno-Ugrian Society located
at the National Archives of Finland. The Society,
in a work that has continued to the present day,
has been publishing these materials as edited text
collections and dictionaries, and new research is
continuously being published.

The contemporary demands and expectations to-
ward the digital availability of these resources have
led the Finno-Ugrian Society to develop and ap-
ply a digitization plan. Although the digitization
work has for now primarily focused on published
journals, recently work on text collections and dic-
tionaries has also been initiated, and also the first
digitization experiments have been conducted with
the Society’s archives.

Whereas the scholarly output is primarily meant
for researchers, the situation is different with mate-
rials such as texts and dictionaries. These materials
certainly have extensive and important research
uses, but at the same time they are very important
for contemporary language users and learners. We
argue that it is necessary to combine to the digitiza-
tion process steps which enhance the usability of
these materials, and these actions ultimately align
very closely with the needs of both the community
members and researchers.

The goal of the Finno-Ugrian Society is not to
republish these materials. These materials have
already been processed, analyzed and edited by
specialists of each language, and we would prefer
to frame our current work more as enhancing the
usability and accessibility of the already existing
works, and not as creation of new publications as
such. Of course these boundaries are blurry, and

digital versions of the publications are inevitably
distinct from the originals. There are situations
where they need to be cited separately, and the re-
searchers who were involved in the work with the
digital versions also need to be acknowledged. Our
stance can still be illustrated by delineations such
that when we digitize these works and create digital
versions, we refrain from additional tasks such as
adding new translations. Tasks such as adding au-
tomatically a new normalized transcription layer or
ensuring that all lexemes are in the morphological
analyzers are more of enhancing background tasks
than conducting entirely new research.

This work has not been done in a vacuum, but
it connects to the earlier research. Rueter and Par-
tanen (2019); Rueter (2024); Rueter et al. (2024)
describe their work on Erzya and Moksha corpora
and how they connect to the analyzers of these lan-
guages. However, the approach taken here is more
extensive, and we aim to keep the connection intact
between digitized resources and the later corpora
constructed from them.

4 Livonian Case Study

The Livonian recordings carried out by Seppo
Suhonen in 1971 in Tallinn and Riga form a
large collection of Livonian speech data. A co-
interviewer was Karl Kont. Suhonen returned to
interview P&tdr Damberg in 1981, but these record-
ings will only be digitized by the late 2026. Besides
Damberg, Suhonen recorded other individuals as
well, and Damberg himself was recorded by Eduard
Viiri and Unto Miettinen in 1965. These record-
ings are stored in the Tape Archive of the Finnish
Language at the Institute for the Languages of Fin-
land. Jantunen (2025, 9) estimates that Suhonen’s
recordings are all together approximately 51 hours.

The recordings transcribed and published in Li-
ivin kielen ndytteitd (Suhonen, 1975) contain in
total 2 hours and 50 minutes of speech. The pub-
lished transcription is displayed in Figure 1, located
in the end for convenience. We argue that this is
an extremely typical scenario with data on endan-
gered languages: a small part of the material is
processed in more detail than the rest. Also in
this case Jantunen (2025, 9) describes having tran-
scribed approximately 6 hours of the Suhonen’s
materials. This means that approximately 20 % of
Suhonen’s material has been transcribed.

This scenario is at the same time very promis-
ing and potentially highly rewarding in contempo-
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rary technical landscape. The parts of the dataset
that are more finely processed, be it in the form
of transcriptions or annotations, can be used as a
training data to model the process in question, and
thereby the resulting model can be used to analyze
the remaining data in comparable style. This way
the current transcribed Suhonen’s Livonian corpus
could ideally be extended to whole 51 hours, which
would have significant consequences to the general
availability of spoken and transcribed Livonian.

It must also be noted that we are now discussing
Livonian materials collected by a few individuals
and stored in one language archive: naturally, the
scope of all existing Livonian recordings from this
time period, and containing speech from the same
individuals, among them Damberg, is much larger.

5 Automatic Text Recognition

Automatic text recognition of texts written in the
Finno-Ugric transcription system has been a large
challenge in the field in the past. However, in last
years especially the Transkribus platform (Kahle
et al., 2017) has allowed researchers to easily tran-
scribe materials following the transcription con-
ventions they consider best, and then train text
recognition models with this data, improving the
accuracy rapidly in an iterative manner. At the
same time, processing of handwritten documents
has also progressed very rapidly (Partanen et al.,
2022; Arkhipov et al., 2021; Lamb et al., 2022).
In the context of the Finno-Ugrian Society’s
Livonian materials, we often find a situation where
the same material exists in handwritten, typed and
published versions. In these instances our focus
is in digitizing the published version, and we take
as our starting point that this is the most carefully
edited and the most useful version. We can make
the information available about the other existing
versions, but starting to digitize all of them and
creating comparable version would already stray
away toward entirely new publications, and is not
the point nor the scope of the current work. The
goal is not to reconstruct in detail all nuances of the
earlier work, but improve the use of language re-
sources that are not currently as accessible as they
could be. The language data is in the focus of this
work, not the actions of the earlier researchers.
When we create the text recognition models, it
seems that Finno-Ugric transcription of Livonian
is a category in which the same models are able to
generalize up to some degree. However, each publi-

cation has small differences and idiosyncrasies that
need to be individually addressed. The best Livo-
nian models currently are trained with almost 200
000 transcribed words and reach the character error
rate of 0,28 %. A page in Transkribus platform
with recognized and manually corrected text is dis-
played in the Figure 2. When we want to process
a new publication, we need to add enough pages
to cover the new characters and the new variation,
but in our experience this is a very painless and fast
process.

Although Transkribus is not an open-source plat-
form, the spirit and general approach of Tran-
skribus maintainers and the READ Coop that man-
ages the project has aligned well with our goals.
Needless to say, one must also consider whether
the proofread materials could be deposited in some
other environment, so that even open-source text
recognition tools could be trained, tested and eval-
uated with this data.

6 Layout Analysis and Tagging

This part of the process takes place partly before
the text recognition, but we discuss it still at this
point as adjustments to the layout are done usually
after the text recognition, and at the same time part
of the tagging is done for the existing text.

Layout analysis refers to the identification of the
structures in the document pages. Text regions and
text lines are examples of regions, and page num-
ber would be an example of a structurally tagged
text line. In our approach this tagging is extended
very far. We mark headers, descriptions, metadata
sections and page numbers separately. This data
can be used effectively when the corpus is created
at the later steps.

There would be many ways to structure the data,
but our goal for now has been to create a mini-
mal structure needed to distinguish Livonian and
Finnish elements, first of all. In some of the books
discussed here every even and odd page has a differ-
ent language, in which case we can simply use this
information to distinguish the language. At times
the texts and translations are on the same page,
with possible multiple short texts per page. In these
cases it is critical that both original text and transla-
tion parts have the same number of elements. Then
we can match the Livonian text and translation au-
tomatically by the number of elements. Naturally,
a more nuanced method could be envisioned, but
this convention has worked well for us. There have
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been individual cases where a Livonian paragraph
is split into two paragraphs in the Finnish transla-
tion. In these cases the solution has been to insert
a tag for the Finnish translation that tells that we
have a non-corresponding paragraph break. Infor-
mation about the existence of the paragraph break
is thereby kept, and the digitized data remains as
intact and coherent as possible.

One particular case comes from indentation. In
some situations, indentation is distinct enough that
we can build a small classifier for the line starting
points on a page and identify which are indented.
At times, instead of indentation, there is a small ver-
tical space between paragraphs: then these should
probably be in different text regions.

Hyphenation is another structural issue. When
the hyphen is located at the end of the line, the word
can possibly be just hyphenated in this position, or
it can be a compound where the hyphen is supposed
to occur following the used transcription standards.
We have not marked these instances manually, so
that hyphenated words where the hyphen is needed
are marked distinctly and these hyphens can be
retained for later processing.

7 Orthography Normalization

As different publications have used slightly differ-
ent transcription systems, there is a need to unify
these so that comparative searches can be done,
and the material can be connected to contemporary
language technology. We need to facilitate corpus
entries for lexicon and morphological analyzers,
and this cannot be done if the transcriptions are
wildly different. At the same time we recognize
that the transcriptions are often very detailed and
may contain dialectal features that are important,
but cannot be easily expressed in the literary lan-
guage and contemporary orthography.

Thereby what we are looking for is sort of a
middle way where the representation is brought
as close to the orthography as possible, but leaves
some wiggle room for original details in the tran-
scription. This is necessarily a partly impressionis-
tic goal. Partanen (2024) discussed this task in their
study where Large Language Models were tested
in transliteration of endangered Uralic languages,
and also in this context the task was not only a
transliteration, but toward a normalization as well.
As we are also keeping the original transcriptions,
no information is lost, and various transcription
layers can be envisioned.

If all transcriptions in different sources are essen-
tially phonemic, with additional phonetic features
present, one can also envision a solution where
the harmonized transcription would have the same
phonemic representation in all of them. At the
same time, this would not be very useful for the
language community and it would remain very un-
usable from the point of view of language tech-
nology. Since the Livonian orthography is actually
fairly phonemic, it does not seem reasonable to aim
toward anything else.

The workflow we have constructed in the pilot
project is that the transcription is automatically
transformed toward the orthography with a rule-
based Python script. The script is adjusted based
on the feedback we receive from the experts at the
University of Latvia Livonian Institute. The rules
are slightly different for each publication, but the
output should match as well as possible. Figure 3
illustrates the transformed text.

The evaluation of texts normalized from pho-
netic transcription demonstrated that the results
were very close to those that could be achieved
through manual transcription. While certain ortho-
graphic inconsistencies were observed——primarily
related to compounding and to the morpholog-
ical principles applied in Livonian orthography
(e.g., to-kabal vs. idokabal ’all the time; always’;
jetspedon vs. jedspédon *away’; and in several
cases involving specific verb or noun types such as
tiedist ‘[they] did know’ vs. fiedizt ’[they] knew’,
taggist vs. taggizt ‘ones behind’) — the overall
output was remarkably close to a gold-standard nor-
malization. This indicates that the process can sig-
nificantly reduce the effort and resources required
for such transcription tasks.

8 Corpus Creation

In the corpus creation phase we parse the Tran-
skribus Page XML documents with Python through
the Transkribus API. The layout structures and tag-
ging described in the earlier section is used to re-
trieve the correct structure. The resulting corpus
contains transcribed Livonian sentences and infor-
mation about the matching Finnish translation at
the paragraph level. At the moment it does not
seem to be possible to join Livonian and Finnish
automatically at the sentence level. Another op-
tion would be to match the lines by position, where
the Livonian sentence would have as a translation
the roughly corresponding lines or portion in the
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Finnish translation. Sentences cannot be directly
aligned as there are small editorial differences be-
tween the versions, and sentence punctuation in
the Finnish does not always correspond perfectly
to the Livonian punctuation. Naturally, the text
collection has not been created originally with the
perfect sentence level matching in mind, and this is
just a feature of the material for which we are still
deciding the best approach.

As mentioned above, the alignment is based sim-
ply on the number of paragraphs. Similarly in the
whole book there is a fixed number of texts. The
metadata that has been tagged is extracted, and can
be accessed directly in the parsing phase. However,
we have found it more convenient to store the meta-
data in a separate table, where it can be extended
and clarified. We often have text-specific details,
i.e. location as coordinates, which we in any case
want to associate with each text, but we do not want
to add them to the digitized work. In principle, any
format would work for this additional metadata, as
we can always merge it with the corpus using the
number of the text as a shared field.

9 Forced Alignment

Forced alignment is not a task we have yet applied
to the workflow, but aligning the text and audio
is a critical phase that should be performed in the
cases where the original recordings are available.
The current approach is to manually segment a
portion of at least some tens of minutes at the ut-
terance level, so that there is some baseline data
against which we can evaluate different alignment
approaches. This initial work is presented in the
Figure 4.

There have been recent experiments in using
Montreal Forced Aligner (McAuliffe et al., 2017)
within the Uralic-Amazonian collaboration that
has been taking place between the Universities of
Helsinki and Belem (Rueter and Partanen, 2025).
The idea in this work has been to align utterances
in Komi-Zyrian and Apurind at the phoneme level,
and the goal has been to test if the alignment model
can be trained with this type of data and how good
the results are. If the results are positive, we could
expect that the same can also be done with other
endangered languages with similar resources, a cat-
egory into which Livonian also fits very well.

With forced alignment it is important to notice
that there are at least two fairly different scenarios
in which forced alignment can be used. Most typi-

cally, it seems, we are discussing a scenario where
there is perfect matching with the transcription and
the audio segment, and the task is to match every
phoneme as accurately as possible. However, this
is not what we want to do first with the Livonian
materials, but we would be very happy to have it at
a later stage.

The situation is very different when there is a
long and edited transcription, which corresponds
to the audio, but not perfectly. The mechanisms
needed here are fairly different, and the model
needs specific logic to react to situations where
there is no match, or when there is some additional
content that cannot be matched. Ideally, in these
situations the matching would be done at the utter-
ance level, as the transcription would probably be
revised against the audio once it is coarsely aligned.
However, it seems that there is less support for this
type of fuzzier alignment than there is for phoneme
level alignment. We need to investigate what kind
of forced alignment tool would work the best in our
initial scenario. The tools that focus to phoneme
level alignment should be used when the transcrip-
tion is already aligned at the utterance level, and
ideally manually adjusted if needed.

10 Universal Dependencies

There are currently several Universal Dependen-
cies treebanks available for Uralic languages, and
among these are also minor Finnic languages. In
recent years two treebanks have been published
for Karelian (Pirinen, 2019), one for Veps, another
for Tundra Nenets, and soon there will be one for
Northern Mansi. This is definitely a domain where
new progress would be very welcome.

Seppo Suhonen’s materials discussed here could
suit this type of development work very well, too.
The recorded and transcribed texts, that are un-
problematic from the point of copyright, would be
well fitting for open projects such as the Univer-
sal Dependencies. However, there is certainly a
need to take into account both spoken and written
Livonian, and also older recordings and contempo-
rary speech. The situation is thereby fairly similar
to Komi treebanks, for example, where different
varieties and genres have been accounted for (Par-
tanen et al., 2018). Similarly, the spoken language
treebanks have various questions unique to them,
especially in how the speech-specific phenomena
are annotated (Dobrovoljc, 2022).
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11 Conclusion

As outlined above, it is possible to envision a
pipeline where the Livonian transcriptions are
aligned with the Finnish translation, aligned with
the audio, possibly even on a phoneme or word
level, normalized to the Livonian orthography, and
analyzed with contemporary morpho-syntactic an-
alyzer for Livonian. This type of resource would
be useful in a wide variety of research tasks, but it
would also serve the language community in very
detailed applications, including searching across
the corpus and using both text and audio versions
in language learning and education.

At the same time this data would be useful in
tasks such as training automatic speech recognition
tools. Especially in the context where there is a
large number of recordings from a few individuals,
it seems realistic to reach a very high recognition
accuracy with the current methods, as reported in
similar scenarios half a decade ago by Partanen
et al. (2020) and outlined for Livonian recently by
Ernstreits (2024).

One particularly promising outcome of the
successful normalization of Livonian texts docu-
mented in phonetic transcription would be the inte-
gration into Livonian databases of materials from
the 1938 Livonian—German dictionary (Kettunen,
1938), which contains a substantial amount of lin-
guistic data, especially lexemes, not yet represented
in the current Livonian database cluster and provid-
ing valuable expansion of vocabulary acccessible
for Livonian speakers and learners.
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Nuotanveto

vadd kied3D 2ft7 minda kerD / mindan &tts pitkim#D mtndan
at 17Et5m3D / no nei k%olmsadh viifadd mettdrt pifkad / vgi-
b3D vilda kied3D ka // siZ kiedSD jgvh siddb3D vadi jiir rénda

1E’rr5'// vadin TFt5 ka / vadin

pal / Yond#51 ku IrgsB 15°d5 m
um k%ot / vadd sU um / ja s3l52 kus um vadin ouk tYelZ tulki-
132 sle un vadh pierh /7 siZ vadan a%t5 +ibsD.

nu vadd tIb3D jur / vadd tIb3D jiB ja vadd su ifimdr at
peln kofkk3D agd 1§d3D / ja allSpedsn aFt3 / vanhst vg’1?€3
kiviD / pie’rrS pa’ﬁggﬁ svindD // se um laq‘pE’ISG vadd sid
vEldi? // vadd tib3D jiur sidiZ kled3D / vg’l@%? e’ddist kledsn
ja / ta’geist kled3D / 1’d3n vg‘l’kﬁer ittiz tYolzdn Xler vg> I
tUolstiZ // eddiZ kler / e’ddist kiedddSn vl i¥tiZ kier /
targgist Kiedsdén teg‘ii'r. tui:'.histiz vo?1l’ kier / nelku klersD
vo?! YE£F 81°2231-p8dn / nu / klersD lek$t3 si’z251-psdsn vadh
sU pliol Jja vadd tib3D ji¥sd vel vo’l’/ vg’IEﬁi ier3D / Kie-
a0 tufkamds ier3D vg'f{fi / siepiarést ku algs kiedSD kie-
r5giD ne?rrs / siZ ler?D lafkist? kierdm kied- kiedFdin iim3r
Tt5-kabhl / meiftiZ a¥ leridi &b volks siZ / kledsD 18 ksts
ng’##5 / ja nédi / ne 1E’ks tikki? / md’ddks jérd.

no 8i% ku lek&t$ ni mie’rrd / wva*ddd viedists kak¥ mies-
£3 // kok¥ pudnikks / e’ddi mieZ ja ta’ggi mieZ / ku / sgi-
dist aga pﬁftfist Sﬁl%iz kﬁogi kus ni vg’l’f metlist kuf ni
irgsB ve?iJjd / siZ ama > usks higist vietta / mits silda
w vieftd // no siz mgtlist nel / no ni’m ks Eilda vietty /
sttam sid vadd // 1teztuD ju i8t dotts vd’gei tevas vieﬂtaé‘f}
si’kdpliol siZ ne lek&td te’vvd vieraas jemid // sg’uvvi manda
i

= AR W ~ F - = T
keTD vo 1tti 1'eZtaD nel algdZ ku / iz_vel 1jjaks mittsi® Y

Figure 1: Example of the scanned page showing the
Livonian transcription of Suhonen (1975, 6)
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1 Nuotanveto

' vada kied3p attd manda kerp / mandan atts pitkimdp mandan
2 at IittdSm3p / no nei kvolmsada vissada méttsrt pitkap / vei-

3 b3p volda kied3p ka // siz kied3p jeva sidabsp vada jar randa
+ pal / tond?3l ku Trg3B 15°d3 mie’rra // vadan atts ka / vadan

s um kvot / vada st um / ja sal5z kus um vadan ouk tUoiz tutka-
s m3z s'e um vada p'era // siz vadan atts tibap.

7 nu vada tibap jar / vada tibap jas ja vada st immar at

s ifpein kofkk3p aga 1&d3p / ja all3pedsn att5 / vanast vo'itts

s kivip / p'e’rr3d pa’ﬁ{fé svinap // se um las_pTl3G vada s@

10 valdiz // vada tib3p jar sidiz kiedsp / vg’f{fé e'ddist kied3p

1 ja / ta'ggist kied3p / Td3n vo'l kier Tttiz tuoizan kier vo'l

12 tuoistiz // e'ddiz kier / e'ddist kied3d3n vo'l Tttiz kier /

11 ta'ggist kied3dan tegiz tuoistiz vo'l kier / neiku kiersp

14 vo'ltts si'zz3l-pédan / nu / kierdp leksts si'zz3l-pédan vada

15 s puol ja vada tib3p jasss vel vo'l / vg’ﬁfé iersp / kie-

Y

1s d3p tutkamas ierdp vo'ltts / siepierast ku alg3 kied3p kie-
s/

17r3gaD ne siz ierSp laskists kieram kied- kied3dan imm3r
18 Ttt3-kabal / meittiz as ieridi ab_volks siz / kied3p 1&ksts

19 ne’ff5 / ja nédi / ne 13ks tikkiz / m&'daks jara.

20 no siz ku lekdtd ni mie’rrd / va'dd3 viedistd kak$ mies-

21 3 // kaks pudnikka / e’'ddi miez ja ta'ggi miez / ku / séi-

> dist aga parttist selliz ktio%s kus ni vo'l / metlist kus ni

2 TrgaB ve'ijj3 / siz ama e’Zmaks aigist vietta // mits silda

2« um vietta // no siz metlist nei / no ni'm kas_3ilda vietta /

25 @ttam s vada // l'estap ju ist Uotts va'ggi tevas vie'tss //

2 sik§puo] siz ne lekits te'vwa vie'dds jemin // se’uvwwd manda
27 kerp vg’l'&é lietap nel aigaz ku / iz_vei Igjaks mitt3 il

Figure 2: Example of the text recognized Unicode text

showing the Livonian transcription corresponding to the
text in Suhonen (1975, 6)
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vada kieddod atd minda kord, mindan atd pitkimdd mindan a
t 11tomdd, no nel kuolmsada vizsada metort pitkad, voibo
d vélda kieddd ka. siz kieddd jova sidabdd vada jir rand
a pal, Gond#dl ku irgdb 13’dd mie’rrd. vadan attd ka, va
dan um kuot, vada s um, ja saldz kus um vadan ouk tuoiz
tutkamdz sie um vada piera. siz vadan ato tibod.

nu vada tibod jur, vada tibod jus ja vada su immdr at i’
lpein korkdd aga 16ddd, ja alldpeddn atd, vanast vo’1td
kivid, pie’rrd pa’ntd svinad. se um laz pi’ldg vada su v
aldiz. vada tibdd jur sidiz kieddd, vo’1ltd e’ddist kiedd
d ja, ta’ggist kieddd, 1’ddn vo’l kier itiz tuoizdn kier
vo’l tuoistiz. e’ddiz kier, e’ddist kieddddn vo’l 1itiz
kier, ta’ggist kleddddn tegiz tuoistiz vo6’l kler, neiku
kierdd vo’ltd si’zz0l-pédon, nu, kierdd lekstd si’zzdl-p
eéddn vada su puol ja vada tibdd jussdé vel vo’l, vo’ltd
erdd, kieddd tutkambés lerdd vo’ltd, siepierast ku algd
1eddd kierdgdd nd’rrd, siz lerdd laskistd kierdm kied-
ledddon immor 1td-kabal, méitiz as leridi &b volks siz,
kieddd 13’kstd ne’rrd, ja nédi, ne 1a’ks tikkiz, ma’ddks
jara.

X X H

no siz ku lekStdo ni mie’rrd, va’ddo viedistd kakS miestd
kaks pusnikkd, e’ddi miez ja ta’ggi miez, ku, sdidist

aga purtist selliz kuozd kus ni vo’l, motlist kus ni irg
Ob ve’ijjd, siz ama e’Zmdks aigist vieta. mits silda um
vieta. no siz motlist nei, no ni’m kiz sSilda vieta, éetam

sin vada. liestad ju ist Uotd véd’'ggi tevas vie’tsd. si’
kSpuo]l siz ne lekStd t6’vvd vie’ddd jemin. sO’uvvd munda
Figure 3: Example of the automatic orthography nor-

malization, corresponding to the text in Suhonen (1975,
6)
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J6.000  00:00:07.000  00:00:08.000  00:00:09.000  00:00:10.000  00:00:11.000  00:00:12.000  00:00:13.000  00:00:14.000  00:00:15.000 _ 00:00:16.000  00:00:17.000  00:00:18.000  00:00:19.000  00:00:20.000  00:00:21.0

J6.000  00:00:07.000  00:00:08.000  00:00:09.000  00:00:10.000 0:00:11.000  00:00:12.000  00:00:13.000  00:00:14.000  00:00:15.000  00:00:16.000 _ 00:00:17.000  00:00:18.000  00:00:19.000  00:00:20.000  00:00:21.0

|vada kiedsp atta manda kerp / |mandan atta pitkimap mandan at Iitt3map / no nel kuolmsada vis3ada mettart pitkap /

Nuotan kéydet ovat monesti, joissakin ovat pitemmat, joissakin lyhemmat, no siind kolmesataa viisisataa metria pitkat

Figure 4: Example of the text recognized Unicode text showing the Livonian transcription corresponding to the text
in Suhonen (1975, 6). This figure displays an experiment and the materials will likely be structured differently and
managed in other more suitable environments.
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