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Abstract

This paper presents two parallel corpora of
written Kildin Saami and the process of their
compilation. The first, a dictionary corpus,
contains 101,889 Kildin Saami tokens of ex-
ample phrases/sentences from three Russian-
Kildin Saami dictionaries and the glossary
of the nonfiction book Saami ornaments, ac-
companied by the examples’ respective head-
words and translations into up to four other lan-
guages. Headwords where possible are paired
with their underived base, making it a suitable
resource for investigating questions surround-
ing morphological derivation in Kildin Saami.
The second corpus comprises 23,884 Kildin
Saami tokens and was compiled from Saami
ornaments, a trilingual (Russian-Kildin Saami-
English) book introducing various Saami hand-
icrafts and their creators from across Russian
Sapmi.

1 Dictionary Corpus

This first corpus was originally built to facilitate
the study of morphological derivation in Kildin
Saami in my master’s thesis on the subject of the
reflexivizer -Onr1- (-edt-). A description of the
corpus is found in Hansen (2025, 38-43). The
work described here aimed at enriching the corpus
and comprises the example phrases and sentences
featured in three bilingual Kildin Saami-Russian
dictionaries: Antonova (2014), Afanas’eva et al.
(1985), and Kert (1986), as well as the trilin-
gual Kildin Saami-Russian-English glossary en-
tries from Mozolevskaja and Mechkina (2015).

In all, the corpus contains 21,800 Kildin Saami
examples, composed of 101,889 tokens at roughly
4.7 tokens per example. Due to as of yet unnor-
malized orthographic variation across the source
material, it is not yet possible to reliably estimate
the number of types or unique headwords, nor can
the number of headwords unique to each source be
given.
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The corpus is currently stored in a private
GitHub repository'.

Table 1: Dictionary corpus contents

Source Examples
Afanas’eva et al. (1985) 10,160
Antonova (2014) 10,641
Kert (1986) 230
Mozolevskaja and Mechkina (2015) 849

1.1 Corpus structure

The corpusis in .csv format in UTF-8 encoding and
contains 15 columns of data. The first five keep
track of the source text, the associated headword,
the headword in normalized orthography, the head-
word string in reverse, and the underived base head-
word of the aforementioned headword. Following
these are two columns for the Kildin Saami (nor-
malized orthography and original), then columns
for Russian, Finnish, English, and German transla-
tions of the Kildin Saami example phrases. Lastly,
there are columns for notes, inflectional informa-
tion of the headword, and English and Russian def-
initions of the headword.

1.2 Data source selection

The three source dictionaries were chosen for a few
reasons, the first being that they were accessible in
.dsl format, a type of structured text file that can
be used to compile dictionaries. The data being
structured in this way made it straightforward to
query and extract relevant data when corpus build-
ing, and it was additionally possible to load and
visualize them simultaneously in the dictionary ap-
plication Alpus. It was later a simple task to in-
corporate the data from Mozolevskaja and Mechk-

'Inquiries for accessing this resource should be directed
to the data admins of the GitHub organization langdoc.
The corpus is housed in the sjd-parallel-corpus reposi-

tory (https://github.com/langdoc/sjd-parallel-corpus), which
is currently set to “private” as it is a work in progress.
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m1] [b] [cINOPP3 [/c][/blI, 1 1. ecTb, kywaTb 4To; [bl#6nak noppa[/b] ectb s6noko;

m1] [blnoappe[/blo. 4. IV rpexa; [blnoappe noappl/bl ouews cunbHo Gonut (6yKs. rpw
10
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m1] [blnoappeuws[/blo. u. V obxopa; [b] waral/b] n i nopocéHok [/m]
1
1

m1] [blnopH3 [/b]III 1. ecTb, KywaTb 4TO (NOCTOAHHO; WHOrpa, GwiBano) [/m]

ml]2. ecTb, pa3bepaTtb, paspywaTtb 4TO (NOCTOSHHO; uHOrpa, Gweieano) [/m]

m1]3. ecTh, NPUUMHATH 6OAb (MOCTOSHHO; UHOrAa, GbBano) 4. MepeH. ecTb, nonpeKaTh,
m1] [blndppna [/b]IIT 1. checTb, ckywaTh 4TO (BHCTPO) 2. CbeCTb, PasbecTs, paspyunt
1[blnoppmyuun [/b] ([b]Indppmyx[/b]) I nuua, epa, cbecTHsle mpunacel; kopM; [blwir nd
[bIndppre[/b]III ctpap. k [blnoppal[/bl; [blnéiitn noppait[/b] xneb cbepen[/m]
[blnoppewess[/b] I To xe, uto [blndoppsel/m]

nopcal/b]l IIT 1o xe, 4yto [blndppna[/m

m
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1
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m1] [blnopcysea[/b]I xoTteTb \[ca\] ecte (kywaTb); [bIMyHH nopcysal[/b] a xouy ecTs,
m

blnopca[/blIV To xe, uto [blndppna[/bl; [blnopc niim[/b] noews cynal/m]

m1] [blnopTyss[/blI 1. KopMATbCA uem (RoBuBaTh cpemctsa K xu3ru); [blnopTysss ixa

[
[
[blnopTa[/b]IV kopMuTb / HakopMuTb koro; [b]MyHH nappHats nopTa[/b] A pebat Ha
[
[

1
1
1
1
1
1
1
1
1
1

ml]
m1] [/m]

[me] [c red]«[/c][c green]«[/c][c yellowl«[/c][c bluel«[/c][/m
nopcahts

[m1] [b] [c]nopcahT3[/c]l [/b] cm. [bl[reflNOPP3[/refl[/b] [/m]

[mo] [c red]e[/c]l[c green]l+[/c][c yellow]+[/c][c bluel«[/c][/m]

Figure 1: A screenshot from the .dsl file of Afanas’eva
et al. (1985). The upper nest of entries contains moppa
‘to eat’ and its derivations. Below is the individual entry
for mopcaht3 ‘to be hungry’, which includes a reference
back to noppo.

ina (2015), following its inclusion in the corpus
described in Section (2). This subset of data was
added due to its wealth of example sentences and
accompanying headwords.

In the case of Afanas’eva et al. (1985), another
benefit is the nested structure of entries, where
each headword houses daughter entries (if appli-
cable) for headwords derived from it. Outside of
the nests, daughter entries are also each afforded
individual entries in alphabetical order, with a ref-
erence tag to the underived base form. Figure (1)

This greatly simplified the task of identifying
derivational pairs, especially given that the regu-
lar morphophonological processes in Kildin Saami
that manifest alongside derivational word forma-
tion can obscure quite drastically these links. This
is because the orthography of words can be affected
not just word-finally, which occurs for instance due
to consonant gradation, but also at the beginning
of a word where vowels often undergo the change
of ablaut. We can consider the following base
word and its derivations: i1 (eal) ‘life’, EnpcyBB
(jel’suvve) ‘to want to live’, immnca (iillse) ‘to get
on (in life).” The result of such orthographic shifts
renders typical alphabetic organization of dictio-
nary entries rather unsuitable for Kildin Saami
and for investigations into derivation. Afanas’eva
et al. (1985) was further instrumental in identify-
ing derivational pairs for data points from the other
three sources, which do not possess a nested struc-
ture or reference tags for derived headword entries.

1.3 More about the data sources

In Afanas’eva et al. (1985), the headwords are
based on everyday spoken language and cover the
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NORETCID
[m1] [b] [c]NO=ETCWI [/c] [/b](
[mo] [c red]«[/c][c green]-[/c]
NOPPbI0BB3
[m1] [b] [c]NOPPHIOBBI [/c] [/b](8) [ilrnl/il.
[mo] [c red]«[/cllc green]«[/c]lc yellow]s[/c]
NOPPLACITH MAVIHY
[m1] [b] [c]NOPPBACITs MARAHI[/c] [/b] [ilcyw
[mo] [c red]«[/cllc green]«[/c]lc yellow]s[/c]
NOPPLKECH
[m1] [b] [c]NOPPLKECh [/
[mo] [c red][/cllc green][/cllc yellowls[/c]
noPP3
[m1] [b] [cINOPP3 [/c][/bl(oa; p) [ilrnl[/il. kywats, ectb; [blmyHH nopa sépl/bl a em cyn; [
[me] [c red]l«[/c]lc green]«[/c]lc yellowl*[/c]lc bluel+[/c][/m]
noPP3f 1
[m1] [b] [c]NOPP3R 1[/c][/b] (-)
[mo] [c red][/cllc green][/cllc yellowl«[/c]lc
noPP3ft 2
[m1] [b] [cINOPP3 2[/c] [/b
[mo] [c red]«[/cllc green]e[/cllc yellowls[/c]
MOPCACCHT
[m1] [b] [c]MOPCACCLTI [/cl[/b]l(3; ccT, cbT)
[m@] [c red]l«[/c]lc green]«[/c]llc yellow][/c]
noPCyBBI
[m1] [b] [c]NOPCYBB3 [/c] /bl (s)
[m@] [c red]«[/c][c green]«[/c]
M0=CYBBI

[ilrnl/il.
[c blue]«[/c]

a; n)
[c yellow]«[/c]

nopkapmnueate; [b]conH noppTcann néwal/b]
{/m]

[blnyrk néiin noppeiosa [/b] Bec
[/m]

GbiTb CheneHHsM;
[c blue]«[/c]
(MH. 4., BUH.) [b] [re
[c blue]«[/c]

[/i] nogusTts napyca (cm.
{/m]

cl1/b] [ilnpun[/il. meTenshsiii, BeioxHbii; [blnoppekecs eppk[/b] sbioxa
[c bluel«[/c][/m]

[ilcym. [/ilkywatenb, epnok; [blnapTachbT MAHIHL EHH3 NOppP3W
bluel«[/c][/m]

[ilnpun(/il. «kywaioumii;
[c bluel«[/c]

[blHiiTa, noppaii kyxHacsT[/b] pesouka,
[/m]

[ilrn(/il. nokywars WemHoxko; [bnappeus nyns,
[c bluel«[/c][/m]

[ilrn[/il. xoTeTs kywaTb; [b]TGHH ndopcysax?[/b] Tel kywaTe
[c yellow]l«[/c][c bluel[/c][/m]

Figure 2: A screenshot from the .dsl file of Antonova
(2014), showing individual entries for mopp> ‘to eat’
and others in alphabetical order. Compare with Fig-
ure (1), in which there is a noticable nested entry struc-
ture. Also important are POS tags (e.g. ra. (rus.
‘verb’) and information indicating morphophonological
changes occurring during inflection (e.g. for moppa,
ablaut through 0 (00) = oa (&) and consonant gradation
with pp (1) = p (1)).

many facets of Saami society, culture, and day-to-
day living. The dictionary comprises around 8,000
headwords, among which according to the fore-
word are a certain number of Russian loanwords
(Afanas’eva et al., 1985, 9).

In the preface of Antonova (2014, 5), it is
stated that the dictionary was compiled for a few
reasons. The work was initially to be a simple
word list to accompany the 2013 Kildin Saami
translation of Pippi Longstocking entitled Tapperu
Kykecocyxxk (Taar’jenj¢ Kukessuhk), translated
by Aleksandra Antonova from the Russian version
(Lindgren, 2014). There was a need for this word
list due to the fact that a significant portion of the
words featured in the translation were absent from
the dictionaries available at the time. These dictio-
naries were further asserted to be not widely acces-
sible. It was then decided that a new dictionary was
necessary, not only for making the Kildin Saami
translation of Pippi Longstocking more accessible,
but also to provide the language community with a
more comprehensive dictionary that includes prac-
tical vocabulary for everyday communication. The
lexicography team additionally sought to incorpo-
rate terms that are highly relevant to Saami cul-
ture. The dictionary comprises around 8,000 head-
words.

The later dictionary Antonova and Scheller
(2021-) building upon Antonova (2014) fea-



tures many spelling corrections, as well as gen-
eral spelling convention normalizations based on
Afanas’eva et al. (1985) (e.g. mm (/i) = ni
(li1) ‘[3sG] is’ and ammbcee (aamm’c’e) = aMMBC)
(aamm’ce) ‘to yawn’). The dictionaries appear to
share example sentences/phrases. In any case, data
from this later work are not included in the corpus
as no API or other tool are available to facilitate
their extraction.

Kert (1986, 5) in its turn is a bidirectional bilin-
gual Kildin Saami-Russian dictionary, composed
of 4,000 headwords. It is described as being based
on the vocabulary used in primary school text-
books, also including cultural terms relevant to
Saami life. Russian loan words, with some excep-
tions, are excluded.

From Mozolevskaja and Mechkina (2015), 674
headwords and 849 examples were extracted. See
Section (2) for more information about the text.

1.4 Dictionaries as data sources

When considering the data, the prescriptive na-
ture of dictionaries should be kept in mind. The
examples and phrases in the data were originally
constructed by the authors (an exception being
proverbs, though these do exhibit a certain degree
of variation based on preliminary observations)
and provide the reader with examples of how the
words can be used in context. The source texts as-
sert other information as well, such as how a given
word declines. As such, questions of language vari-
ation and frequency are not feasible.

In addition to the above, a further considera-
tion is that with the latest source publication (Mo-
zolevskaja and Mechkina, 2015) being from 2015,
there is roughly a decade of language change that
is not featured.

1.5 Corpus compilation tools

The corpus building process largely took place
in the Visual Studio Code (VSCode) application.
Python scripts facilitated the work with the data,
at times incorporating the libraries pandas, csv,
deepl, and re. Some of VSCode’s build-in func-
tions like the find-and-replace tool also stream-
lined the process. The dictionary file reader Al-
pus was further utilized to cross-check the intended
structure of the source dictionary entries as needed.
Alpus was useful also in the way that it could query
the dictionaries simultaneously, and certain ortho-
graphic discrepancies between the works would be
ignored.
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1.6 Data preprocessing

To extract the required data from the .dsl®> dic-
tionary files, it was mainly necessary to modify
the organizational structures used to house the
data. These were by-and-large strings that resem-
ble HTML tags (for instance ‘[b]’ and ‘[/b]’) and
were perhaps inserted by the original author for for-
matting the output. At times these disrupted the ex-
traction process, sometimes cutting through data
strings, or there were errors where tags were left
open. A further complication was the fact that tags
enveloping data also surrounded items like head-
words or their inflected/declined forms. These dif-
ficulties aside, the tags also helped define bound-
aries for what needed to be extracted from the files.

Slight modifications to the code were needed as
well due to some variations in structure between
the dictionaries.

1.7 Data Extraction

When it came to the stage of extracting data, a list
of headwords and their possible underived forms
from Afanas’eva et al. (1985) was created. Us-
ing this list of pairs as a starting point, the ex-
amples from Antonova (2014) and Kert (1986)
were extracted; as entries in these dictionary do
not have references to their underived base words,
it was possible to supplement these from pairs
collected from Afanas’eva et al. (1985). It is
however the case that the dictionaries use varia-
tions of the contemporary Cyrillic writing script
employed for Kildin Saami, and it is possible
that a few incorrect pairings were created across
the dictionaries. Among the orthographic dis-
crepancies are those relating to vowel length (e.g.
T|0@|rkToAT> (Antonova, 2014) = T|oa|rKTATY
(Afanas’eva et al., 1985) and preaspiration (e.g.
cys|xx|nmaars (Antonova, 2014) = cya|h|uToaT
(Afanas’eva et al., 1985).

These and other orthographic differences appear
to be systematic for the most part but for the mo-
ment still have yet to be resolved.

Having established these headword-underived
base pairs, they were matched up with their asso-
ciated example phrases and sentences. The Kildin
Saami examples were collected along with their
Russian counterparts. The dictionary of origin was
also recorded.

Later when revisiting the corpus for making im-

“These are freely available for download from
https://slovari.saami.su/.



provements, all headwords without an associated
example were added and paired with their under-
ived base where possible.

1.8 Secondary translations

In an effort to make the data more accessible, ma-
chine translation was carried out on the data into
English, Finnish, and German, as many publica-
tions related to Kildin Saami have been written in
these languages. These translations were effectu-
ated based on the Russian translations of the Kildin
Saami entries given in the source dictionaries. The
translations were made by means of the DeepLL API
Pro service and deepl Python library.

Though DeepL is one of the most robust ma-
chine translation services available, the quality and
consistency of the translations appears to be not ex-
tremely reliable; this is regrettable, though it can be
a helpful supplement to have access to when trying
to quickly scan through the data.

As Kert (1986) and Mozolevskaja and Mechkina
(2015) were not added to the corpus until later, they
do not feature secondary translations.

1.9 Data postprocessing

At this stage, many errors were quite visible for the
dictionary data in the way that for instance a tabu-
lation error would generate an incorrect number of
.csv columns across a block of data rows, and this
could easily be detected both through even a brief
glance and with the help of VSCode’s built-in .csv
error identifying features. Some errors also took
the form of duplicate lines. The majority of large
errors such as these were resolvable simply by us-
ing the find-and-replace tool in VSCode. Others
required a bit more time and attention, where for
example Russian data had somehow gotten into the
Kildin Saami example column. Aside from these
errors, some last escape characters and structural
strings were removed.

One last postprocessing step concerned the sec-
ondary translations. With these certain translations
that had for some reason been left blank by the
API tool were redone. Another issue was related
to grammatical and other tags in Afanas’eva et al.
(1985) using abbreviated terminology. There are
several dozen of these, such as cTpamarenbHbIit
3aior ‘passive voice’ which appears as ctpazg, in
the dictionary entries. The Russian example data
had been preprocessed by replacing the abbrevia-
tions with the corresponding expanded forms and
enclosing them in asterisks, though this for many
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examples interfered with the translation done by
the DeepL API. In total however, only around 500
of almost 21,000 examples contain one of these ab-
breviations, though not all translations have been
addressed yet.

1.10 Future improvements

As mentioned in the above subsections, a notable
issue with the corpus data is the lack of normal-
ization of typos and of differences in orthogra-
phy that can be found throughout the four source
texts. This can perhaps first be fairly easily reme-
died for most cases of variation by targeting the
headwords column, thereby making it possible to
identify more underived roots for the headwords of
those data points not originating from Afanas’eva
et al. (1985). It would be most ideal however to
eventually normalize the tokens in the examples
as well, which would make it possible to explore
derivations through corpus searches that include in-
flected forms.

A second improvement would largely affect the
data originating from Antonova (2014). Among
the headwords in this dictionary are entries for in-
flected forms of other headwords. These examples
would be reassociated with the uninflected form.

A third key change for the future would be to as-
sign at least one example sentence/phrase to those
headwords in the data without one. These exam-
ples could in principle be copied from elsewhere
in the data, as some headwords without examples
do appear in those of others.

Next, the corpus will be continually en-
riched with new headwords as they are found.
Kert (1988, 91) for instance includes the word
pyuncecscmaram  (ruupps’es’silagas) ‘reddish’
(from pynmncech (ruupps’es’) ‘red’), which is
not found in the corpus, nor is its adjectivizing
suffix -cuaram (-silagas) ‘-ish’ in combination
with any other base. This is not the only attested
derivational suffix missing from the corpus data,
and it is crucial that such forms be represented for
the corpus to be useful as a resource for exploring
word-forming morphology in Kildin Saami.

Even within the corpus itself are words that are
not given their own entries as headwords. The Rus-
sian loanword 6yTtepOpon (but’erbrod) ‘sandwich’
(same spelling and meaning in Russian) for exam-
pleisused 10 times in the data but has no dedicated
entry.

Finally, it should be mentioned that the data in
the example sentences/phrases columns do not fea-



ture morphosyntactic tags. The data can already
be queried fairly easily through RegEx searches,
though inflected forms, in particular of underived
words, remain a large hurdle. One possible avenue
for data tagging would be to utilize GiellaL.T’s FST-
analyser, although it is unclear whether this tool is
available for research outside GiellaLT.?

2 Saami ornaments corpus

The second corpus at hand draws its contents from
the 2015 publication entitled Saami ornaments
(rus. Caamckue y3opsl; sjd.* Camb KbIpbiind3), a
trilingual book that showcases Saami handicrafts
from across 15 Saami siidas (sjd. colifitT, syjjt)
within Russian Sdpmi. In all, the corpus features
23,884 Kildin Saami tokens aligned with the Rus-
sian and English parallel texts. According to the
front matter of the book, the original text is the
Russian, which was subsequently translated into
the Kildin Saami and English (Mozolevskaja and
Mechkina, 2015, 2). The corpus is currently stored
in a private GitHub repository (see !).

A significant portion of the data comes from the
book’s glossary, from which a total of 674 head-
words and 849 examples were extracted. Of the ex-
amples, 55 are proverbs. What is more, entries ap-
pear to follow the inflection categorization system
used in Afanas’eva et al. (1985), also borrowing
certain example phrases. The glossary does how-
ever diverge at times from the aforementioned dic-
tionary in orthography (in particular when it comes
to long and short vowels), as well as with the inclu-
sion of certain terms not found within Afanas’eva
et al. (1985) or in the other two dictionaries refer-
enced in Section (1).

2.1 Data structure

The corpus comprises 3,640 rows of data in
.csv format, in UTF-8 encoding. There are two
columns for the Kildin Saami data, one for the orig-
inal data modified and the other for normalized
orthography. Aligned with these are columns for
the Russian and English parallel textual data. Fur-
ther columns include one for notes, which mainly
records the notes left in the margins of the book
by those involved in the revising and editing pro-

*The imprint of GiellaLT’s digital Kildin Saami dictio-
nary mentions the existence of an automaton for paradigm
generation, see https://sanj.oahpa.no/about/. But the
GiellaLT infrastructure offers only an embryonic version, see
https://github.com/giellalt/lang-sjd.

“Kildin Saami.
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cess, as well as two columns for the sections and
subsections to which the data belong. The sections
reflect the overarching sections of the book, for in-
stance the various Saami siidas and the “About the
authors” portion. Subsections largely follow the
headers for the many handicraft items in the book.
Duplicate subsections within the same section are
numbered. The final column is for I.D. numbers,
which were added in order to keep track of the orig-
inal internal structuring of the book.

2.2 Corpus building

Thanks to the availability of an OCR’ed copy of the
book, as well as the book’s highly structured con-
tents with overall consistent use of (sub)headers
and bulleted lists, the process of compiling this cor-
pus was relatively straightforward.

The raw data first were copied and pasted into
a .txt file section by section, keeping parallel lan-
guage sections together. The data were then pre-
processed using a Python script in order to have
one sentence of data per line in the .txt file. Fre-
quent problem strings such as ‘1.” and abbrevia-
tions like ‘mH.” (rus. ‘plural’) were accounted for
in the script to simplify the process. The data were
then aligned in VSCode using the Edir CSV exten-
sion created by janisdd. The extension provides
an Excel-like interface for reading and writing .csv
files, allowing for simple data manipulation.

Concerning the alignment of the three versions,
sentential alignment was prioritized. Instances
where multiple sentences in one language mapped
to one sentence in another were aligned as one
data point, avoiding any divisions of single sen-
tences. Rarely, and as necessary, sentences were
rearranged for alignment.

Image captions and “Master of Sami Handicraft”
boxes (sections providing the name of the craftsper-
son) were excluded for the most part, given their
repetitive structure and redundant information.

2.3 Postprocessing

Once all data had been compiled, the data were
checked for lookalike character replacements (e.g.
the Latin <d> (U+00E4) for the Cyrillic <d>
(U+04D3)) and other nonstandard characters. The
biggest modification replaced the combining over-
lines (U+0305; e.g. <s>) used in the book to
indicate a long vowel, this in place of the stan-
dard orthography’s combining macron (U+0304;
e.g. <i>).


https://sanj.oahpa.no/about/
https://github.com/giellalt/lang-sjd

2.4 Preliminary observations

A notable aspect within the glossary is the inclu-
sion of Varzino (Arsjogg) dialectal varieties for cer-
tain headwords. Some of these are given in Table
(2). Note that the “standard™ variants are taken
from Antonova (2014).

A further point of interest within the glossary are
certain terms which are not listed in the three dictio-
naries included in the dictionary corpus outlined in
Section (1). Among these are Exech TaccoT (iekes’
taass’t) ‘Mars’, rapac (gaares) ‘worsted yarn’, and
ObIITRECH (bydtjes’) ‘necessary’.

2.5 Future improvements

As of yet, the text in the normalized orthography
data column has not undergone any normalization
for orthographic variation or for possible typos,
though this certainly is planned for the near fu-
ture to allow for more streamlined corpus queries
across multiple corpora; in this same vein, the cor-
pus will soon be converted to XML format, as this
has been preferred by the Kola Saami Documenta-
tion Project for such materials .

Table 2: Comparison of Standard and Arsjogg variants
(NOM.SG)

Standard Varzino (Arsjogg) Translation
HOAT H3BBT ’handle’
KaJIT KaIT ’pocket’
KbippKIMKAPD KbljjM-Kapphb ’mirror’
(or: KbliXMKapp) 7

KOaJUTb KOaJUIbT ’gold’

Certain segments of the data need to be revis-
ited for alignment modifications. Though overall
it was possible to identify correspondences across
the three language versions, certain sentences ap-
pear to have been skipped over during the transla-
tion process. To some extent these unclear sections
may be due to the corpus compiler’s competencies
in Russian and Kildin Saami, which include struc-
tural knowledge and a novice L2 proficiency level
in both languages.

3 Corpora applications

Turning first to the dictionary corpus, the structure
makes it ideal for investigating questions related

Standard” here refers to the language as it is used in
Afanas’eva et al. (1985), Antonova (2014), Kert (1986),and
Mozolevskaja and Mechkina (2015). It is not explicitly stated
which varieties are used in these texts.

®A description of the early stages of this project is found
in RieBler and Wilbur (2007); see also Rie3ler (2024).
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to derivation in Kildin Saami.” As derivation in
the language is almost exclusively accomplished
through suffixation, a key strength of the corpus is
its column for headwords spelled in reverse order.
Querying the data in a spreadsheet viewer, the rows
of data can be sorted with this column to quickly
identify all instances of a given suffix when it is
the final derivation. This reversed spelling column
being based on the normalized headword column
further makes it possible to gather headwords with
suffixes that vary orthographically by source (e.g.
-ahT3 and -axxbT3; -HIX(X)bK and -HAhKb).

Additionally, the ‘root’ column has been popu-
lated for many data points from Antonova (2014);
Mozolevskaja and Mechkina (2015); Kert (1986)
using derivational pairs created from Afanas’eva
et al. (1985). This establishment of derivational
relations for these data from other sources then
saves the corpus user the time of having to iden-
tify the connections manually, not only for the
parent-descendent pairings but also for the links
between sibling headwords with a shared root
word. The original nested headword structure from
Afanas’eva et al. (1985) in effect is broadened,
opening up opportunities to examine entire fam-
ilies of headwords side-by-side and pulling from
multiple sources at once. This is particularly use-
ful when comparing a headword carrying two or
more layers of derivational suffixation with its pos-
sible intermediate headwords (e.g. mW3HHT? (Seen-
nte) ‘to grow’ = WBHHTID (Seenntle) ‘to grow a
little, grow quickly’ = m3HHTIYBB? Seenntluvve)
‘to start to grow, get taller’) or when consider-
ing aspectual derivations (e.g. II3HHTI (Seenntle),
MI3HHTACCHTI (Seenntass’te), MBHTCH (Seentse) ‘to
grow quickly’; mHTH? (Sentne) ‘to grow continu-
ously’).

Aside from derivation, patterns in Kildin Saami-
Russian translation could be explored using the
Russian columns. To investigate translation strate-
gies involving desiderativity for instance, RegEx
could be employed to return all rows of data with
the Russian verb xotets ‘to want’ and its varia-
tions. Important would be to also include the col-
umn containing Russian definitions of the Kildin
Saami headwords, as not all have an accompany-
ing Kildin Saami-Russian example phrase pair.

Through the incorporation of new headwords
over time and more thorough orthographic normal-

"My many thanks to the two anonymous reviewers who
suggested including this section.



izations, the corpus will become a reference tool of
increasing usage potential for those who develop
community-facing resources, from spell-checkers
to pedagogical materials. Lexicographers espe-
cially may benefit from the spelling normalization
columns when deciding which forms to include in
a dictionary and possibly even list multiple varia-
tions for users’ ease of access and reduced prescrip-
tivism. We can take as an example how Antonova
(2014) features oHHDBIOBB? (0onnjuvve) while Mo-
zolevskaja and Mechkina (2015) additionally uses
O0aHHBIOBB? (dnnjuvve), both meaning ‘to be used’
and derived from the verb oann3 (ann’e) ‘to use’
though using a different stem.

As for the Saami ornaments corpus, the source
material was selected for compilation with the in-
tention of increasing the amount of multilingual
parallel corpus data available for Kildin Saami.
Particular to the source publication is its trilin-
gual parallel structure, which makes it quite ac-
cessible to English-speaking researchers who have
little to no proficiency in Russian and/or Kildin
Saami. The corpus with its three parallel ver-
sions can serve as a starting point for questions per-
taining to translation. Relatedly, quite many Rus-
sian loanwords are present in the data, some of
which are not found in the dictionary corpus, like
sTHOTpadmueckd (etnograficeske) ‘ethnographic’;
focused studies on Russian borrowings may ben-
efit from incorporating these data points into their
research.

What is more, the data are valuable for their
representation of contemporary nonfiction written
language and their subject area of Saami handi-
crafts. With these attributes in mind, directions of
research using the corpus could include analyses of
vocabulary in relevant semantic domains (e.g. col-
ors, materials, crafting tools/techniques) and lan-
guage change through comparisons with source
materials from other time periods. Researchers
from the fields of literary studies, history, and an-
thropology may also have interest in the data.

4 A note on copyright

The two corpora described in this paper derive their
contents from source texts that are protected under
copyright. In principle, copyright laws within the
European Union permit the use of the source ma-
terials for use in academic research; this includes
converting them to a digital format, storing them,
and processing them as is typically done when min-
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ing textual data.® It is furthermore permissible to
conduct research with such materials in collabora-
tion with other researchers.

Relatedly, fragments of the source material may
be published in order to illustrate the data in teach-
ing and scientific publication contexts. However,
data extracted from material protected under copy-
right may not be made freely available, and for this
reason the corpora are stored in a private reposi-
tory.

Ideally, the two corpora would eventually be
made more freely accessible, which could be ac-
complished with permission from the legal owners
of the data.
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