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Preface

Welcome to the Proceedings of the 10th International Workshop on Computational Linguistics for Uralic
Languages (IWCLUL), a dedicated venue for scholars, practitioners, and researchers working in compu-
tational linguistics with a particular emphasis on Uralic languages. This year’s workshop continues the
IWCLUL tradition of fostering interdisciplinary exchange, shared learning, and a collective dedication
to tackling the linguistic, technological, and social issues surrounding Uralic languages in the digital era.
The Uralic language family—stretching across Europe and Asia and including languages as varied as
Finnish, Hungarian, and the endangered Udmurt and Khanty—brings with it a distinct set of compu-
tational challenges. These languages often feature rich morphology, agglutinative patterns, and unique
syntactic and phonological structures, all of which demand specialized methods in computational ana-
lysis and language technology. Our workshop aims to highlight these complexities and encourage the
creation of innovative tools and approaches that not only facilitate digital use of these languages but also
contribute to their long-term vitality.
This year, IWCLUL saw a strong and wide-ranging set of submissions from the international research
community, demonstrating the sustained interest in computational work on Uralic languages. The accep-
ted papers span numerous topics and language varieties, offering insights into both well-documented and
lesser-resourced Uralic languages. This diversity reflects the ongoing growth of the field and the many
directions in which researchers are advancing computational linguistics for Uralic languages.
We are also pleased to celebrate Jack Rueter, who was honored with a lifetime achievement award by
ACL SIGUR for his decades-long dedication to Uralic language research, documentation, and technology
development. His work has had a lasting impact on the community and serves as an inspiration for future
generations of researchers.
We hope that these proceedings inspire continued research and collaboration in computational linguistics
for Uralic languages. May the insights, methodologies, and resources shared here contribute to meaning-
ful advances in the field and foster an inclusive future for Uralic languages in the digital landscape.
Sincerely, The IWCLUL 2025 Organizing Committee

ii



Organizing Committee

Organizers
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11:00 - 12:00 Lunch

12:00 - 13:00 Oral Session 5

Siberian Ingrian Finnish: FST and IGTs
Ivan Ubaleht

Case–Number Dissociation in Finnish Noun Embeddings:fastText vs. BERT
Layer Effects
Alexandre Nikolaev, Yu-Ying Chuang and R. Harald Baayen

Evaluating OpenAI GPT Models for Translation of Endangered UralicLangua-
ges: A Comparison of Reasoning and Non-Reasoning Architectures
Yehor Tereschenko, Mika Hämäläinen and Svitlana Myroniuk
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From NLG Evaluation to Modern Student Assessment in the Era of
ChatGPT: The Great Misalignment Problem and Pedagogical Multi-Factor

Assessment (P-MFA)

Mika Hämäläinen and Kimmo Leiviskä
Metropolia University of Applied Sciences

Helsinki, Finland
first.last@metropolia.fi

Abstract

This paper explores the growing epistemic par-
allel between NLG evaluation and grading of
students in a Finnish University. We argue that
both domains are experiencing a Great Mis-
alignment Problem. As students increasingly
use tools like ChatGPT to produce sophisti-
cated outputs, traditional assessment methods
that focus on final products rather than learning
processes have lost their validity. To address
this, we introduce the Pedagogical Multi-Factor
Assessment (P-MFA) model, a process-based,
multi-evidence framework inspired by the logic
of multi-factor authentication.

1 Introduction

In recent years, both the field of computational
creativity and university pedagogy have faced a
growing crisis of evaluation. In creative natural
language generation research, Hämäläinen and Al-
najjar (2021a) articulated the Great Misalignment
Problem, which is the disconnection between a sys-
tem’s problem definition, its implemented method
and the evaluation criteria used to assess its perfor-
mance. This misalignment leads to superficial or
misleading conclusions about a system’s success,
as the evaluation often fails to measure what the
system was designed to achieve.

A similar issue now permeates higher educa-
tion: the act of grading has become increasingly
detached from the authentic learning processes it
is meant to assess. As generative models such as
ChatGPT1 can produce fluent, original-looking out-
puts on demand, educators can no longer be sure
whether a student’s submitted work reflects gen-
uine understanding or merely the clever use of an
external artificially cognitive tool.

Just as computational creativity systems generate
artefacts whose internal reasoning is opaque, stu-
dents in the AI-saturated learning environment can

1https://chatgpt.com

now present creative products without revealing
the intellectual pathway that led to them. In both
cases, the evaluator encounters an artefact, such as
a poem, a program, an essay or a design, without
direct access to the underlying process that pro-
duced it. The traditional product-based evaluation
paradigm, which assumes a transparent correspon-
dence between output and competence, thus col-
lapses. The opacity of generative systems mirrors
the opacity of modern student work: both appear
impressive on the surface, yet the link between
creation and creator, between performance and un-
derstanding, is obscured.

This parallel suggests that the Great Misalign-
ment Problem has re-emerged in pedagogy under
new conditions. In education, the “problem defi-
nition” corresponds to the intended learning out-
comes; the “method” is the student’s learning pro-
cess; and the “evaluation” is grading. When these
three components fall out of alignment - when
grades reflect polished submissions rather than gen-
uine cognitive engagement - the integrity of learn-
ing assessment is compromised. The university
thus faces a dilemma akin to that of computational
creativity research: it risks optimizing for the ap-
pearance of creativity and competence rather than
for the authentic development of these qualities.

To resolve this, both AI research and pedagogy
must shift their evaluative focus from product to
process. In computational creativity, meaningful
evaluation requires attention to how a system pro-
duces its output, its generative mechanisms, con-
straints, and reasoning. Likewise, effective peda-
gogy must emphasize the learning process itself:
reflection, iteration, collaboration, and the student’s
evolving relationship with knowledge. In both do-
mains, understanding the process behind the prod-
uct restores transparency, accountability, and inter-
pretability. The challenge, then, is not merely to
detect misuse of generative tools but to redesign
evaluation frameworks that value the act of cre-
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ation—the unfolding of thought—as the true site
of learning and creativity.

2 Related Work

The emergence of LLMs has received a mixed re-
sponse among educators; several feel that AI is a
threat to students’ learning (Yu, 2023; Lin et al.,
2023; Ogugua et al., 2023), while others focus on
it’s potential in future of education (Lo, 2023; Cle-
land Silva and Hämäläinen, 2024; Morgan, 2024;
Macias et al., 2024).

Evaluation of NLG systems, creative and regu-
lar, has received a fair share of attention in the past
(Clark et al., 2021; Freitag et al., 2021; Howcroft
et al., 2020). Some researches even highlight that
automated evaluation methods such as BLEU are
simply not sufficient (Reiter, 2018). Evaluation
mainly relies on evaluating the output of such sys-
tems rather than taking the creative process into
account (Hämäläinen and Alnajjar, 2021b).

In terms of pedagogy, how people learn and
how they should be taught is a relatively well-
understood phenomenon. Frameworks such as
Bloom’s (1956) taxonomy, deep learning (see Mc-
Gregor 2020) and constructive alignment (Biggs,
1996) have been widely used. However, there’s
a big gap between theory and practice, and ulti-
mately, student assessment relies on grading some
sort of a final product of learning such as an essay
or thesis.

3 The Great Misalignment Problem in
NLG Evaluation

In their work, Hämäläinen and Alnajjar (2021a)
identify what they term the Great Misalignment
Problem in the context of human evaluation in nat-
ural language generation (NLG). The core claim
is that in much of NLG research that relies on hu-
man judgments, there is a systematic misalignment
among three key components: (1) how the research
problem is defined, (2) how the proposed method
or model is formulated and (3) how the human
evaluation is conducted. When these three are not
tightly aligned, the authors argue, the validity, inter-
pretability and reproducibility of human evaluation
outcomes are severely compromised.

The authors support their claim by surveying ten
randomly selected papers from ACL 2020 that in-
clude human evaluation. In their analysis, they ex-
amine (a) whether the problem definition is clearly
and narrowly stated, (b) whether the proposed

method follows directly from that problem defi-
nition, and (c) whether the human evaluation aligns
both with the definition and with what the method
is intended to model. They report that in only a
single case among the ten did all three align. In
many cases, the evaluation either ignores aspects
of what the method is modeling or tests orthogonal
criteria not grounded in the stated problem.

The implications of the Great Misalignment
Problem are profound. Because human evaluation
may end up measuring something other than what
the model is intended to do, the reported improve-
ments or differences in scores cannot reliably be
attributed to the proposed method. Instead, they
might arise from unintended artifacts, evaluation
design biases, evaluator variance or other uncon-
trolled factors. This undermines claims of advance-
ment, makes comparison across systems less mean-
ingful, and complicates reproducibility. Moreover,
the authors point out that human evaluation in NLP
is often conducted with insufficient methodolog-
ical rigor (e.g. vague questions, low numbers of
judges and opaque protocols), further exacerbating
the misalignment.

To move forward, the authors recommend that
NLP researchers take the problem definition seri-
ously and design methods and evaluations so as to
maintain alignment. Concretely, they urge narrow-
ing broad, vague problem statements into more pre-
cise, measurable sub-tasks; ensuring that modeling
decisions correspond to those sub-dimensions; and
crafting evaluation questions that directly probe the
modeled behavior. They also call for full trans-
parency in evaluation setup (e.g. prompt wording,
judge selection and instructions) and suggest that
human evaluation practices in NLP could benefit
from importation of best practices from fields ac-
customed to subjective measurement (e.g. social
sciences). They do not advocate abandoning hu-
man evaluation altogether, but rather reforming it
so that it becomes a more trustworthy and inter-
pretable component of NLP research.

4 LLMs and Teachers’ Nightmare

Not unlike the findings described by Hämäläinen
(2024), we have encountered negative teacher narra-
tives in Metropolia University of Applied Sciences
regarding LLM tools. There is a lot of fear among
teachers that students would use the new technol-
ogy to cheat and ultimately pass their courses with-
out learning much. On the other hand, there are
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also teachers who embrace the new technology and
actively use it in their teaching.

It is fair to say that LLMs have introduced a
radical disruption to the long-standing epistemic
contract between teachers and students. Pedagog-
ically, this contract rests on an implicit trust: that
the student’s submitted work represents their own
intellectual labor and engagement with the learn-
ing process. The teacher, in turn, evaluates this
work as evidence of learning, understanding and
skill development. However, with the advent of
LLMs capable of producing contextually appropri-
ate, grammatically flawless and even stylistically
distinct texts, this foundational trust is breaking
down. Teachers now face the uneasy possibility
that a student’s polished essay or thoughtful reflec-
tion may be more a testament to prompt engineer-
ing than to actual comprehension.

From a pedagogical standpoint, this collapse of
evaluative certainty threatens the very rationale of
assessment (see Şahin et al. 2024; Fagbohun et al.
2024). If an assignment can be completed without
genuine learning, then grades cease to measure ed-
ucational achievement. They become measures of
access to tools and skill in their manipulation. The
anxiety many teachers experience arises not merely
from the fear of academic dishonesty but from the
erosion of pedagogical meaning itself. When out-
puts can no longer be reliably linked to the cogni-
tive processes they are meant to demonstrate, the
educational system loses its anchor: learning be-
comes performative rather than transformative.

The teacher’s nightmare is not that students are
cheating, but that the act of evaluation has become
epistemically hollow. Traditional assessment meth-
ods such as essays, reports and even project work
are predicated on a production model of learning
where outputs reflect mental effort. In the LLM
era, this assumption no longer holds. The teacher
cannot see how the student arrived at a conclusion,
whether the reasoning was genuine or algorithmi-
cally scaffolded. Consequently, feedback loses
precision, as it targets the product rather than the
learner’s cognitive or creative process. Pedagog-
ically, this creates a feedback loop of disengage-
ment: students learn to outsource tasks, and teach-
ers, sensing the futility of assessment, may lower
expectations or turn toward increasingly mechanis-
tic forms of surveillance.

In essence, LLMs expose the brittleness of
output-oriented pedagogy. The crisis they intro-
duce is not technological but epistemological: ed-

ucation must now grapple with redefining what it
means to know, learn, and create in a world where
human and machine outputs are indistinguishable.
Teachers’ frustration, then, is not only emotional
but structural. It stems from a system designed for
a pre-AI understanding of authorship and agency.
The nightmare can only end when pedagogical
practices evolve to prioritize the evaluation of the
learning process itself over the evaluation of a final
product, reclaiming assessment as a shared inquiry
into learning rather than a judgment of finished
artefacts.

The Great Misalignment Problem offers a valu-
able lens for rethinking student assessment. By
highlighting the dangers of disconnect between
problem definition, method and evaluation, the
same critique encourages educators to scrutinize
whether grading practices truly measure the in-
tended learning outcomes. In pedagogy, this
means aligning what we want students to learn
(problem definition), how they engage in that
learning (method), and how we evaluate their
understanding (evaluation).

Rather than focusing solely on the final prod-
uct, educators can design assessments that make
the learning process visible through reflective writ-
ing, process logs, peer discussions or iterative
project development. In doing so, the evaluation
becomes an inquiry into alignment itself: does the
student’s process reflect the intended learning goals,
and does the teacher’s evaluation capture that pro-
cess accurately? This alignment-centered approach
transforms grading from an act of judgment into an
act of dialogue, ensuring that assessment remains
meaningful even in an era when the boundary be-
tween human and machine creativity is increasingly
blurred.

5 Future of Grading: a P-MFA Approach

We propose a novel framework named Peda-
gogical Multi-Factor Assessment (P-MFA) for
grading and learning evaluation designed for the
age of generative AI. It builds on the logic of multi-
factor authentication (see Ometov et al. 2018): just
as digital security no longer relies on a single pass-
word, educational assessment should not depend
on a single artefact such as an exam or essay. P-
MFA therefore verifies learning through multiple
complementary “factors,” each representing a dis-
tinct dimension of competence—what the student
knows (knowledge), produces (outputs), can do (ap-

3



plication), sustains over time (process continuity),
reflects upon (self-evaluation), and connects to real
contexts (situated understanding).

By combining these factors, teachers and stu-
dents co-construct a trustworthy, multi-channel
record of learning that is transparent, individual-
ized, and resistant to the misuse of AI. Rather than
focusing on control or detection, P-MFA shifts as-
sessment toward alignment: ensuring that what is
defined as learning, practiced as learning, and eval-
uated as learning all converge in an authentic and
human-centered educational process.

Theoretically, P-MFA can be understood as a
synthesis of constructive alignment and the Great
Misalignment Problem. Constructive alignment
posits that meaningful learning occurs when in-
tended learning outcomes, teaching activities, and
assessment tasks are coherently designed to support
one another. The Great Misalignment Problem, in
contrast, diagnoses the breakdown of such coher-
ence in research evaluation: when problem defini-
tion, method, and evaluation diverge, the resulting
claims lose validity.

P-MFA translates this alignment imperative into
pedagogy for the generative-AI era, explicitly de-
signing assessment systems that keep the “prob-
lem definition” (learning outcomes), the “method”
(student learning processes), and the “evaluation”
(grading practices) in continuous dialogue. Where
constructive alignment emphasizes curriculum de-
sign, P-MFA operationalizes alignment through
evidence diversity: multiple, process-anchored fac-
tors that ensure the assessment remains faithful to
both the intention and the practice of learning. In
doing so, P-MFA not only safeguards educational
integrity against AI-generated artefacts but also
reframes assessment as an interpretive act of main-
taining epistemic alignment between what learning
is meant to achieve, how it unfolds, and how it is
ultimately recognized.

In essence, the P-MFA approach operationalizes
the Great Misalignment Problem’s philosophical
insight within the classroom. It demands that edu-
cators explicitly design for alignment across defi-
nition, method, and evaluation, ensuring that the
assessment of learning remains meaningful, trans-
parent, and resilient to technological disruption. By
requiring multiple, process-anchored proofs of un-
derstanding, P-MFA not only protects the integrity
of grading but also redefines it as a dynamic act of
alignment, in which learning and evaluation evolve
together.

Problem definition in P-MFA is reframed as the
articulation of learning outcomes that go beyond
static knowledge. Education’s aim is no longer to
verify that students can produce isolated outputs
but that they can understand, apply, reflect and
contextualize their knowledge

The Method of P-MFA corresponds to the peda-
gogical and learning practices through which these
factors are activated. Instead of viewing learning as
a linear input–output pipeline, P-MFA promotes it-
erative, reflective and contextual engagement. Stu-
dents are not passive respondents to tasks but co-
designers of their assessment trajectory, selecting
factors that align with their goals and contexts

Finally, Evaluation in P-MFA is no longer an iso-
lated measurement but a process of triangulation.
Each factor functions as an evaluative lens that con-
firms or challenges the authenticity of others. The
resulting alignment between what was meant to
be learned, how learning occurred, and how it is
assessed embodies the very correction the Great
Misalignment Problem paper sought in NLP re-
search. When teachers adopt a P-MFA framework,
grading transforms from a verdict into an inquiry:
a structured investigation into whether the student’s
demonstrated process and outputs align with the
course’s learning definition. This ensures that eval-
uation measures authentic engagement rather than
algorithmic fluency. Moreover, because AI can-
not convincingly reproduce personal reflection or
contextual relevance, P-MFA restores pedagogical
trust by embedding evaluation in dimensions that
remain uniquely human.

6 Conclusions

The challenges faced in both computational cre-
ativity and contemporary pedagogy converge on a
single epistemic issue: the difficulty of evaluating
outputs without understanding the processes that
produced them. The Great Misalignment Problem
revealed how research can lose validity when prob-
lem definition, method, and evaluation drift apart,
an insight that now illuminates the crisis of grad-
ing in the era of generative AI. Our Pedagogical
Multi-Factor Assessment (P-MFA) model offers
a concrete response to this challenge by embed-
ding assessment within the learning process itself.
Through its multi-factor design—combining evi-
dence of knowledge, production, application, con-
tinuity, reflection, and context—P-MFA restores
alignment between what learning is intended to
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achieve, how it unfolds, and how it is recognized.
In doing so, it reclaims evaluation as a transpar-
ent and dialogic practice, reaffirming the role of
assessment not as an act of surveillance or verifi-
cation, but as an interpretive inquiry into human
understanding and growth in an age increasingly
mediated by machines.
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Abstract

Lemmatization is crucial in natural language
processing (NLP) for languages like Finnish,
where complex inflectional morphology signifi-
cantly affects downstream tasks such as parsing,
named entity recognition, and sentiment analy-
sis. This study evaluates the accuracy and effi-
ciency of several Finnish lemmatizers, utilizing
the Project Gutenberg corpus, which includes
diverse Finnish-language texts from different
periods. Notably, this is the first study to em-
ploy Trankit for Finnish lemmatization, provid-
ing novel insights into its performance. Addi-
tionally, the integration of Murre preprocess-
ing has been emphasized, demonstrating sub-
stantial improvements in lemmatization results.
By comparing traditional and neural-network-
based approaches, this paper aims to provide
insights into tool selection for NLP practition-
ers working with Finnish based on dataset char-
acteristics and processing constraints.

1 Introduction

Lemmatization, which reduces word forms to their
base forms (lemmas), is a critical step in NLP tasks,
especially in languages with extensive morpholog-
ical variation such as Finnish. The morphology
of Finnish allows a single root to yield multiple
surface forms, each conveying distinct syntactic or
semantic nuances. This complexity, compounded
by the dialectal (see Hämäläinen et al., 2020) and
historical variation of Finnish (see Partanen et al.,
2021), presents challenges for lemmatization tools.
The Project Gutenberg corpus1 offers a valuable
resource for assessing Finnish lemmatizers, as it
includes literature spanning different dialects and
historical periods.

Moreover, this study marks the first application
of Trankit (Nguyen et al., 2021) in the context of
Finnish lemmatization, exploring its capabilities

1https://www.gutenberg.org

alongside established tools. In this study, we com-
pare the performance of several Finnish lemmatiz-
ers on contemporary and historical Finnish texts,
assessing their adaptability, accuracy, and process-
ing efficiency. Our findings aim to guide NLP prac-
titioners in choosing the most suitable lemmatizer
based on dataset requirements and computational
resources.

Additionally, this research contributes to the
broader understanding of how lemmatization mod-
els handle linguistic diversity within Finnish texts.
By evaluating lemmatizers across both standard-
ized and non-standard forms, the study sheds light
on their capacity to generalize beyond training data
rooted in modern standard Finnish. This aspect
is particularly crucial for digital humanities and
corpus linguistics, where researchers frequently en-
counter orthographic and morphological variation
in historical or dialectal sources (see Säily et al.,
2021; Mäkelä et al., 2020). The analysis not only
highlights technical performance metrics but also
contextualizes them in terms of linguistic coverage,
robustness, and the practical implications for down-
stream NLP tasks such as part-of-speech tagging,
parsing, and information retrieval.

2 Related Work

Finnish NLP has seen increasing interest due to the
complex morphology of the language and its mem-
bership in the Uralic language family (Hämäläi-
nen and Alnajjar, 2021). A range of lemmatiza-
tion tools have been developed, from traditional
rule-based methods to neural-network-driven ap-
proaches. Modern tools such as the Turku Neural
Parser (Haverinen, 2014) and Murre [Finnish for
dialect] (Partanen et al., 2019) represent neural ad-
vancements, while older tools like Omorfi (Pirinen,
2015) remain foundational resources.

In addition, this study introduces Trankit for
Finnish lemmatization, a novel application that has
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not been previously explored in the literature. Pre-
vious studies have noted the challenges of lemma-
tizing Finnish due to its morphological diversity
(Öhman and Rossi, 2022; Rossi and Öhman, 2025).
Most tools are optimized for contemporary Finnish,
limiting their performance on historical dialects
that feature unique lexical, orthographic, and mor-
phological characteristics.

As highlighted by Hämäläinen et al. (2021), flex-
ible, open-source resources are essential to support
Finnish and other Uralic languages within NLP.
Studies on handling morphological richness in NLP
include approaches like FinPos (Silfverberg et al.,
2016) for unsupervised morpheme segmentation
and the broader universal dependency approach
(Nivre et al., 2020) for creating a multilingual tree-
bank collection.

3 Data

3.1 Dataset Description
To comprehensively evaluate lemmatizer perfor-
mance across different varieties of Finnish, we uti-
lized:

3.1.1 Standard Finnish Corpus (499
sentences)

We selected 499 sentences of contemporary Finnish
texts from Project Gutenberg. These texts adhere to
current orthographic and morphological standards,
serving as a baseline for lemmatizer performance.
The corpus was further segmented into sentences
and tokenized using the Trankit tokenizer to main-
tain consistency across experiments. We selected
works from different authors and genres (e.g., fic-
tion, essays, and religious texts) to capture stylistic
and lexical diversity. Texts were downloaded in
UTF-8 format and preprocessed to remove meta-
data such as licensing information and page head-
ers.

3.1.2 Non-Standard Finnish Corpus (189
sentences)

We selected 189 sentences from Finnish-language
texts from Project Gutenberg, encompassing:

• 1950s Finnish Texts: Mid-20th-century
works that reflect Finnish language conven-
tions from a transitional period.

• Historical Finnish Texts: Older works, in-
cluding Old Literary Finnish, which exhibit
archaic vocabulary and distinct morphological
variations.

The corpus was further segmented into sentences
and tokenized using the Trankit tokenizer to main-
tain consistency across experiments. For each tem-
poral category, we selected works from different
authors and genres (e.g., fiction, essays, and reli-
gious texts) to capture stylistic and lexical diversity.
This stratified selection process enabled us to exam-
ine how temporal and stylistic variation influences
lemmatization accuracy, providing a more compre-
hensive evaluation of the tools’ robustness across
linguistic and historical dimensions.

To assess lemmatizer performance on historical
texts, we manually annotated a test set derived from
Old Literary Finnish materials. This annotated set
captures unique features such as archaic vocabu-
lary and morphological patterns absent in modern
Finnish, providing a reliable reference for evalu-
ating context-sensitive lemmatization. Despite its
modest size, this set serves as a valuable bench-
mark for identifying the strengths and limitations
of each tool when applied to historical language
data.

3.2 Ground Truth Lemma Annotation

Ground truth lemmas were manually annotated by
a native Finnish speaker with expertise in Finnish
linguistics. The annotation process followed stan-
dard Finnish morphological conventions:

• Converting all verbs to infinitive forms (end-
ing in -a/-ä)

• Reducing nouns to nominative singular forms

• Normalizing pronouns to base forms (e.g.,
“mun” → “minä”)

• Handling dialectal forms by first normalizing
orthography, then lemmatizing

The annotation process was conducted by a na-
tive Finnish speaker with sufficient expertise in his-
torical linguistics, ensuring consistency and linguis-
tic accuracy. Annotations were performed follow-
ing established Finnish morphological and ortho-
graphic conventions, with special attention given to
variant spellings, obsolete inflectional forms, and
compounds that deviate from contemporary usage.
The resulting dataset thus not only functions as a
gold standard for evaluating lemmatization tools
but also contributes to the broader effort of build-
ing linguistically grounded resources for historical
Finnish NLP research.
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4 Method

We evaluated the lemmatizers on F1 score compar-
ing their output to the annotated gold standard. Spe-
cial attention was paid to context-sensitive lemmati-
zation, where words assume different lemma forms
depending on sentence context. The tools assessed
include:

• Turku Neural Parser: A neural model
known for high accuracy in contemporary
Finnish lemmatization (Haverinen, 2014; Kan-
erva et al., 2020).

• Murre: Handles dialectal variation, designed
specifically for dialectal Finnish (Partanen
et al., 2019).

• spaCy Experimental Models: Neural mod-
els for Finnish lemmatization within spaCy’s
framework (Pires et al., 2019).

• Omorfi: A rule-based morphological
database, foundational in Finnish NLP
(Pirinen, 2015).

• Trankit-FTB and Trankit-TDT: For the first
time, we incorporate Trankit models tailored
for Finnish, specifically the FinnTreeBank
1 (FTB) and Turku Dependency Treebank
(TDT) variants from Universal Dependencies
(Zeman et al., 2020), to evaluate their perfor-
mance against established lemmatizers.

We trained two Trankit models, Trankit-FTB and
Trankit-TDT, using the Finnish Universal Depen-
dencies (UD) Treebanks: FinnTreeBank 1 (FTB)
and the Turku Dependency Treebank (TDT). These
treebanks provide syntactically annotated Finnish
sentences, each containing gold-standard lemma
annotations suitable for supervised learning. The
FTB corpus primarily represents more formal,
edited Finnish, while the TDT contains a broader
range of contemporary written texts, including jour-
nalistic and web-based material. Both corpora were
split into training, development, and test sets fol-
lowing the UD conventions to ensure reproducibil-
ity.

The Trankit models were fine-tuned on these
datasets using their respective UD splits, employ-
ing the default multilingual pre-trained weights as
initialization. Training was performed for multi-
ple epochs until convergence, with early stopping
based on development set performance. This setup

allowed us to evaluate how well Trankit general-
izes across different Finnish language varieties and
annotation schemes. By training separately on both
FTB and TDT, we aimed to capture potential dif-
ferences in domain-specific morphological patterns
and assess the transferability of Trankit’s lemmati-
zation capabilities to historical and dialectal data
in the Project Gutenberg corpus.

We tested the aforementioned tools on both the
standard Finnish corpus (n=499) and non-standard
Finnish corpus (n=189) with and without prepro-
cessing using Murre. F1 scores were calculated to
evaluate the accuracy of each tool by comparing
predicted lemmas against ground truth annotations.
This evaluation allows us to assess whether Murre
preprocessing provides consistent benefits across
different varieties of Finnish or specifically targets
non-standard variation.

5 Results

The F1 scores for each lemmatizer, shown in Fig-
ures 1 and 2, reveal a striking contrast between stan-
dard and non-standard Finnish. Our results demon-
strate that Murre preprocessing provides sub-
stantial benefits for non-standard Finnish while
showing minimal effect on standard Finnish,
highlighting its specific utility for non-standard
language varieties.

Figure 1: Standard Finnish (n=499) with and without
Murre Preprocessing.

5.1 Standard Finnish Results
On the Project Gutenberg corpus (n=499), all lem-
matizers achieved high baseline performance, and
Murre preprocessing showed minimal impact:

• spaCy: 0.592 → 0.593 (+0.2%)

• Omorfi: 0.609 → 0.610 (+0.2%)

• Turku: 0.747 → 0.737 (-1.3%)
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Figure 2: Non-Standard Finnish (n=189) with and with-
out Murre Preprocessing.

• Trankit-FTB: 0.723 → 0.727 (+0.6%)

• Trankit-TDT: 0.725 → 0.722 (-0.4%)

The negligible changes (mostly ±0-1%, with
Turku at -1.3%) indicate that Murre provides lit-
tle benefit for well-formed standard Finnish, with
Turku even showing slight degradation.

5.2 Non-Standard Finnish Results

In stark contrast, the non-standard Finnish cor-
pus (n=189) showed dramatic improvements with
Murre preprocessing across all models:

• spaCy: 0.282 → 0.396 (+40.3%)

• Omorfi: 0.248 → 0.390 (+57.4%)

• Turku: 0.363 → 0.425 (+17.2%)

• Trankit-FTB: 0.398 → 0.432 (+8.5%)

• Trankit-TDT: 0.344 → 0.428 (+24.5%)

Notably, Omorfi exhibited the largest relative
improvement (+57%), while Trankit-FTB achieved
the highest absolute F1 score (0.432) after Murre
preprocessing. The consistently large improve-
ments (8-57%) validate Murre’s effectiveness
specifically for dialectal variation, where ortho-
graphic and morphological normalization bridges
the gap between non-standard forms and lemma-
tizer expectations.

6 Analysis & Discussion

The integration of Murre preprocessing has been
pivotal in enhancing the performance of all evalu-
ated lemmatizers on non-standard Finnish, while
showing minimal impact on standard Finnish. The
evaluation of Finnish lemmatization tools reveals

several insights into the effectiveness of neural ver-
sus rule-based approaches, particularly when com-
bined with normalization using Murre. The abil-
ity of Murre to standardize non-standard Finnish
forms allows neural tools like spaCy to capitalize
on their deep learning architectures by focusing on
morphology within standardized contexts. This pre-
processing step effectively bridges the gap between
dialectal language forms and modern NLP tools,
demonstrating the value of Murre in enhancing
lemmatization accuracy on non-standard datasets
(Bollmann, 2019).

Furthermore, the introduction of Trankit marks
a significant advancement in Finnish lemmatiza-
tion, as this study is the first to explore its capa-
bilities in this context. Neural approaches such
as spaCy and the Turku Dependency Parser out-
performed traditional tools on both standard and
non-standard texts after Murre normalization, with
Trankit-FTB achieving the highest F1 score (0.432)
on non-standard Finnish. However, when Murre
normalization was applied to non-standard data,
both rule-based and neural tools saw substantial
improvements, with Omorfi showing the largest rel-
ative gain (+57%). This suggests that while neural
lemmatizers excel with standardized data, prepro-
cessing with tools like Murre remains a critical step
for maximizing performance on dialectal forms.

The error analysis highlighted that compound
words and dialectal or archaic spellings posed chal-
lenges for all lemmatizers without normalization.
Typical errors included incorrect segmentation of
compounds and failure to map archaic forms to
their standard lemmas. Murre normalization alle-
viated these issues significantly, although it intro-
duced occasional inaccuracies by altering foreign
terms or named entities—a limitation worth ad-
dressing in future tool development (Piotrowski,
2012).

The findings underscore the practical implica-
tions for NLP practitioners: for datasets contain-
ing historical or dialectal language, preprocessing
steps like Murre normalization are beneficial, es-
pecially when paired with high-performing neural
lemmatizers such as Trankit. This study thus pro-
vides actionable recommendations for optimizing
Finnish lemmatization accuracy based on dataset
characteristics and offers a clear direction for inte-
grating normalization as a preprocessing standard
in Finnish NLP.
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7 Conclusions

This evaluation demonstrates the substantial impact
of Murre normalization in improving lemmatiza-
tion accuracy for non-standard Finnish texts across
both rule-based and neural lemmatizers. By en-
hancing the effectiveness of neural lemmatizers
on non-standard Finnish, Murre normalization sup-
ports more accurate lemmatization across the di-
verse language variations present in non-standard
corpora, while showing minimal impact on stan-
dard Finnish. Additionally, the novel application of
Trankit in this study opens new avenues for Finnish
lemmatization research, showcasing its potential
alongside established tools. For future work, devel-
oping lemmatizers specifically trained on historical
Finnish could further reduce reliance on normal-
ization, allowing even greater adaptability for mor-
phologically rich languages like Finnish.

Moreover, the results highlight the complemen-
tary nature of normalization and neural modeling
in tackling Finnish’s morphological complexity.
While normalization mitigates surface-level varia-
tion, models like Trankit leverage contextual em-
beddings to capture deeper syntactic and semantic
relations, suggesting that a hybrid pipeline com-
bining these strengths yields the most robust out-
comes. Future research should explore joint train-
ing approaches that integrate normalization directly
within lemmatization architectures, allowing the
model to learn from both standardized and non-
standard forms simultaneously. Expanding training
data to include diachronic and dialectal corpora
will be essential for building lemmatizers capable
of handling Finnish’s full linguistic spectrum with-
out extensive preprocessing.
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Abstract

South Sámi (ISO 639: SMA) is a severely en-
dangered language spoken by the South Sámi
people in Norway and Sweden. Estimates of
the number of speakers vary from 500 to 600.
Recent advances in speech technology and the
general increase in popularity of spoken lan-
guage and audio content have facilitated the de-
velopment of modern speech technology tools
also for minority languages, such as the Sámi
languages.

The current paper documents the development
process of the world’s first South Sámi text-
to-speech (TTS) system, using only digitized
archive materials from 1989–1993 as the train-
ing material. To reach an end-user suitable qual-
ity of the TTS, we have used a neural, end-to-
end approach with a rule-based text processing
module. The aim of our project is to contribute
to the language revitalization by offering tools
for language users to use spoken language in
new contexts. Since the modern written stan-
dard of South Sámi was established as late as
in 1978, the rise of speech technology might
encourage language use even for people who
are not accustomed to the written standard.

1 Introduction

The traditional speaking area of South Sámi is in
the central regions in Norway and Sweden, shown
in Figures 1 and 2. The estimated amount of South
Sámi speakers range from 500 to 6001. Steps are
being taken for South Sámi language revitaliza-
tion in order to preserve and strengthen the speaker
community and transfer the language to new gener-
ations. This has been most successful in the Snåsa
municipality in Norway (see Figure 2), while an
increasing number of municipalities are joining the
Sámi language management area.

Even though South Sámi is established as a liter-
ary language, there are surprisingly few language

1https://snl.no/sørsamisk

revitalization initiatives. Some remarkable efforts
for revitalizing the languages are currently, for ex-
ample, translation of children’s books, develop-
ment of South Sámi as a professional language at
university levels, as well as using South Sámi as
a media language within NRK Sápmi, the Norwe-
gian broadcasting company2,3. Despite this, the
education system seems to be struggling greatly
with the extensive loss of students from Sámi ed-
ucation as shown in the article The Sámi leak in
primary school (Øystein Vangsnes, 2021).

Because of the long and intense contacts with
neighboring Scandinavian languages, practically
all adult speakers of South Sámi are bilingual in
Sámi and Norwegian/Swedish. Even though South
Sámi has had a written standard since 1978, not
all speakers have had the opportunity to receive
full education in the language and might not be
comfortable reading texts in South Sámi. Due to
limited environments for hearing and practicing
the language, there is a strong need for tools that
demonstrate and guide South Sámi pronunciation.
Speech technology can help overcome these barri-
ers by providing support for spoken language, as in
pronunciation, intonation, and stress. In addition to
this, there is a high demand for speech technology
tools especially in (special) education, for being
able to integrate the learning of spoken language
into the language learning materials more easily,
as well as aiding people with dyslexia or vision
impairment.

The Divvun group at UiT The Arctic Uni-
versity of Norway develops language technol-
ogy tools for indigenous and minority languages
within the GiellaLT infrastructure4 (Pirinen et al.,
2023). The first Sámi TTS for North Sámi was

2https://www.nord.no/aktuelt/
historiske-masterstudentar-i-sorsamisk

3https://nynorsksenteret.no/blogg/
sorsamisk-sprakutvikling-gjennom-barneboker

4https://giellalt.github.io/
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Figure 1: Map of traditional speaking areas of the Sámi
languages. Adapted from https://snl.no/samisk
with permission from the Great Norwegian Encyclo-
pedia and the map author, Mikkel Berg-Nordlie. The
grey box is roughly depicting the closer South Sámi
area shown in Figure 2.

created in 2015 in collaboration with Acapela.
In recent years, Divvun has updated the North
Sámi TTS and released new Lule Sámi TTS
tools (Hiovain-Asikainen and Moshagen, 2022;
Hiovain-Asikainen and De la Rosa, 2023; Hiovain-
Asikainen and Suni, 2025). All Divvun tools are
open source, freely available through Divvun Man-
ager5, and integrated into GiellaLT for continued
maintenance and updates.

2 Related work

Modern users increasingly expect near-human-
quality TTS, as seen in high-resource languages
like English. Earlier systems depended on rel-
atively large single-speaker datasets, such as LJ
Speech (Ito and Johnson, 2017), but these lacked
speaker and linguistic diversity. Recent progress
has shifted toward massive multilingual and multi-
speaker corpora that improve generalization and
adaptability. The Emilia dataset (He et al., 2024),
for example, includes 150,000 hours of speech
across five major languages, while models like
VALL-E 2 (Chen et al., 2024), trained on datasets
such as the 50,000 hour LibriHeavy corpus (Kang
et al., 2024), push synthesis quality even further.
VALL-E 2 claims to reach human parity in natural-
ness and expressiveness, underscoring the growing
role of large, diverse datasets in state-of-the-art
TTS research.

5https://borealium.org/en/category/voices/

Figure 2: Map of the traditional South Sámi dialects,
showing also the most prominent town names and loca-
tions. (Rantanen et al., 2022).

While much of the recent TTS work depends on
massive datasets, another line of research focuses
on models that perform well with minimal data
– crucial for languages like South Sámi. Large-
scale approaches do not address the core low-
resource challenge: the absence of sizable datasets
or suitable pre-trained models. For successful
adoption in very low-resource settings, synthesized
speech must remain both intelligible and pleas-
ant. We therefore selected a non-autoregressive
Transformer-based model capable of high-quality
output from small datasets (≤10 hours). Prior work
supports this choice: Xu et al. (2020) show that
1.3 hours of Lithuanian speech was enough for a
Transformer-based TTS system to produce intel-
ligible speech (Li et al., 2019), and in Võro TTS
(Rätsep and Fishel, 2023), transfer learning from
Estonian did not outperform training directly on
1.5 hours of Võro-only data. These studies indicate
that architectures like FastPitch (Łańcucki, 2021)
may require as little as 1–2 hours of speech, with
limited benefit from related-language data. Be-
cause South Sámi differs substantially from other
Sámi languages in both linguistics and orthography,
transfer learning was not pursued here.

Due to the scarcity of South Sámi data and re-
sources, we utilized existing but non-ideal materi-
als, inspired by Cooper (2019), which examined
various speech sources for low-resource TTS. The
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study found that training with a mix of high- and
low-quality data, then adapting toward high-quality
subsets, improved intelligibility. This approach is
particularly useful for low-resource languages, as
it enables combining multiple smaller datasets, as
done in this work.

In summary, despite recent near-human TTS ad-
vances, we selected FastPitch (Łańcucki, 2021)
for the South Sámi project due to its low data re-
quirements and straightforward training process.
State-of-the-art models like VALL-E offer im-
pressive zero-shot capabilities, but require exten-
sive datasets and substantial computational re-
sources, making them unsuitable for low-resource
languages. FastPitch instead provides a transpar-
ent, controllable and practical solution to develop
the South Sámi TTS, similarly as we have done
successfully for Lule and North Sámi before.

3 Methodology

In this section, we describe our data and method-
ology for developing TTS for South Sámi. We
present our approach in acquiring materials and
dealing with very low-quality data by performing
a series of audio restoration procedures, and by
taking the data quality into account in the training
phase of the TTS model. Finally, we report our
training setup and choice of vocoder specifically
for this project.

3.1 Data description

Anna Jacobsen (Sámi name Jaahkenelkien Aanna),
30th October 1924 – 2nd April 2004, was a leading
advocate for the South Sámi language and culture
in Norway (Gaski and Kappfjell, 2006). Born into
a reindeer-herding family, Jacobsen grew up speak-
ing South Sámi and later became the first person
formally examined in the language. Her work with
the South Sámi langugage covered language teach-
ing, translating, writing teaching materials, organiz-
ing language groups, being a language consultant
for the Sámi Education Council and establishing
the Sijti Jarnge Cultural Center and a South Sámi
theater. She received honorary awards for her work.

3.1.1 Ethical considerations
Our South Sámi female voice Aanna is based on
archival recordings of Anna Jacobsen. The record-
ings are used in this project with the acknowl-
edgment and written consent of her two descen-
dants. The descendants of the original speaker,
Anna Jacobsen, were contacted by email and sub-

sequently met through an online meeting to discuss
the project and its implications. They gave their
informed consent to (1) open-source publication of
the recordings and transcripts, (2) their use in the
development of a South Sámi TTS system, and (3)
waiver of any royalties. The potential risks of voice
misuse inherent in TTS technology were discussed,
and the descendants expressed general awareness
and written support for the project. They do not
retain ownership of the resulting models, nor the
ability to revoke consent after publication. This
work was conducted by the Divvun group that op-
erates as part of the Sámi community under the
administration of the Sámi Parliament, and adheres
to the FAIR and CARE principles as described in
(Moshagen et al., 2024) for data management and
ethical research involving Indigenous communities.

3.1.2 The materials and transcribing process
The archival recordings of Anna Jacobsen were
sourced from the Norwegian national broadcaster
NRK and several audiobooks, and were digi-
tally restored, enhanced, and transcribed by the
Divvun group at UiT in collaboration with the Sámi
Archives and the National Archives of Norway.
Recorded between 1989 and 1993, the material
spans multiple genres, including news and docu-
mentary broadcasts, biblical readings, fairy tales,
and spontaneous autobiographical storytelling.

Developing a TTS dataset required text that accu-
rately matched each recording. Many of Jacobsen’s
broadcasts already existed in written form, as they
were later published in the anthology series Don
jih daan bijre I–III (Jacobsen, 1997, 1998, 2000).
Her biblical recordings were aligned with the South
Sámi translation she produced together with Bierna
Leine Bientie (Jacobsen and Bientie, 1993), which
was scanned and OCR-processed for the project.
Additional usable material came from her language-
learning book Goltelidh jih soptsestidh (Jacobsen,
1993) and its accompanying audio cassettes.

Where written texts existed, the recordings were
reviewed in detail and the texts were adjusted to
reflect the spoken versions, which often differed
slightly from the published forms. For recordings
without prior transcriptions, full manual transcrip-
tion was required. Three project members—two na-
tive speakers and one highly proficient non-native
speaker—carried out this work during 2023–2024.

Processing roughly ten hours of audio resulted
in about one hundred hours of transcription, equiv-
alent to 2.5–3 weeks of full-time work for one per-
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son. This workload is realistic for most endangered
language contexts, especially since a significant
portion of the material could be aligned rather than
transcribed from scratch. Although labor-intensive,
manual transcription remains more feasible than
automated methods (such as ASR), which require
large, high-quality datasets that Indigenous lan-
guages typically lack. Human transcription is there-
fore not a bottleneck but a practical and scalable
strategy for building high-quality TTS resources in
low-resource settings.

During transcription, segments with very poor
audio quality or containing speakers other than
Anna Jacobsen were excluded from the final TTS
corpus.

3.2 Data processing
After the transcribing process, all texts were once
more proof-read and all audio was cleaned of any
unusable parts or noise. Then, the material was
force-aligned to automatically find sentence bound-
aries from the audio, using a WebMAUS6 pipeline
without ASR (G2P ⇒ MAUS ⇒ Subtitle, see
Kisler et al. (2017); Schiel (1999)), retaining the
original text formatting and punctuation. There
are no Sámi models on WebMAUS, so we used
their Finnish (related language) model. The auto-
matically aligned sentence timestamps from Web-
MAUS were then manually checked and used to
split the data into sentences. Python scripts by
the first author, utilizing the TextGridTools toolkit7

(Buschmeier and Wlodarczak, 2013) were used to
save each sentence to an individual sound file with
a corresponding text transcript. After splitting the
data, the net duration of the entire dataset was 10.5
hours, with 4670 individual sentences in total.

The next step in our pre-processing pipeline
was to enhance the audio. Understandably, as an
archive material, the audio quality of our material
was not as high as normally expected from any
generic text-to-speech projects. Our material was
collected from different cassettes and CDs, all with
varying recording conditions and probably with dif-
ferent digitizing equipment as well. The sound files
were enhanced and de-noised using the freely avail-
able Resemble-enhance8 with default settings and
parameters. Resemble Enhance is an AI-powered

6https://clarin.phonetik.uni-muenchen.de/
BASWebServices/interface/Pipeline

7https://textgridtools.readthedocs.io/en/
stable/index.html

8https://github.com/resemble-ai/
resemble-enhance

tool that aims to improve the overall quality of
speech by performing denoising and enhancement.
It consists of two modules: a de-noiser, which sep-
arates speech from noisy audio, and an enhancer,
which further boosts the perceptual audio quality
by restoring audio distortions and extending the au-
dio bandwidth. Running the denoiser and enhancer
through the entire dataset substantially improved
the audio quality. Next, we used a shell script utiliz-
ing sox and svdemo libraries to level normalize the
data. Finally, the whole dataset was resampled at
22.05 kHz to be compatible with our TTS training
setup.

3.3 Model configuration

Our model was trained using the FastPitch
(Łańcucki, 2021) architecture with explicit dura-
tion and pitch prediction components. For our final
model, we used a “multi-speaker” configuration for
training by splitting the data into two subsets based
on audio quality. Even though we performed audio
enhancement to the entire dataset, the lower quality
partition remained lower quality compared to the
better quality part even though it was substantially
improved in intelligibility compared to the original
quality.

Out of the total 10.5 hours of data, 2 hours were
manually labeled as “good quality” with speaker
ID 1, while the remaining 8.5 hours were labeled
as lower quality with speaker ID 0. This binary
labeling reflects the intended use for TTS genera-
tion: ID 1 denotes recordings suitable for synthesis,
whereas ID 0 denotes recordings that, while usable
for training, were not intended for generation. We
did not define additional quality categories or em-
ploy a continuous quality metric, as the primary
goal was to distinguish between data that could or
could not be directly used for synthesis.

The material was then shuffled in order and fur-
ther divided into training, validation and test sets
with a split of 4570/85/15, respectively. The test
set (see Appendix B) was later used for an evalu-
ation protocol. The dataset was processed using
the standard FastPitch data preparation scripts to
extract pitch, duration, and mel spectrograms from
each utterance.

After defining the orthographic symbol set (see
Appendix A) for South Sámi, the model was trained
for 830 epochs and altogether 14K steps on the
Saga supercomputer9 at the Norwegian computing

9https://documentation.sigma2.no/hpc_machines/
saga.html
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cluster Sigma2. We allocated 16 GB of GPU mem-
ory at Saga for the training process, and used an
effective batch size of 256 and learning rate 0.1 as
training parameters.

3.4 Model inference and text processing
To achieve good and consistent quality in the syn-
thesis output, the speaker variant for our synthesis
generation script was set to speaker ID 1, acous-
tically similar to the better quality subset of our
dataset. For inference, we used the UnivNet model
(Jang et al., 2021) from NeMo collections as the
vocoder. This vocoder was chosen because it pro-
duced an audibly better quality inference output
than other neural vocoders, such as the widely used
HiFi-GAN (Kong et al., 2020), compared with Uni-
vNet in Jang et al. (2021). The most important
reason for better quality output for UnivNet seems
to be improved generalization across diverse speak-
ers, domains, and unseen data. This is achieved
through multi-resolution spectrogram loss by com-
paring synthesized audio to the target audio at mul-
tiple resolutions. As our TTS model was meant for
publication in a TTS application, it was also impor-
tant to choose a vocoder optimized for low-latency
inference, such as UnivNet, making it suitable for
real-time applications.

The text processing is done using the existing
tools in the GiellaLT infrastructure. That infras-
tructure is based on HFST (see, e.g. Lindén et al.
(2013)) and VislCG3 (see e.g. Karlsson (1990),
Didriksen (2010)), making it possible to build ad-
vanced text processing tools for languages that lack
large corpora. In the pipeline, the raw text is tok-
enized and morphologically analyzed by a lexical
transducer, followed by several steps to enhance
and disambiguate the tokenisation. The lexical
transducer has many lexicalized compounds while
at the same time being able to handle dynamic
compounding. In the case of TTS, we prefer the
dynamic compounds, because it allows us to nor-
malize each part of the compound independently,
for example in a word like “CD-player”. We also
add valency information to help with the morpho-
logical disambiguation, which is coming next. The
disambiguated analysis is then used as input for nor-
malizing digits and abbreviations, and since these
tokens are already disambiguated, only the relevant
normalization is applied (if the normalization itself
is ambiguous, it is possible to add further disam-
biguation at later steps). The normalized text is
finally sent to the synthesizer. A flow diagram of

the whole process is shown in Figure 3.
As illustrated in Figure 3, the text-processing

pipeline consists of a multi-stage linguistic anal-
ysis and normalization workflow. The example
sentence:

<Joekoen guhkiem, jis edtjebe jaehkedh
dam 35 jaepien båeries
nyjsenæjjam Kloemegistie.>

(“A very long time, if we’re to believe the
35 year old woman from Glåmos.”)

is first segmented and tokenized into lexical units:

<Joekoen> <guhkiem> <,> <jis>
<edtjebe> <jaehkedh> <dam>
<35> <jaepien> <båeries>
<nyjsenæjjam> <Kloemegistie> <.>

Each token is then processed by finite-
state–based morphological analyzers, which pro-
duce lemmas and feature bundles (e.g., part of
speech, case, number) and identify compound struc-
tures and orthographic variants.

Morphological disambiguation follows, us-
ing constraint grammar rules to select context-
appropriate readings and assign syntactic func-
tions. In the normalization stage, compounds are
reconstructed, numerals are lexicalized (e.g., 35 →
golmeluhkievïjhte), and canonical lemma forms are
prepared for TTS input. The resulting output is
mapped to phonological representation elements,
yielding the normalized sequence:

<joekoen guhkiem, jis edtjebe
jaehkedh dam golmeluhkievïjhte
jaepien båeries
nyjsenæjjam kloemegistie>

which is then passed to the TTS model for genera-
tion.

It is possible to add a fall-back normalizer for
handling unknown words, and there are stubs in
place to differentiate the normalization of loan
words from that of native words. For example,
the orthographic "y" is typically pronounced dif-
ferently in various South Sámi words, depending
on its phonetic context (Magga and Magga, 2012).
The present synthesis model has just learned the
various pronunciations based on context in the train-
ing phase, and this works quite well. However, it
still makes errors, and by differentiating the various
pronunciations already in the text processing (and
similarly in the training material), we should be
able to get an even more correct pronunciation.
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Figure 3: Flow diagram of the South Sámi TTS runtime system, including all text processing steps.

4 Results and Future Work

4.1 Technical implementation and publishing
the TTS system

The resulting TTS model was compiled into Torch-
Script form, using the standard script from the Fast-
Pitch repository. This was done to create serializ-
able and optimizable models from the originally
trained PyTorch model. The JIT compiled model
was further integrated into macOS and Windows
operating systems (OSs), at the OS level, such that
the voices appear as system voices within the limi-
tations of the operating systems. In both systems,
voices can be activated as screen-reader voices. In
MacOS, the South Sámi voice can also be used
within LibreOffice 10. To some extent, voices can
also be used for simpler read-aloud functionality
for highlighted text, but there are several restric-
tions in both systems that limit the usability of this
functionality. The OS integration is language inde-
pendent and can include any voice for any language
we release in the future. We plan to release support
for using voices on Android and iOS in the near
future.

10https://www.libreoffice.org/get-help/
install-howto/macos/

The text processing infrastructure is both flex-
ible and powerful, and allows us to do further
syntactic and semantic analysis. This can also
be used to add synthesis markup to guide, e. g.,
prosodic features in the synthesis, but this will
have to be the target of future work. The modi-
fied FastPitch code used to create our South Sámi
voice will be published on our GitHub page https:
//github.com/giellalt/speech-sma once the
detailed documentation of the project is completed.

4.2 Initial evaluation of the TTS model
Established evaluation standards in speech tech-
nology are designed for majority languages with
large speaker populations, and they cannot be read-
ily applied to Indigenous and minority languages
such as South Sámi. With few speakers, standard
procedures become impractical and risk placing an
undue burden on the community. This underscores
a broader issue: evaluation in low-resource con-
texts must center community needs and capacities.
While cross-linguistic comparability is valuable,
methodological ideals may conflict with ethical
and practical realities. In such cases, community
well-being should take precedence, and transpar-
ent reporting of necessary deviations from standard
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practice should be appropriate.
Research fatigue further complicates evaluation,

as Sámi speakers are frequently asked to participate
in studies despite the small population. Nonethe-
less, attempting evaluation remains important, and
development of South Sámi TTS offers tangible
benefits that help counterbalance concerns about
extractive research. After the TTS release on 30
October 2024, an anonymous feedback survey was
launched in October 2025, with initial responses in-
dicating continued community engagement despite
these constraints.

For initial testing of the model and the TTS infer-
ence, we created a set of 15 sentences, taken aside
from the training data (see Appendix B), which
we synthesized using the resulting model. We
prepared corresponding 15 sentences both from
the test set (ground-truth) and synthesized sam-
ples. After level-normalizing this evaluation set
of altogether 30 samples, we created an online
survey using Microsoft Forms with embedded au-
dio files. For evaluation, we used a 5-point Likert
scale (from 1 – Bad to 5 – Excellent) and asked
the following questions: 1) How would you rate
the general pronunciation and rhythm of the speech
(Pronunciation & Rhythm) 2) How would you
rate the pleasantness of the speech? (Pleasantness)
3) How would you rate the clarity of the speech (i.
e. how easy it is to understand what is being said)
(Clarity)?

Out of 15 test sentences, 1211 paired audio items
were used for the Wilcoxon signed-rank tests, with
each pair consisting of a synthesized utterance and
its corresponding ground-truth recording. For each
item, the mean rating across evaluators was used
in the comparison. The results show a statisti-
cally significant difference only for Pleasantness,
where ground-truth recordings received higher rat-
ings than the synthesized speech (p ≈ 0.0039). For
Clarity and Pronunciation & Rhythm, no signifi-
cant differences were found between ground-truth
and synthesized audio (p ≈ 0.33 and 0.52, respec-
tively).

In addition to the quantitative, statistical analysis,
we asked native speakers to assess the quality of
the South Sámi TTS in free form, providing us
more qualitative, also valuable feedback on our
synthetic voice. One native South Sámi speaker
(outside of the authors of this paper) listened to
these samples and commented any pronunciation

11some evaluators did not evaluate all 15 sentences

mistakes or peculiarities in the prosody.
The evaluator provided three main comments:

(1) Year numbers are sometimes omitted or read
digit-by-digit on first attempt; more natural seg-
mentation and rendering is recommended (e.g.,
luhkiegaektsie-gaektsieluhkietjïjhtje for ‘1887’).
(2) Vowel duration could be slightly lengthened
in some words, and a marginally slower speaking
rate may improve naturalness and intelligibility. (3)
Compound words are pronounced more accurately
when written with hyphens.

These issues affect both text processing and, to
a lesser degree, the speech synthesis model. Im-
proved handling of numeric expressions, a modest
reduction in speaking rate, and automatic inser-
tion of hyphens for compounds should be straight-
forward adjustments. After implementing any
changes, another evaluation—ideally with more
participants—should be conducted to obtain more
robust feedback.

4.3 First impressions and the expected impact
of TTS in the South Sámi community

Overall, the development and integration of text-
to-speech (TTS) technology for the South Sámi
language has initially received positive reception
from the community, with some media coverage
as well12. TTS addresses a long-standing need
for accessible language resources, particularly for
self-study and language revitalization, by allow-
ing South Sámi speakers to input text and hear it
read aloud. This is particularly important for mi-
nority languages that lack such tools. The commu-
nity expects TTS to support everyday language use,
for example integration into smart home devices
and public services could offer practical language
support and increase accessibility for South Sámi
speakers, also in Sámi administrative municipali-
ties. TTS could also contribute to proper Universal
Design implementations, making public informa-
tion more inclusive.

In terms of specific use cases, the integration of
TTS in digital dictionaries and language learning
apps is highly anticipated. For instance, a young
teacher has expressed interest in incorporating TTS
into the popular flashcard program Anki13. This
would allow learners to hear South Sámi words pro-
nounced aloud while studying, combining visual
and auditory learning modes to reinforce vocab-

12https://uit.no/nyheter/artikkel?p_document_
id=864438

13https://apps.ankiweb.net/
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ulary acquisition. This kind of integration could
be a significant step forward in making language
learning more efficient and accessible to a wider
audience. Johan Sandberg McGuinne, a member
of the community, also highlighted the importance
of TTS as a teaching aid, stating, “I think it’s good
because I can use it as an aid in teaching and in el-
derly care.” This sentiment underscores the diverse
applications of TTS in enhancing both education
and daily life for South Sámi speakers.

The integration of TTS technology into existing
systems is thus expected to play a key role in the
revitalization and sustainability of the South Sámi
language, fostering a more inclusive linguistic en-
vironment for the community.

4.4 Future work
Our work in general includes strategies for ongo-
ing improvement of the system as language usage
evolves. The speech synthesis system separates
text processing from the actual synthesis step such
that the text processing is done by the existing, rule-
based text processing components in the GiellaLT
infrastructure, and the resulting plain-text strings
are fed to the synthesis engine. The speech model
in the synthesis engine does not need to be retrained
or rebuilt for the whole system to improve - it is
enough that improvements are made to the text pro-
cessing pipeline, e.g., to improve handling of cases
in numerals, or new names, words and terminology.
As the text processing improves, so will the result-
ing generated speech. And as the source of the
text processing is shared with all other tools built
within the GiellaLT infrastructure, improvements
in one area will automatically also improve speech
synthesis.

Another aspect is that the team behind the Sámi
speech synthesis projects are fully funded by the
Norwegian Government, as part of long-term com-
mitments to supporting the Sámi languages. So
both financially and practically our work will con-
tinue for years and decades — we have already
been doing this for twenty years — and thus main-
tenance and commitment to updates should be cov-
ered for the foreseeable future.

Our future work on South Sámi TTS technology
involves expanding its capabilities by adding more
voices, such as a male voice, and incorporating
additional dialects/areal varieties of South Sámi.
There is also potential to develop multilingual solu-
tions, integrating Swedish and Norwegian material
to the model for proper loan word pronunciation

and to allow for code-switching in the TTS output.
Augmenting the training dataset with recordings
from additional native speakers would also help
capture rarer words, exceptional pronunciations,
loanwords, and names, further enriching the TTS
system.

We also hope that in the future, our present work
could inspire the revitalization of the smallest and
most endangered Sámi languages like Ume and
Pite Sámi, both of which have very few speakers.
In the case of Ume Sámi, a significant collection of
unpublished written materials exists but remains un-
available (Siegl, 2017). New language and speech
technology tools could help make these resources
more accessible and support the revitalization ef-
forts. There is rising interest to still revitalize these
languages, and speech technology could play an
important role.

5 Conclusions

In this paper we presented a description of a novel
TTS project, utilizing non-ideal, archived and dig-
itized materials. We show that end-user suitable
TTS quality is possible with limited materials and
even with initially low quality audio. We suggest
a way to process archive materials for TTS in an
effective pipeline that is generalizable to other very
low-resource languages as well. The resulting TTS
voice, built from the archive audio materials by
Anna Jacobsen has gotten very positive feedback
from the present community, encouraging use of
the language in new, spoken language contexts,
contributing to the revitalization of the severely
endangered language.
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A Appendix

South Sámi symbol set used in the FastPitch model
training:

letters = ’AÆÅBCDEFGHIÏJKLM-
NOØÖPQRSTUVWXYZaæåbcdefghiïjklm-
noøöpqrstuvwxyz’

B Appendix

The set of 15 sentences for the evaluation test.

1. Nöörjen raedteste jis, Praansvaerien Novra jïh
Jaahkenelkien Aanna.

2. Nåå jïh ibie leah gujht mijjieh daebpene åarjene an-
nje man væjkele joejkedh, jïlhts aaj Frode lea mijjen båeries
vuelide giehtjedamme, golteladteme jïh orrestahteme guktie
nuerebh almetjh utnieh sijjide aaj sjeahta mijjen båeries vueliej
mietie svihtjedh jïh aaj raakte joekestalledh.

3. Goh Jeesuse jïh dah luhkiegööktesh, jïh dah jeatjebh
gïeh Jeesusinie ektesne, lin oktegh sjïdteme, dellie gihtjin dan
jortesen bïjre.

4. Jïjtjh tjoeveribie jïermestalledh gåabph libie rahtjeminie
dejnie mijjen Saemiedigkiebarkojne.

5. Pængstah leah aah orreme.
6. Nyjsenæjja dåerkeste juktie bælla, daajra guktie satnine

sjïdti, jïh dellie båata Jeesusen uvte slienghkehte jïh gaajhkem
såårne.

7. Daan mijjen eatnemen lea stoerre aalkoealmetjefuelhkie,
jïh mijjieh saemieh aaj dan fualhkan govlesovvibie.

8. Åadtjibie vaajtelidh dïhte maahta bueriedidh.
9. Eadtjohkelaakan kultuvrine barkedh.
10. Dïhte prievie båata daehtie moenehtseste maam

Saemiedigkie lea tseegkeme, jïh mij edtja nænnoestimmie
buektedh.

11. Såemies gaertenebuerie gujht vienth daan jaepien aaj
tjoevere sïrvide joekoenlaakan bïepmedh guktie begkerelle-
låhkoe vaanen aerebi goh åadtjoeh leekedidh.

12. Tjaktje seenhte, naa jueskie lij gujht.
13. Nimhtie lea daan eatnemen mubpene bealesne, Orre

Zeelantesne, Maorij luvhtie luvnie.
14. Guktie idtjidh dellie Jååhannesem jaehkieh?
15. Dïhte ovmurreds saernie noerhtede Saeltievaerien lu-

vhtie båata.
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Abstract

Spell-checking and correction is a ubiquitous
application within text input in modern technol-
ogy, and in some ways or another, if you type
texts on a keyboard or a mobile phone, there
will probably be an underlying spelling cor-
rector running. The spell checkers have been
around for decades, initially based on dictio-
naries and grammar rules, nowadays increas-
ingly based on statistical data or large language
models. In recent years, however, there has
been a growing concern about the quality of
these modern spell-checkers. In this article,
we show that the spell-checkers for Finnish
have gotten significantly worse in their modern
implementations compared to their traditional
knowledge-driven versions. We propose that
this can have critical consequences for the qual-
ity of texts produced, as well as literacy overall.
We furthermore speculate if it would be possi-
ble to get spell-checking and correction back
on track for Uralic languages in modern sys-
tems.

1 Introduction

Spell-checking and correction is a quintessential
natural language processing (NLP) task. It has
been part of the NLP ecosystem for decades now,
from the very early days of processing texts with
computers. It has become so ubiquitous that it ex-
ists in most text editing products without users even
paying much attention to it, and it has been viewed
as somewhat of a solved problem within the scien-
tific study for the last few decades. While there has
not been much focus on spell-checking and correc-
tion in recent years, we as linguists have noticed
something quite problematic with the contempo-
rary systems. Namely, we have noticed a drop in
quality of writing in our native languages on the
Internet discussion forums. This is increasingly
shown in the frustrations by the native writers: “au-
tocorrect wrote it, and it is too hard to fix it by

hand”. On this basis, we set out to study, if the con-
temporary spell-checking and correction systems
have become worse in our language. Our hypothe-
sis is, that modern autocorrecting spell-checking
and correction systems are based on data-driven
methods and lately large language models, which
may work adequately with English—not the least
because over 90 % of the training data is in En-
glish1—but which actually fail to recognise words
of non-English languages with potentially more
complicated morphology.

Our research question in this short paper is,
are data-driven and large language model based
spelling checkers and correctors worse than tradi-
tional knowledge-based ones? Our initial hypoth-
esis, based on everyday observations, is that spell-
checking tools have gotten significantly worse in
the past few decades, in pace with the introduction
of data-driven and ‘AI’-driven models. We study
the spell-checking and correction results by three
popular systems for Finnish.

2 Background
There is a long history of spell-checking and cor-
rection in language technology, starting from early
days of SPELL, a spell-checker based on a dictio-
nary or a word-list and few simple rules to mod-
ify suffixes. Earnest (1976) places initial use of
their spelling correction to 1969. This system’s
descendants—ispell, aspell and hunspell and so
forth—have been in use in some of the most pop-
ular browsers and office suites up to the 2000s.
There have been several comprehensive scientific
surveys of spell-checking and correction, for exam-
ple Kukich (1992). As of last few decades, office
suites have started using built-in, closed-source,
statistical spell-checkers and more recently, overar-
ching AI assistants which also do spell-checking,

1c.f. e.g. https://github.com/openai/gpt-3/blob/
master/dataset_statistics/languages_by_word_co
unt.csv
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a similar development is happening in browsers,
mobile phones and operating systems. One of
the most influential initial works on data-driven
spell-checking and correction is Google’s Norvig’s
spelling corrector (Norvig, 2009). Technical de-
tails of the most modern commercial spelling cor-
rectors are not openly documented as far as we
know.

When researching on existing studies on LLM-
based spelling correctors and especially compar-
isons between LLM and traditional methods, one
topic that dominates the results is spell-checking
and correction for students / L2 / EFL users of En-
glish (Jaashan and Alashabi, 2025; Gayed et al.,
2022). A gap in research we hope to address
with this experiment and its followups, is, there-
fore, a comparative study, and for L1 users, in non-
English.

In our work, we build NLP tools and software,
mainly targeting less-resourced, minority and In-
digenous languages, but we also create tools that
are language agnostic and usable for all. Spell-
checking and correction and related software is a
key tool for digital language survival for minor-
ity languages, and it is also increasingly important
for ever larger and more majority languages, apart
from the largest few. This has come to be also, be-
cause the contemporary data-driven language tech-
nology is strongly based on big data, that has been
written by humans in correctly spelled and gram-
matical language.

In this experiment, we have chosen to use
Finnish. Finnish is a national, majority language in
Finland, it is not low-resource by any stretch of the
imagination. We estimate it is likely to be in the top
50 of the most resourceful languages in the world.
While we are more interested in low-resource lan-
guages and settings, having moderately resourced
Uralic language works well for our initial exper-
imentation. We have existing resources such as
corpora and established automatic spell-checkers,
which we might not find on lower resourced lan-
guages. There is also existing research on state of
the Finnish NLP (Hämäläinen and Alnajjar, 2021)
including spell-checking and correction. Further-
more, Finnish is not an Indo-European language,
and has a slightly more complicated morphology
than most IE languages, which makes it more com-
parable towards many of the minority and under-
resourced languages relevant to our research. Fi-
nally, we have native speakers of Finnish, which in
our opinion is critical in doing meaningful qualita-

tive studies on language technology software; with-
out linguistic error analysis and human interpreta-
tion of the results, it is impossible to make mean-
ingful explanation of how useful or harmful the un-
derlying system is for actual end users.

Linguistically, Finnish is a Uralic language with
some 5 million speakers, mainly in Finland. Mor-
phologically, Finnish has what we call slightly
more complex morphology, in terms of what mat-
ters for spell-checking and correction this means
that there are on average thousands of word-forms
per word, instead of around 5 like in English or few
dozens like in most IE languages. Finnish also has
productive compounding, which means you can
put two word-forms together without a space to cre-
ate a new word, that does not necessarily exist in
the dictionary, on the fly. Finnish has had a liter-
ary culture for several hundreds of years and has a
strong nationally backed standardisation body, is
a primary language in schools and in public. It
is also a majority language for several Indigenous
and minority languages, which is one of the moti-
vations for us to work on it as well.

3 Methods and experimental setup

In this work, we compare and contrast spell-
checking and correction from the end-user point of
view. We test three different systems: one based on
knowledge-driven paradigm and two based on data-
driven approach. The knowledge-driven spell-
checker is an open source, rule-based product,
whereas the data-driven products we experiment
with are commercial and closed-source.

The rule-based spell-checking and correction is
a freely available open source implementation of
Finnish spell-checking found on the GitHub called
omorfi2, their implementation is based on finite-
state spell-checking (Pirinen and Lindén, 2014).
This spell-checker uses an underlying dictionary
and morphological rules to recognise valid word-
forms without context, and uses finite-state error
modelling technology to create suggestions for cor-
rections.

We use Google’s spell-checking and correction
as a black-box, we have not found technical doc-
umentation detailing it, but we estimate that it
is at least in part based on statistical methods
and or large language models based on the com-
pany’s recent focuses and public statements.3 The

2https://github.com/flammie/omorfi/
3Searching online leads to old posts like: https://work
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function in Google Docs interface is found under
spelling and grammar checking, we have crossed
off grammar-checking and only included spelling.

For a product that is certainly using large lan-
guage models, we test ChatGPT (OpenAI, 2025),
and we use it as a black box with the version avail-
able to us via our university account. We use
the web-based ChatGPT user interface to query
spelling corrections from the language model via
its natural language user interface in the same way
an average end user likely would.

The experiments have been performed in May
2025, some details are included in the appendix A,
but since they are closed commercial products, we
do not expect to be able to have reproducible results
with them in any case.

4 Data
To test the spell-checking and correction we have
used a Finnish translation of Alice’s Adventures in
Wonderland from Project Gutenberg4 which is in
public domain. This book is a fantasy novel aimed
for children, and contains creative use of language
which makes it very suitable for natural language
processing testing. The translation has been made
in early 20th century which matches the most mod-
ern standard written Finnish with almost no devia-
tions. In general, proofreading at the times of the
publication was highly valued and efficient, and
we expect the manuscript to be mostly error-free
barring potential mistakes in gutenberg’s encoding.
The non-word errors we have found and verified are
listed in the error analysis section 5.1. The book
consists of 18,861 space-separated tokens (after re-
moving project Gutenberg’s licence, preamble and
postamble).

5 Results
To measure the spelling error correctors, we went
through all the words that were flagged as spelling
errors, and categorised them into two categories:
false positives, where a correctly spelled word was
space.google.com/blog/productivity-collabora
tion/everyday-ai-beyond-spell-check-how-googl
e-docs-is-smart-enough-to-correct-grammar, but
we cannot know for sure if this kind of information is up-to-
date.

4https://www.gutenberg.org/ebooks/46569 for
reproducibility we have the version we used in our GitHub
at https://github.com/flammie/purplemonkeydishw
asher/tree/master/2025-iwclul/reprodata; this is
also for access from within Germany, Italy or other countries
with extreme copyright restrictions where Project Gutenberg
may not be available.

Error \ System Google ChatGPT∗ omorfi
False Positive 565 75 59
False Negative 22 59 20
True Positive 41 4 43

Precision 0.07 0.05 0.42
Recall 0.65 0.06 0.68
F-Score (F0.5) 0.08 0.05 0.46

Table 1: Quantitative evaluation of error types by sys-
tems. ∗ ChatGPT results are not proportional due to rea-
sons explained in the chapter. For main findings, read
the qualitative error analysis.

flagged as incorrect, and true positives, where the
flagged word did contain a spelling error. This
was done by a native speaker who had access to
the error in context, even though the decision was
made solely on whether the word is a valid word
in the language at all or not (i.e. it can also be
decided without context as traditional non-word
spelling corrector does). The breakdown of errors
and flaggings is shown in the Table ??, we also pro-
vide a calculations of precision, recall andF0.5, the
parametre 0.5 for β is selected since our starting
point is that false positives are more critical prob-
lem in spell-checking than false negatives.

5.1 Error analysis
We have further categorised the errors flagged by
the spelling correctors into error types, based on
linguistic insight and world knowledge. We hy-
pothesise this will help give an impression of the
impact these errors have on the user experience,
this impact is further discussed in the section 6 be-
low. The summary of errors is given in table 2,
some of the error classes are not mutually exclu-
sive and the numbers in the rows do not add up to
the total.

One of the largest groups of false positives
in all systems’ data is compound words, particu-
larly the types that do not appear in dictionary:
for Google’s spell-checking compound nouns like
pääkallonkuva (picture of a skull) or kyynellam-
mikko (lake of tears) were consistently under-
lined, for ChatGPT we have e.g. herttakuningatar
(queen of hearts) and for omorfi we saw compound
adverbs like tuulennopeasti (in wind’s speed).
From derivational forms, all systems stumbled
on ruukkusen (little jar’s∼jarful?). Some of the
false positives found by Google can also be de-
scribed as being part of complex morphology that
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is a bit half-ways between inflectional and deriva-
tional morphology, for example myöhästynkin (I
will be late too), elämäniässään (in their lifetime),
vaikeroidessaan (while they were whining), that
is, enclitic particles, possessive suffixes and non-
finite verb forms in combinations that—in all likeli-
hood have not been many times in sufficiently large
corpora—throw Google’s spelling checker off the
track. The commonality for errors in this category
is that there are at least two distinct inflectional
suffixes in the word-form. Perhaps surprisingly,
also proper nouns show up as false positives, even
though traditionally maybe it has been common
practice to ignore titlecased words: Google finds
Ellakaan (Ella too) and Vilhelmiä (of Vilhelm) er-
rors, and omorfi finds Morcar and Stigand. The
classes as laid out in the table 2 are not mutu-
ally exclusive, i.e. a compound form can also
have a derivation and a proper noun can have
a inflectional possessive suffix, in these cases we
have simply counted the error in both classes. To
illustrate the overlapping between categories, for
example Irvikissakaan (Cheshire cat neither, lit.
grinning-y cat) is a proper noun compound with
inflectional ending. There are handful of words
that do not seem to fall into any categories; for
omorfi we can simply note they are missing from
the dictionary, e.g. satakaunoja (an old word for
some flower) or siekailuun (into scrupulousness)
whereas with data-driven models we can assume
the words themselves are so rare that they do not
show up enough in the training materials, e.g. pulp-
pusivat (bubbled up) or pulikoinut (drudged about),
but there are some that are even harder to diagnose,
such as nurmen (grass’) and vai (or).

The true positives in the text fall into following
categories: unexpected hyphenation caused by cre-
ative language use (recreation of typeset poems:
tar-kemmin (tarkemmin), päi-villä (päivillä), and
veruk-keella (verukkeella)), lengthening of letters
for emphasis (li-iemi (liemi), ku-ulta (kulta) and
ihana-ainen (ihanainen)), foreign words (Oú, est,
and chatte), dialectal, informal or poetic forms
(teälhän (täällähän), käshän (käsihän), näkkyy
(näkyy), käs (käsi), sittennii (sitenkin), pyssyy
(pyssyä), ruppee (rupeaa), pentus (pentusi), juur
(juuri), loitoll’ (loitolla), täss’ (tässä), kuus (kuusi),
tavaraks (tavaraksi), niill’ (niillä), and tuoss), com-
pounding mistakes (mitenpäin (miten päin), mis-
säpäin (missä päin), käsikädessä (käsi kädessä),
sukkajalassa (sukka jalassa), ranskankieltä, tipo
(tiessään) (tipotiessään, a non-word error since

Error \ System Google ChatGPT omorfi
Compound 169 38 18
Derivation 21 9 7
Inflection 211 6 4
Proper noun 12 0 8
Other 171 24 32

Total 611 70⋆ 57

Table 2: Error analysis of false positives in Alice in
Wonderland by three systems. Classes are not mutu-
ally exclusive and may not add up to totals per column.
⋆ChatGPT started to give empty answers and repeat
from the beginning after 70 spelling errors.

tipo by itself is not a dictionary word but a redu-
plicative form), which old standard may have al-
lowed), old forms (sebraa (seepraa), merikilpiö
(?merikilpikonna) again permissible by older stan-
dards) onomatopoeia (liuskis, läyskis) and two
typoes (antipatiioiksi (antipatioiksi) and purstöl-
leni (pyrstölleni). We consider all of these non-
words (and eventually true positives) since it is ex-
pected for a typical spell-checker to flag them, even
though not all of these need to be fixed in context
of this book.

6 Discussion

While we expected to find some false positives
from all the methods, we were quite surprised
indeed to discover how many false positives
Google’s spelling error correction flags: over 600
errors in a book of 70 pages means that you see
several wrong red squiggly lines on every page.
This would have been unacceptable and catastroph-
ical for an office suite in the 1990s, it is alarm-
ing that this is not the case any more. The fact
that this is given to end users without warnings is
starting to be borderline ethically questionable, it
has a real possibility to be destructive to language
and culture, as many of the false positives concern
morphologically complexer forms will contribute
to make the language poorer, as language learners
and less confident writers will surely follow the ad-
vice of spelling correction program.

ChatGPT’s spell-checking is interesting since,
despite the fact that we specifically asked it to only
include non-words, kept including real-word er-
rors. ChatGPT also includes a helpful explanation
for each spelling error it discovers, this is the oppo-
site of Google doc’s system which only provides
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a single correction suggestion without any back-
ground. Unfortunately, the explanation often ends
up being nonsensical, for example:

ChatGPT

“torkuksissa - This word does not exist in
Finnish. Likely a typo for ”torkuksissa” (a
colloquial form of ”torkuksissa”).”

it reminds us in form the kind of reasonable ad-
vice you would get from a helpful grammar correc-
tor, but content is absolutely mind-boggling and in
fact gas-lighting.

The rule-based spell-checkers also only give
very limited feedback to the end-user, a squiggly
red underline to communicate that the word is not
in the dictionary and a list of most common words
within a few mistaken keystrokes away. Some-
times rule-based spell-checkers are used as a part
of a grammatical error correction system where the
grammar-checker can provide context, but it is typ-
ically a very mechanical and limited explanation.
Perhaps an ideal hybrid system could be to harness
ChatGPT’s power to create user-friendly descrip-
tions in addition to rule-based knowledge of actual
dictionary and grammar, in style of this actual ex-
ample from ChatGPT:

ChatGPT

“herttuatar - While valid, it is an older term
(archaic) for ”duchess.””

In this case, ChatGPT had flagged a common
word as archaic, but it still gives the end user infor-
mation based on which they can more confidently
ignore the suggestion and not left feeling confused
or annoyed. Certainly one could argue that if it was
a modern text about Finnish society and not a trans-
lated text of older times, there would be much less
talk about duchesses.

The correction mechanism in Google Docs only
gives out one suggestion for corrections, this leads
to many cases where it often ends up actually sug-
gesting the mistake that users commonly make, ex-
actly the opposite of what we would want from a
spelling corrector. This happens for example for
replacing forms of word koettaa (attempt) to word
koittaa (dawn, verb of sun/morning), a very com-
mon mistake that beginner writers make. It also
suggests to split compound words, and on one oc-
casion it wants to replace ja pani (and put) with

japani (Japanese).
We are concerned that the lowered quality of

spell-checking that is included in all of our devices
and office suites ultimately contributes to lower
quality of texts and literacy, and while the effect
is already noticeable for majority languages like
Finnish, the effect will be even greater for less
resourced, more minoritised and Indigenous lan-
guages. Some experts have speculated that the ag-
gressive push for AI-based writing aids into both
office suites and also in the mobile phone platforms
will eventually lead into removal of traditional and
alternative spell-checkers in these contexts; if this
happens with the spell-checkers such as current
spell-checker of Google Docs, it will spell a dis-
aster for Finnish language literacy.

7 Conclusion

In this article, we have shown through experimen-
tal means that data-driven spell-checking and cor-
rection is much worse for Finnish language than
the traditional rule-based approaches. Neverthe-
less, the main systems provided for spell-checking
and correction in many contemporary contexts are
using this kind of spelling correctors for Finnish,
without any easy way to change them.

Limitations

In this article, we have performed an experiment for
one language and one book, based on limitations
of time and human resources: judging and man-
ually analysing spelling error corrections requires
full read-through of the whole text by a person with
native-like language skills who has been trained in
proofreading. There is ample anecdotal evidence
that spell-checkers underperform for other Uralic
and minority languages that can be discovered by
simple search into language learning communities
in discussion forums like reddit. More research on
other languages is needed, and we hope our work
gives inspiration for other researchers.

The experiments on large language models have
been made on commercial systems, which makes
reproducibility virtually impossible. Furthermore
the version of ChatGPT we had an access to did
not manage to error check the whole text correctly,
for future revisions we will try to find an alterna-
tive that can be more functional; anyways this high-
lights the problems that average end-user will face
trying to spell-check their texts the way that is avail-
able to them. Training and fine-tuning our own
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model would not have been a realistic evaluation
setup for the purposes of this article.

Ethics
The experiments and analysis have been made by
fully paid colleagues, no underpaid crowd-workers
have been hired for this experiment. The LLMs
used in the experiment waste unethically large
amounts of energy and water, while we have tried
to minimise the wastage, our aim for this article
is to curb unnecessary overuse of LLM-based sys-
tems through which we hope to achieve a net posi-
tive.
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User

I’m studying spell-checking in Finnish, can
you download Alice’s adventures in won-
derland in Finnish from project gutenberg
and produce a list of misspelt words in the
text?

ChatGPT

I cannot directly download or process
texts from external websites like Project
Gutenberg. However, you can download
the Finnish version of Alice’s Adventures
in Wonderland (if available) from Project
Gutenberg yourself. Once you have the text,
you can share it with me, and I can help an-
alyze it for misspelled words.

User

Ok, I have attached the file here: liisa-
ihmemaassa.text OTHER file

ChatGPT

Thank you for sharing the text. I can now
analyze it for misspelled words. However,
I need to clarify: do you want me to iden-
tify words that are not valid Finnish words,
or are you looking for words that might be
contextually incorrect?

User

Only words that are not valid Finnish at all,
regardless of context

Figure 1: ChatGPT prompt for spell-checking and cor-
rection
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Abstract

This paper introduces a novel hybrid architec-
ture for multilingual sentiment analysis specif-
ically designed for morphologically complex
Uralic languages. Our approach synergistically
combines extractive and abstractive summa-
rization with specialized morphological pro-
cessing for agglutinative structures. The pro-
posed model integrates dynamic thresholding
mechanisms and culturally-aware attention lay-
ers, achieving statistically significant improve-
ments of 12% accuracy for Uralic languages
(p < 0.01) while outperforming state-of-the-art
alternatives in summarization quality (ROUGE-
1: 0.60 vs. 0.52). Key innovations include
language-specific stemmers for Finno-Ugric
languages and cross-Uralic transfer learning,
yielding 15.7% improvement in recall while
maintaining 98.2% precision. Comprehensive
evaluations across multiple datasets demon-
strate consistent superiority over contemporary
baselines, with particular emphasis on address-
ing Uralic language processing challenges.

1 Introduction

The proliferation of user-generated content in mul-
tiple languages presents significant challenges for
sentiment analysis, particularly for morphologi-
cally rich Uralic languages such as Finnish, Hun-
garian, and Estonian. These languages exhibit com-
plex agglutinative structures that pose substantial
obstacles for conventional natural language pro-
cessing approaches (?). While sentiment analysis
has become essential across various domains, tradi-
tional methods often fail to adequately handle the
linguistic diversity and cultural nuances inherent in
such data.

Methodological Overview. Our approach ad-
dresses these challenges through a three-stage hy-
brid architecture that synergistically combines ex-
tractive and abstractive techniques. First, we em-
ploy morphological-aware extraction to identify

key text segments. Second, culturally-adapted ab-
straction generates concise summaries while pre-
serving sentiment nuances. Third, multi-task classi-
fication refines outputs using confidence calibration
and cultural-context awareness. The core innova-
tion lies in specialized components for Uralic lan-
guage processing, including finite-state morpholog-
ical analyzers, cross-Uralic transfer learning, and
cultural adaptation layers.

Uralic languages, characterized by extensive
case systems, vowel harmony, and productive
derivation processes, require specialized compu-
tational approaches. The International Workshop
on Computational Linguistics for Uralic Languages
(IWCLUL) has consistently emphasized the need
for methods that address the unique morphological
and syntactic characteristics of this language fam-
ily. Our research directly responds to this call by
developing hybrid techniques that account for the
structural complexities of Uralic languages.

Existing approaches to multilingual sentiment
analysis face several limitations. Extractive summa-
rization methods, while effective at preserving orig-
inal context, often lack the flexibility to produce
concise summaries for languages with rich morpho-
logical systems. Abstractive methods, conversely,
risk losing critical details or distorting meaning due
to generation limitations, particularly problematic
for morphologically complex and low-resource lan-
guages that are systematically underrepresented in
mainstream NLP models (Devlin et al., 2019).

Hybrid approaches that combine extractive and
abstractive techniques offer a promising direction.
Previous work (Nallapati et al., 2016; See et al.,
2017) has demonstrated growing interest in such
methods for text summarization, while studies
(Pontiki et al., 2014; Rosenthal et al., 2017) high-
light the importance of multilingual sentiment anal-
ysis in global contexts. However, current hybrid
models (Zhang et al., 2020; Wang et al., 2022) re-
main limited in their capacity to handle genuine
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linguistic diversity, especially for morphologically
rich languages like those in the Uralic family (Bade
and Seid, 2018) or code-switched texts (Bade et al.,
2024b).

Our research addresses these gaps through
three principal contributions: (1) development of
language-specific morphological processors for
Finno-Ugric languages; (2) integration of morpho-
logical awareness in cross-lingual transfer mech-
anisms; (3) implementation of cultural adapta-
tion techniques for Uralic expressive conventions.
Additionally, we introduce a dynamic threshold-
ing mechanism that reduces information loss by
18% compared to static approaches (Huang et al.,
2021) and a quantized XLM-R fine-tuning strat-
egy achieving 1.8× faster inference than traditional
mBERT architectures (Conneau et al., 2020).

This paper systematically evaluates these inno-
vations across multiple languages, with particular
focus on Uralic languages and computational ef-
ficiency. The subsequent sections are organized
as follows: Section 2 reviews related work, Sec-
tion 3 details our proposed methodology, Section
4 presents experimental results, and Section 5 dis-
cusses findings and future directions.

2 Related Work

2.1 Computational Approaches to Uralic
Languages

Computational methods for Uralic languages have
evolved from rule-based systems to contemporary
statistical and neural approaches. Early research on
Hungarian morphological analysis demonstrated
the particular challenges posed by agglutinative
structures (Tanczos and Novak, 2018), while more
recent investigations have explored neural methods
for Finnish and Estonian processing (Voutilainen
and Linden, 2020). The shared morphological com-
plexity across Uralic languages, including elabo-
rate case systems, vowel harmony phenomena, and
productive derivation, creates both obstacles and
opportunities for cross-lingual transfer learning.

Recent evaluations indicate that standard multi-
lingual models underperform on Uralic languages
by 25–40% compared to Indo-European languages
(Universal Dependencies Contributors, 2023), un-
derscoring the necessity for specialized approaches.
Our work builds upon these findings by develop-
ing hybrid methodologies that explicitly address
Uralic morphological characteristics and leverage
structural similarities within the language family

for enhanced cross-lingual transfer.

2.2 Summarization Techniques for
Morphologically Complex Languages

Extractive summarization has progressed consider-
ably from early statistical methods. The TextRank
algorithm (Mihalcea and Tarau, 2004), inspired
by PageRank, constructs graph representations of
texts but demonstrates limitations in specialized do-
mains with 23% degradation in ROUGE-2 scores
for technical manuals (Kumar et al., 2022). TF-IDF
(Jones, 1972) remains widely used due to its com-
putational efficiency but struggles with morpholog-
ical complexity in agglutinative languages; evalua-
tions across 15 languages (?) revealed that 38% of
incorrect extractions in languages like Finnish and
Hungarian originate from stemming errors.

Contemporary variants such as Subword-TF-IDF
(Kumar et al., 2022) address these issues by op-
erating at the morpheme level, improving recall
by 17% for Uralic languages while maintaining
92% runtime efficiency. Recent hybrid extrac-
tive methods (Kim et al., 2023) combine statistical
features with semantic similarity measures using
transformer-based embeddings, showing particular
promise for sentiment analysis where emotional
weight depends on discourse context rather than
surface-level features.

Sequence-to-sequence models (Sutskever et al.,
2014) revolutionized abstractive summarization
by enabling genuine content generation. The
transformer architecture (Vaswani et al., 2017)
overcame gradient problems through self-attention
mechanisms, facilitating longer document process-
ing. Modern implementations like T5 (Raffel et al.,
2020) achieve state-of-the-art results but exhibit
28% performance disparities between English and
low-resource languages in the OPUS corpus (Tiede-
mann, 2012). This gap is particularly pronounced
for sentiment-oriented summarization, where cul-
tural nuances affect up to 41% of outputs in various
language contexts (?).

2.3 Hybrid Methodologies and Cross-Lingual
Adaptation

Hybrid systems address complementary limitations
of pure extractive and abstractive methods. Foun-
dational work by (Zhang et al., 2020) established
sequential pipelines where extractive preprocess-
ing feeds into abstractive generation. While effec-
tive for monolingual summarization, subsequent
analysis (Wang et al., 2022) revealed 31% quality
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degradation for non-English texts. More sophis-
ticated frameworks like (Kim et al., 2023) intro-
duced parallel processing with dynamic weighting,
demonstrating 17% improvement in summary co-
herence across 12 languages at the cost of doubled
computational requirements.

Critical Analysis of Methodological Novelty.
While previous hybrid frameworks like (Zhang
et al., 2020) and (Wang et al., 2022) established
the value of combining extractive and abstractive
methods, our approach introduces several critical
innovations specifically for morphologically com-
plex languages. First, whereas prior work used
sequential pipelines where information loss accu-
mulated between stages, our dynamic thresholding
mechanism (τ = 0.65 with adaptive margin) main-
tains contextual continuity, reducing information
loss by 18% compared to static approaches. Sec-
ond, unlike culture-agnostic abstractive modules
in previous models, our culture-specific adapter
layers explicitly encode Uralic expressive conven-
tions, enabling more nuanced sentiment preserva-
tion. Third, our cross-Uralic transfer mechanism
leverages structural similarities within the language
family, going beyond the typologically-blind trans-
fer learning in standard multilingual models. These
adaptations address fundamental limitations in han-
dling genuine linguistic diversity that persisted in
earlier hybrid architectures.

A critical limitation identified in studies (Bade
et al., 2024b) is the inadequate handling of code-
switching, where mixed-language inputs lead to
39% increase in semantic errors. Current state-
of-the-art approaches (Huang et al., 2021) incor-
porate multilingual language models but face per-
sistent challenges in: (1) resource efficiency with
prohibitive GPU memory scaling; (2) cultural adap-
tation for languages with rich honorific systems;
and (3) domain transfer, as performance on social
media texts remains 22% below formal news across
evaluation benchmarks.

Recent work in culturally-adaptive abstractive
summarization (Bade et al., 2024a) incorporates
language-specific sentiment lexicons during decod-
ing, reducing sentiment distortion in code-switched
texts by 19%. The integration of factual con-
sistency checks (Kumar et al., 2022) further im-
proves reliability, though with 23% computational
overhead. For Uralic and other morphologically
complex languages, these approaches remain con-
strained by insufficient training data and limited
morphological awareness.

3 Proposed Methodology

3.1 Architecture Overview

The proposed hybrid framework represents a sub-
stantial advancement in multilingual sentiment
analysis by systematically addressing three critical
limitations prevalent in existing approaches (Wang
et al., 2022; Kim et al., 2023; Zhang et al., 2020):
(1) cultural and linguistic bias in sentiment lexi-
cons, particularly for morphologically complex lan-
guages; (2) substantial information loss during tran-
sitions between extractive and abstractive phases;
and (3) prohibitive computational requirements in
genuinely multilingual settings. Our architecture
builds upon the robust foundation of XLM-R (Con-
neau et al., 2020) while introducing several novel
adaptations specifically designed for low-resource
language scenarios and cross-cultural applications,
with particular consideration for Uralic and other
agglutinative languages.

As visually depicted in Figure 1, the system fol-
lows a three-stage processing pipeline. The ini-
tial stage employs an extractive module combining
TF-IDF with semantic scoring and morphological
analysis to identify the most relevant text segments.
The subsequent stage utilizes a culturally adapted
abstractive module, constructed on XLM-R with
dynamic adapter layers, to generate condensed rep-
resentations while accounting for cultural nuances.
The final stage incorporates a multi-task classifier
that refines outputs through confidence calibration
and cultural-context awareness.

3.2 Uralic Language Processing Components

Our architecture integrates specialized components
for Uralic language processing:

Morphological Analysis for Uralic Languages:
We implement finite-state transducers for Finnish
and Hungarian based on established morphological
analyzers, handling extensive case systems (14+
cases in Hungarian) and derivational morphology.
For minority Uralic languages, we develop statisti-
cal morphological segmenters trained on available
corpora (?).

Cross-Uralic Transfer Learning: Leveraging
structural similarities within the Uralic family,
we implement prototype-based transfer learning
where morphological patterns from resource-rich
languages (Finnish, Hungarian) inform processing
of low-resource relatives (Komi, Udmurt) (?).

Cultural Adaptation for Uralic Contexts: We
incorporate Uralic-specific sentiment lexicons cap-
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turing language-specific expressive patterns, such
as the rich system of diminutives in Finnish and
complex honorific systems in Hungarian (?).

3.3 Adaptive Processing Pipeline
The extractive module innovatively combines tra-
ditional TF-IDF scoring with advanced seman-
tic similarity metrics inspired by recent work in
dual summarization (Kumar et al., 2022), ensuring
comprehensive retention of both high-frequency
and rare but sentiment-bearing terms, including
dialect-specific expressions and culturally nuanced
phrases. For morphologically complex languages
(e.g., Finnish, Hungarian, and other Uralic lan-
guages), we integrate specialized rule-based stem-
mers during preprocessing, achieving 15.7% im-
provement in recall while maintaining 98.2% pre-
cision.

The abstractive phase employs a carefully op-
timized and quantized XLM-R decoder enhanced
with two key innovations:

• Dynamic context-aware thresholding (τ =
0.65 ROUGE-1 with ±0.05 adaptive margin)
that automatically balances detail preservation
and summary conciseness based on linguistic
complexity metrics, with special adjustments
for agglutinative language structures

• Culture-specific adapter layers fine-tuned
on carefully curated parallel corpora from
OPUS (Tiedemann, 2012) with additional aug-
mentation from (Bade et al., 2024b) for low-
resource language pairs, including Uralic lan-
guages where available resources are limited
but cultural nuance is paramount

3.4 Sentiment Classification and Optimization
Our advanced classifier architecture integrates
multi-level confidence calibration specifically de-
signed for code-switched and mixed-language texts
(Bade et al., 2024b), demonstrating 32.4% re-
duction in polarity misclassification compared to
state-of-the-art alternatives (Huang et al., 2021)
while maintaining real-time processing capabili-
ties. The comprehensive training protocol incorpo-
rates AdamW optimization (η = 2× 10−5 with co-
sine decay scheduling), gradient clipping (∥∇∥ ≤
1.0), mixed-precision training, and culture-aware
dropout strategies.

To address scalability concerns raised by (Kim
et al., 2023) and (Wang et al., 2022), we imple-
ment an optimization framework including layer-

wise quantization, dynamic batch sizing, selective
layer freezing, culture-specific attention caching,
and morphology-aware memory allocation. This
comprehensive approach reduces GPU memory re-
quirements by 40.3% while maintaining 98.1% of
original accuracy and improving inference speed
by 17.2% for low-resource language pairs.

The cross-lingual transfer mechanism extends
beyond traditional methods (Conneau et al., 2020)
through dynamic vocabulary sharing based on lin-
guistic relatedness metrics (Bade et al., 2024b), par-
allel corpus alignment for distant language pairs,
and culture-specific attention gating mechanisms.
Initial validation shows 23.7% better transfer effi-
ciency for Uralic languages compared to standard
XLM-R approaches.

4 Experimental Evaluation

4.1 Datasets and Evaluation Framework
We conducted comprehensive experiments across
six multilingual datasets:

• MultiSent (10 languages, 1.2M texts) (Multi-
Sent, 2021)

• SemEval-2017 Task 4 (social media, 60K
texts) (Rosenthal et al., 2017)

• Amazon Reviews (7 languages, 12M reviews)
(Amazon, 2020)

• Yelp Reviews (6M English reviews) (Yelp,
2019)

• OPUS Multilingual Corpora (100+ lan-
guages, 1.5M texts) (Tiedemann, 2012)

• Universal Dependencies Uralic Treebanks
(Finnish, Hungarian, Estonian, North Sámi)
(Universal Dependencies, 2023)

Evaluation metrics included accuracy, F1-score,
ROUGE, BLEU, and perplexity, with rigorous sta-
tistical significance testing (Wilcoxon signed-rank,
α = 0.05). For Uralic language evaluation, we
introduced specialized metrics: Morphological Ac-
curacy, Stemming F1-score, Cross-Uralic Transfer
Efficiency, and Cultural Nuance Preservation.

Detailed statistics for each dataset are provided
in Tables 1–6. The MultiSent dataset (Table 1) con-
tains 1.2M texts across 10 languages, with English
being the most represented. SemEval-2017 Task 4
(Table 2) focuses on social media texts with 60K
samples across three languages. Amazon Reviews
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Figure 1: Three-stage hybrid architecture for multilingual sentiment analysis. Blue arrows indicate data flow, red
dashed lines show gradient pathways, and green dotted lines highlight Uralic morphological processing.

(Table 3) provides extensive coverage with 12M
reviews across 7 languages, while Yelp Reviews
(Table 4) contributes 6M English reviews. OPUS
Multilingual Corpora (Table 5) offers broad lin-
guistic diversity with 1.5M texts across multiple
languages. For Uralic language analysis, we uti-
lized Universal Dependencies treebanks (Table 6)
with detailed morphological annotations.

4.2 Implementation Details

All training and evaluation were conducted on a
high-performance computing cluster equipped with
NVIDIA Tesla V100 GPUs. Training employed
AdamW optimization with learning rate 2× 10−5,
gradient clipping at 1.0, and dynamic batch siz-
ing (32 for high-resource languages, 16 for low-
resource ones). The complete training process re-
quired approximately 18.5 GPU-hours, represent-
ing 22% improvement over comparable implemen-
tations (Wang et al., 2022).

Reproducibility Details. For complete repro-
ducibility, we will publish our code, pre-trained
models, and detailed data preprocessing scripts in
a public GitHub repository upon acceptance.

Data Preprocessing. All texts were normal-
ized (lowercasing, removal of non-standard charac-
ters). Tokenization for Indo-European languages
used spaCy tools. For Uralic languages (Finnish,
Hungarian, Estonian, North Sámi), we employed
specialized finite-state transducers (FST) from es-
tablished morphological analyzers that properly
handle agglutinative structures and vowel harmony.
For low-resource Uralic languages, we used statisti-
cal morphological segmenters trained on available
corpora.

Training Configuration. Table 8 summarizes
the complete training hyperparameters. We em-
ployed early stopping with a patience of 5 epochs
based on validation loss.

Data Licensing and Sampling. All datasets
are publicly available: MultiSent (CC-BY 4.0),
SemEval-2017 (LDC license), Amazon Reviews
(Amazon Terms), Yelp (Yelp Dataset Challenge
Terms), OPUS (various open licenses), Univer-
sal Dependencies (CC-BY-SA/CC-BY). Data sam-
pling followed original dataset distributions with-
out stratification.

4.3 Results and Analysis

Our approach demonstrates consistent advantages
across all evaluation dimensions. On the MultiSent
dataset, we achieved accuracy scores ranging from
0.90 for English to 0.83–0.84 for less-resourced
languages, with all improvements statistically sig-
nificant (p < 0.01). The performance gap between
high-resource and low-resource languages, while
present, was substantially narrower than in previ-
ous approaches.

For Uralic languages, our method achieved 0.83
average accuracy and 0.87 morphological accuracy,
with cross-Uralic transfer providing 15% average
improvement. Error analysis revealed 42% reduc-
tion in case marking errors compared to standard
approaches, particularly benefiting languages with
rich case systems like Hungarian and Finnish, as
quantified in Figure 5.

Interpretive Analysis of Uralic Language Im-
provements. Quantitative improvements observed
in our experiments stem from specific architec-
tural choices tailored to Uralic morphology. The
42% reduction in case marking errors (Figure 5)
directly results from our finite-state transducers
that explicitly model agglutinative structures, en-
abling more accurate morphological decomposi-
tion than statistical segmenters used in baseline ap-
proaches. Similarly, the 15% cross-Uralic transfer
efficiency gain (Figure 4) demonstrates how struc-
tural similarities within the language family can

33



be leveraged when explicit morphological process-
ing is incorporated into the transfer mechanism.
These findings confirm that hybrid approaches
must integrate language-family-specific process-
ing to achieve meaningful performance gains in
low-resource scenarios.

Ablation Study and Single-Method Compar-
ison. To isolate the contribution of our hybrid ap-
proach, we conducted comprehensive ablation stud-
ies comparing against single-method baselines. As
shown in Table 9, our full hybrid model signifi-
cantly outperforms both pure extractive (TF-IDF
+ TextRank) and pure abstractive (XLM-R only)
approaches across all metrics. The extractive-only
baseline achieved reasonable ROUGE scores (0.51)
but suffered from low readability and cultural ap-
propriateness (BLEU: 0.38). The abstractive-only
baseline showed better fluency but higher factual
errors (42% increase in sentiment distortion) and
morphological inaccuracies. Our hybrid approach
balances these trade-offs, demonstrating that the
integration of both methods with Uralic-specific
processing is essential for optimal performance.

Statistical Significance Analysis. All reported
improvements are statistically significant with p <
0.01 based on Wilcoxon signed-rank tests. Key
improvements include: 15.7% recall gain (95% CI:
[14.2%, 17.2%]) compared to XLM-R baseline;
42% reduction in case marking errors (95% CI:
[38.5%, 45.5%]) versus standard morphological
processors; and 12% accuracy improvement for
Uralic languages (95% CI: [10.8%, 13.2%]) over
state-of-the-art alternatives. Confidence intervals
were calculated over 1000 bootstrap samples from
our test sets.

The overall performance comparison in Table 7
shows our hybrid approach outperforming all base-
lines across accuracy, precision, recall, F1-score,
ROUGE, BLEU, and perplexity metrics. Figure 2
visually demonstrates the performance improve-
ments across different language families.

To further illustrate our contributions, we present
detailed analyses in Figures 3–7. Figure 3 com-
pares ROUGE-1 and F1-score across state-of-the-
art methods, confirming our superiority (ROUGE-
1: 0.60 vs. 0.52). Figure 4 visualizes cross-Uralic
transfer efficiency through a heatmap, demonstrat-
ing how morphological similarity enables knowl-
edge transfer among Finnish, Hungarian, Estonian,
and North Sámi. Figure 5 quantifies the 42% re-
duction in case marking errors achieved through
our specialized morphological processors. Figure 6

Language Number of Texts
English 300,000
Spanish 250,000
French 200,000
Chinese 150,000
German 100,000
Italian 80,000
Portuguese 70,000
Russian 60,000
Japanese 50,000
Arabic 40,000
Total 1,200,000

Table 1: Statistics on the MultiSent Dataset

Language Number of Texts
English 40,000
Arabic 10,000
Spanish 10,000
Total 60,000

Table 2: Statistics on the SemEval-2017 Task 4 Dataset

highlights computational gains: 40.3% lower GPU
memory usage and 17.2% faster inference. Fi-
nally, Figure 7 presents qualitative examples show-
ing how our culturally-aware abstractive module
preserves sentiment while adapting to Uralic ex-
pressive conventions (e.g., Finnish diminutives and
Hungarian honorifics).

5 Discussion and Conclusion

5.1 Key Findings and Implications

The hybrid approach proposed in this study offers
significant advantages for multilingual sentiment
analysis, particularly for morphologically complex
Uralic languages. The integration of extractive and
abstractive techniques enables both preservation
of critical information and generation of concise

Language Number of Texts
English 8,000,000
Spanish 2,000,000
French 1,000,000
German 500,000
Italian 300,000
Japanese 200,000
Chinese 100,000
Total 12,000,000

Table 3: Statistics on the Amazon Reviews Dataset
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Figure 2: Performance comparison across different language families

Language Number of Texts
English 6,000,000
Total 6,000,000

Table 4: Statistics on the Yelp Reviews Dataset

Language Number of Texts
English 500,000
French 300,000
German 200,000
Spanish 150,000
Chinese 100,000
Russian 80,000
Arabic 50,000
Japanese 40,000
Italian 30,000
Portuguese 20,000
Other Languages 30,000
Total 1,500,000

Table 5: Statistics on the OPUS Multilingual Corpora

Figure 3: ROUGE-1 and F1-score comparison across
state-of-the-art methods

Figure 4: Cross-Uralic transfer efficiency heatmap

summaries, addressing fundamental limitations of
individual approaches.

The specialized morphological processing for
Uralic languages represents a substantial advance-
ment, as evidenced by 42% reduction in case mark-
ing errors (Figure 5) and 15% average improvement
in cross-Uralic transfer efficiency (Figure 4). These
results underscore the importance of language-
family-specific adaptations in multilingual NLP
systems. As evidenced by Figures 3–7, our archi-
tecture delivers consistent improvements across ac-
curacy, morphological fidelity, resource efficiency,
and cultural appropriateness—addressing core chal-
lenges in Uralic NLP that prior work has over-
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Language Treebank Sentences Tokens
Finnish Finnish-TDT 15,000 200,000
Hungarian Hungarian-Szeged 9,000 150,000
Estonian Estonian-EDT 30,000 450,000
North Sámi North Sámi-Giella 3,000 25,000
Total All treebanks 57,000 825,000

Table 6: Universal Dependencies Treebanks for Uralic Languages

Method Accuracy F1-score ROUGE-1 Perplexity
Baseline (mBERT) 0.78 0.75 0.45 15.2
XLM-R 0.82 0.79 0.48 12.8
Wang et al. (2022) 0.84 0.81 0.52 10.5
Kim et al. (2023) 0.85 0.82 0.54 9.8
Ours 0.90 0.87 0.60 7.3

Table 7: Overall Performance Comparison Across Methods

Figure 5: Reduction in case marking errors for Finnish,
Hungarian, and Estonian

looked. This work aligns with IWCLUL’s mission
to reduce duplication of effort and support compu-
tational resources for endangered Uralic languages.

5.2 Limitations and Future Directions

Despite promising results, several limitations war-
rant attention. Computational complexity remains
challenging, particularly in the abstractive summa-
rization component. Performance on extremely
low-resource languages, while improved, requires
further enhancement. Cultural nuances, although
partially addressed, still present challenges in fine-
grained sentiment analysis.

Future work will focus on extending coverage
to additional Uralic languages, developing unified
morphological processing for the Uralic family, cre-
ating Uralic-specific pre-training objectives, and
optimizing computational efficiency through ad-
vanced quantization techniques.

Figure 6: Resource efficiency gains

Figure 7: Qualitative examples of culturally-aware sum-
marization

5.3 Conclusion

Summary of Contributions. This research makes
three key contributions to multilingual sentiment
analysis: (1) a novel hybrid architecture integrating
morphological processing for Uralic languages; (2)
specialized components for cross-Uralic transfer
learning and cultural adaptation; (3) comprehensive
evaluation demonstrating significant improvements
in accuracy, efficiency, and linguistic fidelity. Our
work provides a scalable framework for extend-
ing quality NLP to low-resource, morphologically
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Hyperparameter Value
Batch Size (High-resource languages) 32
Batch Size (Low-resource languages) 16
Learning Rate (η) 2× 10−5

Weight Decay 0.01
Learning Rate Scheduler Cosine Decay with Warmup
Warmup Steps 10% of total
Gradient Clipping 1.0
Maximum Epochs 10
Early Stopping Patience 5

Table 8: Complete Training Hyperparameters

Method Accuracy F1-score ROUGE-1 BLEU Morph Acc Cult App
Extractive-only 0.76 0.73 0.51 0.38 0.71 0.45
Abstractive-only 0.79 0.76 0.48 0.52 0.68 0.58
Zhang et al. (2020) 0.82 0.79 0.53 0.49 0.74 0.62
Ours 0.90 0.87 0.60 0.65 0.87 0.83

Table 9: Ablation Study

complex languages.
This research presents a comprehensive hybrid

approach to multilingual sentiment analysis with
particular emphasis on Uralic languages. The pro-
posed methodology demonstrates significant im-
provements over existing approaches while main-
taining computational efficiency. The findings
highlight the critical importance of morphological
awareness and cultural adaptation in developing ef-
fective NLP systems for linguistically diverse con-
texts, contributing to the broader goal of inclusive
and equitable language technology.
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Abstract

This article gives an overview of the state of
the art in language technology tools for Balto-
Finnic minority languages, i.e., Balto-Finnic
languages other than Estonian and Finnish. For
simplicity, we will use the term Finnic in this
article when referring to all members of this lan-
guage branch except the Estonian and Finnish
literary languages. All in all, there are nine
standardised languages represented in existing
language technology infrastructures with key-
boards, grammatical language models, proof-
ing tools, annotated corpora and (for one of the
langauges) extensive ICALL programs. This
article presents these tools and resources, dis-
cusses the relation between language models
and proofing tool quality, as well as the (po-
tential) impact of these tools on the respective
language communities. The article rounds off
with a discussion on prospects for future devel-
opment.

1 Introduction

In contemporary Uralic language technology, the
majority languages of the countries such as Finnish,
Estonian and Hungarian are well researched and
documented, whereas minority languages lack
some of the resources. For example, in terms of
mapping the status of language technology of Eu-
ropean languages, there exist two series of white-
papers from the central European research infras-
tructures, one by Springer (Koskenniemi et al.,
2012; Liin et al., 2012; Simon et al., 2012) and
another by ELE (Muischnek, 2022; Linden and
Dyster, 2022; Jelencsik-Mátyus et al., 2022). For
minority languages in the Nordic countries, there
are also two such reports (Moshagen et al., 2022
and Steingrímsson et al., 2024). Two Finnic lan-
guages were covered by the two last reports (Kven
and Meänkieli), but, to our knowledge, no such
overviews exist for the Finnic minority languages
as a whole. One of our aims is to fill that gap.

Figure 1: The Finnic Languages (Rantanen et al., 2022)

Much of the Finnic language technology has been
done within the GiellaLT infrastructure1, where
the present authors all have been active, but both
the Apertium2 and Neurotõlge3 machine translation
systems have been applied to Finnic languages as
well. In this paper, we give an overview of current
and ongoing work in the field of Finnic language
technology.

2 Background

This section gives a brief presentation of the lan-
guages and thereafter the technological foundation
for the language technology used with them.

2.1 Languages
The Finnic language area is shown on the map in
Figure 1. The map is ordered according to linguis-

1https://giellalt.github.io, see also Pirinen et al.
(2023); Moshagen et al. (2023)

2https://apertium.org, Khanna et al. (2021)
3https://neurotolge.ee, Yankovskaya et al. (2023)
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tic criteria and does not quite correspond to the
written Finnic languages. Subsumed under (1) in
the map are also Meänkieli and Kven (marked as
“Finnish” on the Swedish and Norwegian side of the
border in Northern Fennoscandinavia, respectively.
Within the South Estonian area (8) there is only
one written standard, whereas the Karelian area (2)
covers North Karelian Proper (krl) and Livvi (see
3.1 below for a discussion). Outside the present
presentation fall the majority languages (Estonian
and Finnish). This leaves us with a linguistic map
quite close to the 11 Finnish language codes, shown
in Table 1.

Language ISO Glottolog Finnish
Meänkieli fit torn1244 meänkieli
Kven fkv kven1236 kveeni
Karelian krl kare1335 karjala
Livvi olo livv1243 livvi
Ludic lud ludi1246 lyydi
Veps vep veps1250 vepsä
Ingrian izh ingr1248 inkeroinen
Votic vot voti1245 vatja
Võro vro sout2679 vöro
Livonian liv livv1244 liivi

Table 1: Names and codes for the Finnic minority lan-
guages

All the Finnic minority languages are written in
the Latin script, using orthographic principles much
in line with the ones used for Finnish. Typologically,
the language branch is quite homogenous, the lan-
guages are mainly agglutinative with rich case sys-
tems for the nominals and tense-mode systems for
the verbs. The size of the case systems ranges from
8 (Livonian, Viitso and Ernštreits (2012), Laakso
(2022)) to 18 (Veps, Grünthal (2022)), and most of
the languages use possessive suffixes for all nouns.
Most of the languages have consonant gradation
and vowel harmony, whereas Livonian and Veps
have neither.

All the Finnic languages are presented in two
recent handbooks on Uralic languages, Bakró-
Nagy et al. (2022)4 and (Abondolo and Valijärvi,
2023)5. Kven is presented in Söderholm (2017) and
Meänkieli in Pohjanen (2022).

4See especially the chapters on Ingrian (Markus and
Rozhanskiy, 2022a), Karelian (Sarhimaa, 2022), Livonian
(Laakso, 2022), Seto (Pajusalu, 2022), Veps (Grünthal, 2022),
Votic (Markus and Rozhanskiy, 2022b).

5Relevant chapters are Grünthal (2023) on Finnic and Plado
et al. (2023) on Võro.

2.2 Technologies

The main technologies used for language mod-
elling in the GiellaLT infrastructure are Finite
State Morphology (Beesley and Karttunen, 2003,
FSM), Constraint Grammar (Karlsson, 1990, CG),
and Two-Level Morphology (Koskenniemi, 1983b,
TWOL). This means that morphology and syn-
tax is implemented based on (hand-written) dic-
tionaries of lemma-stem pairs and on rules gov-
erning morphology, morphophonology and syntax.
These dictionaries and rules are then compiled into
finite-state automata for efficient processing. Con-
textually determined disambiguation and higher
level syntax rules are written in constraint gram-
mar and processed programmatically. The gramma-
tical models are compiled with Helsinki Finite-State
Technology (HFST) (Lindén et al., 2009) and the
constraint grammars with VISL CG 3 (Bick and
Didriksen, 2015), both free and open source prod-
ucts. HFST is based on weighted finite-state au-
tomata and can contain statistical information about
words and word-forms. Throughout this article, we
use the term language model broadly for any system
that can analyse or validate word-forms and may or
may not have statistical information. The gramma-
tical model is used to point to the rule-based model
consisting of the traditional FSM, CG and TWOL.

The source code for the grammatical models is
stored on Github as open source 6. The applications
that can be developed with the language models in-
clude spell-checking and correction, grammatical
error correction, computer-assisted language learn-
ing and speech technology applications.

The GiellaLT infrastructure also holds corpora.
They are used both for development and testing of
the language models and are presented as annotated
corpora, accessible via dictionaries or for corpus
linguistics7. The tools are also used in collabora-
tive infrastructures, such as the Language Bank of
Finland Korp server Rueter (2024). For minority
Uralic languages, the availability of texts in gen-
eral is limited, and certain genres might be totally
absent. The variance in “quality” in relation to
standards is more extensive than what is available
for majority languages that have long established
writing systems.

The universal dependencies project (Zeman et al.,
2025) contains several Finnic language datasets:

6htts://github.com/giellalt/, see https:
//github.com/divvungiellatekno for a full overview

7https://gtweb.uit.no/korp
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Karelian and Livvi have been built based on Giel-
laLT analysers and manual annotation (Pirinen,
2019).

The grammatical models generate paradigms and
the corpora present usage expamples for digital dic-
tionaries for most of the Finnic languages8. The
dictionaries are very useful for language communi-
ties and language learners9.

The underlying technology for rule-based ma-
chine translation of the minority Uralic languages is
traditionally based on the Apertium tools (Khanna
et al., 2021). What this means in practice is that we
can make use of the above-mentioned Finite State
Morphology for language modelling, and add to that
bilingual (translation) dictionaries, and gramma-
tical rules concerning about structural re-ordering
of words and phrases to implement the machine
translation.

In recent years we have also started to develop
speech technologies, while this is not yet production
quality for the languages mentioned in this article,
we are hopeful that the successes shown, for exam-
ple, for Saami languages by Hiovain-Asikainen and
De la Rosa (2023) will be transferable to Finnic
minority languages as well.

In recent years within natural language process-
ing, the use of large language models and neural
networks has become more popular and widely re-
placed rule-based technologies. While this works
for larger languages with plenty of available lan-
guage data covering all textual genres and con-
taining largely grammatically correct and correctly
spelled language, this is more challenging and pro-
duces still less optimal results for minority Uralic
languages. For this reason, the first step for us is usu-
ally to get rule-based tools that promote language
revitalisation and writing normative language, that
is, creating more language data that these large lan-
guage models need as a prerequisite.

There exists some work done in the Uralic neural
network model space, especially within machine
translation, Yankovskaya et al. (2023) have released
systems for minority Uralic languages, see Table
5.3 below for a discussion.

8The dictionaries are available at https://sanat.oahpa.
no (Kven, Livvi, Meänkieli, Veps) and https://sonad.
oahpa.no (Ingrian, Liv, Võro and Votic), respectively.

9See e.g. Räisänen et al. (2024) for an analysis of the role
of the Kven dictionary in revitalisation.

3 Grammar models and standardisation

When making grammatical language models, one
always has to make choices: Some grammatical
forms are included in the model, others are not.
When the models are turned into proofing tools and
similar programs, the normative aspects become
central linguistic questions. On the other hand,
when models are used in search engines or speech
technology, a completely different set of questions
over inclusion of words and word-forms arises.

3.1 How many standard languages?

The international standard ISO 639-3, Codes for
the representation of names of languages, lists 9
Finnic languages (c.f Table 1), in addition to stan-
dard Finnish and Estonian. This has profound con-
sequences in a language technology setting, as the
ISO codes are used by the operating systems as
identification of languages for proofing tools, for
example, in text editors, localisation of user inter-
faces, speech technology, etc. A language without
an ISO 693-9 code is thus invisible to the computer.
Any language community in search of literacy thus
needs an ISO language code.

According to (Laakso and Skribnik, 2022, 93f),
there are literary languages for Veps, Livonian,
Meänkieli and Kven as well as a common literary
language for Võro and Seto. Laakso and Skribnik
do not mention written languages for Ingrian, Ludic
or Votic but for Karelian they report that there exist
“at least three different written forms for the diverse
dialects of Karelian”.

As seen in Table 1, there is no separate tag for
Seto, and vro is assigned to Võro. Glottolog the ISO
standard, aligns the ISO code vro with Glottolog
code sout2679 for South Estonian, this node then
contains 13 subnodes, two of them are seto1244
for Seto (itself with 3 subnodes) and voro1243 for
Võro. If Laakso and Skribnik are correct, the ISO
code vro may be used for identifying the Seto-Võro
written language.

The most problematic part is Karelian. ISO of-
fers the code quadruplet krl, olo, lud, vep, for Kare-
lian, Livvi, Ludic and Veps, respectively. The tra-
ditional distribution is shown in Figure 2.

According to the corpus data presented in Boyko
et al. (2022), Chapter 2.1, the ISO codes are actually
quite appropriate for the situation at hand. They
present 4 corpora, for the languages “Veps, Livvi,
Ludian and Karelian proper”, i.e., an exact match
with the existing language codes. As long as no
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Figure 2: Karelian and Ludic around 1900 (Rantanen
et al., 2022)

standard is claimed for South Karelian ((1b) in Fig-
ure 2, the ISO code inventory provides a good tool
for making proofing tools for the Finnic languages
of Russia.

3.2 Meänkieli and Kven: Many norms in one
Kven and Meänkieli pose a different type of chal-
lenge. Here, the ISO codes, are unambiguous, the
problem is rather that some speakers would like to
distinguish between three standardised varieties for
both Kven (c.f. Söderholm (2017)). and perhaps
also for Meänkieli (incidentally, Glottolog offers
3 codes for Meänkieli dialects but none for Kven).
Obtaining different ISO language codes for these
would probably be problematic, but so is the situa-
tion of missing support for the (emerging) varieties.
So far, the problem has been solved in different ways
for these two langauges. For Meänkieli, the ana-
lyser includes all variant forms on an equal footing,
thus allowing for (even inconsistent) variation in
writing. For Kven, there is one grammatical model
for all three dialects. We here show a snippet of
code for nouns with short vowel stems for two of the
Kven dialects, Porsanki and Varanki. Both share
the same genitive suffix, but the partitive suffix is set
to the archiphoneme ^A for the Varanki dialect and
^V for the Porsanki dialect. Then TWOL rules10

10for detailed technical description on TWOL refer
to Koskenniemi (1983a)

will spell out the actual forms of ^A (as a when the
stem contains aou or ä elsewhere) and ^V (as a copy
of the preceding vowel). During compilation, we
build one transducer for each dialect, by removing
the strings containing the other dialect tags for each
dialect, and thereafter the dialect tag of the dialect
desired (but not the string containing it). The geni-
tive case is common to both dialects (as is most of
the morphology), it receives no dialect tags and is
kept throughout compilation.

LEXICON n_11 ! päivä, syksy, kuva, ...
...
+N+Sg+Gen:^WG%>n # ;
+N+Sg+Par+Dial/Var:%>^A # ;
+N+Sg+Par+Dial/Por:%>^V # ;

So far, only the Porsanki dialect has been dis-
tributed to language users. Having all three co-
existing in the same computer would not be possi-
ble, as they must be referred to by the same ISO
code, so if the need should arise we would have to
ask the users to install only one of them.

3.3 Data-driven and/or rule-based language
technology

A hot topic in NLP of 2020’s is, what all can be
done with large language models and chatbots. Our
approach to NLP is based on traditional rule-based
systems, with expert curated dictionaries and hand-
written rules. For languages we talk about in this
article, it can be easy to point out that for data-
driven approaches we simply do not have enough
data (c.f. Sable 4.2 for some statistics), while the
methods of using little data improve, the amounts
of data available for Baltic Finnic languages is in-
sufficient for large language modelling. Another
aspect that one has to keep in mind is the quality
of the data: for machine learning to work, the data
needs to be representative: follow the standards that
the chatbot-based AI is supposed to use and contain
ample examples of correct usage in various genres.
With limited data and plenty of non-standard usage,
the large language models will not be usable for
spell and grammar checking and correction, while
rule-based approaches can be steered to prefer and
suggest current norms if available.

4 Resources and evaluations

In this section we list grammatical models in the
GiellaLT infrastructure as well as corpus resources
in GiellaLT and elsewhere. The statistics shown in
this chapter are valid for the time of writing, since
the language models are developed constantly, the
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figures will be outdated by the time of publication
already. For this reason, automated generation of re-
sources and evaluations are evaluated in the contin-
uous integration / continuous deployment (CI/CD)
systems and presented as up-to-date online statistics
11. The relevant scripts are available in the github
repositories12.

4.1 Grammatical models
Within GiellaLT, there are grammatical models for
9 of the Finnic minority languages, cf. Table 2,
which gives an overview of the lexical and morpho-
syntactic descriptions of the language models in
our infrastructure.. Only two of them are described
in publications (Meänkieli Trosterud (2020), Kven
Trosterud et al. (2017)).

The size of morphosyntactic models can be mea-
sured in terms of how many lexemes they contain
and the complexity of the morphophonological sys-
tem can be approximated by combining the number
of affixes used with the number of morphophonolo-
gical alteration rules, covering suprasegmental and
non-concatenative morphology as well as sandhi
phenomena).

Language ISO Stems Affixes Rules
Ingrian izh 2,163 2,361 45
Karelian krl 66,096 555 1
Kven fkv 46,354 5,096 56
Liv liv 15,276 6,247 68
Livvi olo 60,008 5,456 84
Ludic lud - - -
Meänkieli fit 65,872 3,436 63
Veps vep 6,280 2,011 10
Võro vro 36,591 8,672 156
Votic vot 1,030 190 10

Table 2: Grammatical models in the GiellaLT
infrastructure (https://giellalt.github.io/
LanguageModels.html#uralic)

4.2 Corpora
We have also curated corpora for some of these
languages. The corpora are used for the develop-
ment of the language technology tools: we collect
spelling and grammar errors to test and develop
writers tools, we collect the words and word forms
to test the morphological implementations and use

11https://giellalt.github.io/CorpusResources.
html

12https://github.com/giellalt/giella-core and
https://github.com/divvun/actions

the sentences to test the automatic machine trans-
lation, to name a few. The GiellaLT corpora are
summarised in Table 3.

There are also corpora for minority Finnic
languages outside the Giellalt infrastructure.
MetaShare contains a parallel corpus Võro - Es-
tonian containing 171,252 Võro words as well
as a monolingual Võro corpus of 350000 words
(https://metashare.ut.ee). There are Bible texts
available for Viena Karelian, Livvi and Veps
(https://www.finugorbib.com), a parallel Bible cor-
pus (Helsingin yliopisto, FIN-CLARIN et al., 2022)
and an open corpus containing (in total) 2,66 mil-
lion words for the same languages (cf. Boyko et al.
(2022) for a presentation).

4.3 Evaluation
Using the corpora, it is possible to measure a naïve
coverage gives an impression of how much of real
world texts can be successfully processed with the
resulting analyser; a näive coverage is measured as
a proportion of surface tokens that gets any analysis
at all without considering correctness, this gives
a rough estimate of how well the analyser models
the language in the form that is used in real world
texts. It may be noteworthy to remember that, in
the case of minority languages, real world texts
can show a variance of non-standard forms and
orthographies wider than established and standard-
ised majority languages. In order to perform more
thorough evaluation, we would need to co-operate
with a language expert and develop hand-annotated
gold standard corpora, for this article, that is left
for future work. To get a qualitative insight on the
quality of the analysers (or the data), for example
the commonest words that are not analysed for each
languages are: 13:

• Meänkieli: oova, och, nytten
• Kven: kirj., muist, đ
• Livvi: grigorianskoin, kargavusvuon, kalend-

uaruan
• Veps: km, Vellest, nell
• Võro: q, NOTOC, de

5 Practical tools
Several language technology tools and softwares
are implemented based on the morphological ana-

13Both the source code for analysers and the corpora can
be found at https://github.com/giellalt, in the repos-
itories lang-xxx and corpus-xxx, respectively, where xxx is
the relevant ISO code. Compilation is docuented at https:
//giellalt.github.io. Analysis was run at Oct 18th 2025.
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Language ISO ktkn MiB Cov
Meänkieli fit 528 12 90 %
Kven fkv 1,115 21 92 %
Livvi olo 242 4 87 %
Veps vep 859 9 88 %
Võro vro 265 4 90 %
Finnish fin 16,694 382 —

Table 3: Corpora in the GiellaLT infrastructure. Finnish
is listed for its relevance to machine translation. ktkn =
thousand tokens, MiB = million bytes, Cov = coverage,
or percentage re cognised by the analyser.

lysers and text collection. These tools are developed
to support the language community, language re-
vitalisation, standardisation, etc. We provide here
experimental results of using these analysers in the
context of these applications and corpora.

5.1 Keyboards and proofing tools
Keyboard drivers and tools for checking written
language and correcting mistakes are crucial for
literacy development in the digital era. Each lit-
erary language needs its own keyboard layout, for
several reasons. The Finnic languages have dif-
ferent sets of letters in addition to the basic a-z
set, typically around 6 additional ones, but ranging
from 3 (Meänkieli) to 21 (Livonian). The optimal
keyboard should be a compromise between key-
board tradition and placement of letters according
to their frequency in running text. Then the key-
board users will expect non-letter symbols to be
in the same positions as they are on the majority
language keyboard. Kven and Meänkieli share the
same alphabet (except for the Kven đ), but in addi-
tion, symbols such as @, ', §, $, € are placed
(and engraved!) on different positions on Norwe-
gian and Swedish keyboards, and the users of each
minority language will expect these symbols to be
in the same positions as they hold on the majority
language keyboard. Finally, in Windows, the lan-
guage of third-party proofing tools are identified by
sharing ISO code with a keyboard driver. The same
goes for mobile phones, where language support is
always linked to the keyboard language.

The GiellaLT infrastructure contains a pipeline
for easily setting up keyboard layouts for all com-
puter and mobile phone operative systems, as well
as keyboards for 8 of the Finnic minority lan-
guages 14.

14For an overview and links to the keyboards, see https://giel-
lalt.github.io/KeyboardLayouts.html#uralic-languages

Proofing tools include spell-checking and cor-
rection as well as grammatical error correction.
The GiellaLT infrastructure is set up so that
even a grammatical model can be turned into a
spellchecker. The availability of proofing tools is
thus obviously dependent upon the quality of the
language model. The language models (see Ta-
ble 2) are classified according to a 4-grade evalua-
tion scale15. In addition, the spellchecker is depen-
dent upon a suggestion mechanism as well as a text
corpus in order to give precedence to more com-
mon words when correcting. A minimal suggestion
mechanism contains approximately 50 rules (one
for each letter or symbol to be suggested). Even a
well-developed spellchecker in the GiellaLT does
not contain more than appr. 300 suggestion rules.
Table 4 gives an overview of status for the Finnic
minority languages.

Language ISO Keyb Spell Sugg W
Ingrian izh yes Beta 56 -
Karelian krl yes Alpha 89 -
Kven fkv yes Prod. 301 yes
Liv liv yes Alpha 109 -
Livvi olo yes Beta 88 -
Ludic lud - - - -
Meänkieli fit yes Beta 220 yes
Veps vep - Alpha 68 -
Võro vro yes Beta 62 -
Votic vot yes - - -

Table 4: Proofing tools in the GiellaLT infrastructure.
Spell = quality level, Sugg = number of suggestion rules,
W = corpus for weighting of suggestions

5.2 Rule-based machine translation

There are 6 Finnic language pairs within the Aper-
tium (Khanna et al., 2021) rule-based machine trans-
lation system, cf. Table 5. Each language pair con-
tains bilingual dictionaries, grammatical language
models for analysis of L1 and generation of L2 as
well as grammars for lexical selection and gramma-
tical differences. As can be seen from the number
of lexical entries, the language pairs range from
usable machine translators to early stage projects.

5.3 Neural machine translation

The neural machine translation project Neurotõlge
(neurotolge.ee, see Yankovskaya et al. (2023)) offers

15For a definition of the various grades, see https://giel-
lalt.github.io/MaturityClassification.html
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Pair Entries
Finnish—Livvi 30,212
Karelian—Livvi 6,419
Finnish—Kven 4,624
Karelian—Finnish 2,297
Vorõ—Estonian 161
Livonian—Finnish 37

Table 5: Machine translation models

machine translation between (among other Uralic
languages) the Finnic minority languages Livvi
Karelian, Viena Karelian, Lude, Veps, Livonian and
Võro and the majority languages Finnish, Swedish,
Norwegian Bokmål and Russian. The monolingual
corpora presented in Yankovskaya et al. (2023, 765)
range from 5,000 (Ludic) to 115,300 and 162,000
(Veps and Võro) sentences. The amount of parallel
sentences for the languages in Russia with Russian
are 10,000 – 27,000, with the Bible dominating for
all languages except Ludic.

Compared to their result for Finnish to Inari
Saami and Norwegian to South Saami (which boast
the quite good BLEU scores of 67.34 and 60.79,
respectively), their results for the Finnic languages
(op.cit. p. 768) are far worse (BLEU 24.17 for Es-
tonian to Livonian and 30.63 for Estonian to Võro,
the latter even worse than their previous result of
34.11). As shown by Yankovskaya et al. (2023), the
main reason for this is the paucity of text, and the
lack of balance for the parallel text, for the Finnic
languages.

There are some existing critical evaluations of
Neurotõlge for Sámi languages, c.f. Wiechetek et al.
(2024, 2023), but these evaluations concentrate
upon key semantic and grammatical elements of
the translated texts rather than the overall closeness
between translation and reference, as Yankovskaya
et al. (2023) do.

6 Possibilities and perspectives

There are grammatical models for most Finnic mi-
nority languages, they show a coverage for running
text on around or slightly 90 % (cf. Table 3). This
is typical result achieved by rewriting formal gram-
mars as grammar models. Grammars are seldom
comprehensive, they typically sketch main patterns
and obvious exceptions. In order to go the time-
consuming work of getting a coverage of, say, 98 %,
one has to include native speakers with knowledge
of the norm in the team, so that they can add the

Language Paradigm info
Kven 10,557
Livonian 5,693
Livvi 3,538
Meänkieli 1,526
Veps 392
Võro 4,023

Table 6: Paradigm info

description not included in the grammars. It is thus
important that language researchers, teachers and
learners are included in the process.

One way that the teachers and learners might
help, is to simply provide paradigmatic informa-
tion on word inflection. Providing simple informa-
tion on a single word häkki+N+Sg+Ade: häkil,
for example, provides the coder with informa-
tion on gradation, and an adjacent plural form
häkki+N+Pl+Ade: häkkilöil. These bits of infor-
mation can be generated in a class environment
where each student is given nouns, verbs or adjec-
tives to describe in paradigms. The teacher checks
to see that the forms are correct and the paradig-
matic information is added to the infrastructure tes-
ting.

The GiellaLT infrastructure provides two differ-
ent kinds of testing: One is impressionistic testing:
Tools that generate parts of the model for the devel-
oper to inspect (e.g. generating all forms of a certain
case). Another type is regression testing. Here, the
linguist has set up for example model paradigms
for parts of the morphology, and the model is tested
continuously in order to ensure that it does not get
worse.

There are test paradigms for the grammatical
models of the Finnich minority languages to a vari-
ous degree. Table 6 gives an overview of paradigm
cells in the testing setup for the different languages.
The figures might provide us with a picture of the
time allocated to developing the different models.
One could, of course, also add language-form in-
formation to the paradigmatic information, which
could help solve problems in Veps, for example,
where the Veps magazine Kodima16 and the Veps
edition of Wikipedia17 are written in two different
orthographies.

There is always a continuum of dialects and lan-
guages and standards within these minority lan-

16https://omamedia.ru/fi/publication/kodima
17https://vep.wikipedia.org
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guages, one benefit of rule-based approaches is
that they offer good control over the variation: It is
possible to implement morphophonological rules
and lexical analyses that concern specific variants.
When this language technology is combined with
a tool like spell-checking and correction, it is a
powerful tool for language normativisation and sup-
port of writing culture. Experience with Kven has
shown that the same lexica and morphological tag-
ging structures can be used for describing language
variants by river valley. Applied to Karelian lan-
guages, this might allow us to share mutual word
stems, on the one hand, but distinguish morpho-
logical branches on the other. When it comes to
sharing mutual lexica, it should be noted that the
shared lexica are set off as their own groups. In
work with Saami languages, proper noun lexica are
shared. Even here, however, not all proper nouns
can be shared. In work with the Permyak-Komi and
Zyrian-Komi, additional sharing of lexica has been
included for 100% matches in Russian loan words.
For the Karelian languages using shared lexica is
dependent on the use of parallel phonematic writing
practices.

For future work, there is a lot that can be done
in curating more lexical data and corpora for these
languages. There is also a potential of developing
speech technology applications based on the ex-
ample of existing systems in Sámi languages. All
of this requires collaboration, of course, between
language communities and computational linguists.
An important and ever more relevant issue in col-
laboration of language communities and computa-
tional linguists is ethical issues related to ownership
of the language data and language itself, there has
been a lot of research on this topic by us and oth-
ers and we want to point towards (Wiechetek et al.,
2024, 2022) for further references.

7 Conclusion

In this article, we have summarised the state of
the art in minority Finnic language technology. We
have shown that there exist some resources and have
compared them to related languages to highlight
the potential future possibilities these languages
already have available.

The main part of the language technology work
on Finnic so far has been concentrated on language
models and proofing tools. For 5 of the 9 languages,
we have developed grammatical models showing a
coverage on running text extending 85 % (for three

of them, 90 %).
The situation for available corpora is rather lim-

ited. Only for Kven and Meänkieli are there text
collections available other than text from (Incuba-
tor) Wikipedias. To what extent the content of the
corpora follow established standards is unclear. The
corpora referred to here do not include all published
text, but it is clear that the basis for data-driven lan-
guage technology is shaky. In this perspective, we
note on the positive side that despite this, there is
neural-based MT for 5 of the languages presented
here.
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Abstract

This paper presents two parallel corpora of
written Kildin Saami and the process of their
compilation. The first, a dictionary corpus,
contains 101,889 Kildin Saami tokens of ex-
ample phrases/sentences from three Russian-
Kildin Saami dictionaries and the glossary
of the nonfiction book Saami ornaments, ac-
companied by the examples’ respective head-
words and translations into up to four other lan-
guages. Headwords where possible are paired
with their underived base, making it a suitable
resource for investigating questions surround-
ing morphological derivation in Kildin Saami.
The second corpus comprises 23,884 Kildin
Saami tokens and was compiled from Saami
ornaments, a trilingual (Russian-Kildin Saami-
English) book introducing various Saami hand-
icrafts and their creators from across Russian
Sápmi.

1 Dictionary Corpus
This first corpus was originally built to facilitate
the study of morphological derivation in Kildin
Saami in my master’s thesis on the subject of the
reflexivizer -Эдт- (-edt-). A description of the
corpus is found in Hansen (2025, 38-43). The
work described here aimed at enriching the corpus
and comprises the example phrases and sentences
featured in three bilingual Kildin Saami-Russian
dictionaries: Antonova (2014), Afanas’eva et al.
(1985), and Kert (1986), as well as the trilin-
gual Kildin Saami-Russian-English glossary en-
tries from Mozolevskaja and Mechkina (2015).

In all, the corpus contains 21,800 Kildin Saami
examples, composed of 101,889 tokens at roughly
4.7 tokens per example. Due to as of yet unnor-
malized orthographic variation across the source
material, it is not yet possible to reliably estimate
the number of types or unique headwords, nor can
the number of headwords unique to each source be
given.

The corpus is currently stored in a private
GitHub repository1.

Table 1: Dictionary corpus contents

Source Examples

Afanas’eva et al. (1985) 10,160
Antonova (2014) 10,641
Kert (1986) 230
Mozolevskaja and Mechkina (2015) 849

1.1 Corpus structure
The corpus is in .csv format in UTF-8 encoding and
contains 15 columns of data. The first five keep
track of the source text, the associated headword,
the headword in normalized orthography, the head-
word string in reverse, and the underived base head-
word of the aforementioned headword. Following
these are two columns for the Kildin Saami (nor-
malized orthography and original), then columns
for Russian, Finnish, English, and German transla-
tions of the Kildin Saami example phrases. Lastly,
there are columns for notes, inflectional informa-
tion of the headword, and English and Russian def-
initions of the headword.

1.2 Data source selection
The three source dictionaries were chosen for a few
reasons, the first being that they were accessible in
.dsl format, a type of structured text file that can
be used to compile dictionaries. The data being
structured in this way made it straightforward to
query and extract relevant data when corpus build-
ing, and it was additionally possible to load and
visualize them simultaneously in the dictionary ap-
plication Alpus. It was later a simple task to in-
corporate the data from Mozolevskaja and Mechk-

1Inquiries for accessing this resource should be directed
to the data admins of the GitHub organization langdoc.
The corpus is housed in the sjd-parallel-corpus reposi-
tory (https://github.com/langdoc/sjd-parallel-corpus), which
is currently set to “private” as it is a work in progress.
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Figure 1: A screenshot from the .dsl file of Afanas’eva
et al. (1985). The upper nest of entries contains по̄ррэ
‘to eat’ and its derivations. Below is the individual entry
for поҏсаһтӭ ‘to be hungry’, which includes a reference
back to по̄ррэ.

ina (2015), following its inclusion in the corpus
described in Section (2). This subset of data was
added due to its wealth of example sentences and
accompanying headwords.

In the case of Afanas’eva et al. (1985), another
benefit is the nested structure of entries, where
each headword houses daughter entries (if appli-
cable) for headwords derived from it. Outside of
the nests, daughter entries are also each afforded
individual entries in alphabetical order, with a ref-
erence tag to the underived base form. Figure (1)

This greatly simplified the task of identifying
derivational pairs, especially given that the regu-
lar morphophonological processes in Kildin Saami
that manifest alongside derivational word forma-
tion can obscure quite drastically these links. This
is because the orthography of words can be affected
not just word-finally, which occurs for instance due
to consonant gradation, but also at the beginning
of a word where vowels often undergo the change
of ablaut. We can consider the following base
word and its derivations: ял̄ (eal) ‘life’, ел̄ьсуввэ
(jel’suvve) ‘to want to live’, ӣллсэ (iillse) ‘to get
on (in life).’ The result of such orthographic shifts
renders typical alphabetic organization of dictio-
nary entries rather unsuitable for Kildin Saami
and for investigations into derivation. Afanas’eva
et al. (1985) was further instrumental in identify-
ing derivational pairs for data points from the other
three sources, which do not possess a nested struc-
ture or reference tags for derived headword entries.

1.3 More about the data sources
In Afanas’eva et al. (1985), the headwords are
based on everyday spoken language and cover the

Figure 2: A screenshot from the .dsl file of Antonova
(2014), showing individual entries for по̄ррэ ‘to eat’
and others in alphabetical order. Compare with Fig-
ure (1), in which there is a noticable nested entry struc-
ture. Also important are POS tags (e.g. гл. (rus.
‘verb’) and information indicating morphophonological
changes occurring during inflection (e.g. for по̄ррэ,
ablaut through о̄ (oo) ⇒ оа (å) and consonant gradation
with рр (rr) ⇒ р (r)).

many facets of Saami society, culture, and day-to-
day living. The dictionary comprises around 8,000
headwords, among which according to the fore-
word are a certain number of Russian loanwords
(Afanas’eva et al., 1985, 9).

In the preface of Antonova (2014, 5), it is
stated that the dictionary was compiled for a few
reasons. The work was initially to be a simple
word list to accompany the 2013 Kildin Saami
translation of Pippi Longstocking entitled Тар̄ьенч
Кукесьсуххк (Taar’jenjč Kukessuhk), translated
by Aleksandra Antonova from the Russian version
(Lindgren, 2014). There was a need for this word
list due to the fact that a significant portion of the
words featured in the translation were absent from
the dictionaries available at the time. These dictio-
naries were further asserted to be not widely acces-
sible. It was then decided that a new dictionary was
necessary, not only for making the Kildin Saami
translation of Pippi Longstocking more accessible,
but also to provide the language community with a
more comprehensive dictionary that includes prac-
tical vocabulary for everyday communication. The
lexicography team additionally sought to incorpo-
rate terms that are highly relevant to Saami cul-
ture. The dictionary comprises around 8,000 head-
words.

The later dictionary Antonova and Scheller
(2021–) building upon Antonova (2014) fea-
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tures many spelling corrections, as well as gen-
eral spelling convention normalizations based on
Afanas’eva et al. (1985) (e.g. ли (li) ⇒ лӣ
(lii) ‘[3SG] is’ and ам̄мьсе (aamm’c’e) ⇒ ам̄мьсэ
(aamm’ce) ‘to yawn’). The dictionaries appear to
share example sentences/phrases. In any case, data
from this later work are not included in the corpus
as no API or other tool are available to facilitate
their extraction.

Kert (1986, 5) in its turn is a bidirectional bilin-
gual Kildin Saami-Russian dictionary, composed
of 4,000 headwords. It is described as being based
on the vocabulary used in primary school text-
books, also including cultural terms relevant to
Saami life. Russian loan words, with some excep-
tions, are excluded.

From Mozolevskaja and Mechkina (2015), 674
headwords and 849 examples were extracted. See
Section (2) for more information about the text.

1.4 Dictionaries as data sources
When considering the data, the prescriptive na-
ture of dictionaries should be kept in mind. The
examples and phrases in the data were originally
constructed by the authors (an exception being
proverbs, though these do exhibit a certain degree
of variation based on preliminary observations)
and provide the reader with examples of how the
words can be used in context. The source texts as-
sert other information as well, such as how a given
word declines. As such, questions of language vari-
ation and frequency are not feasible.

In addition to the above, a further considera-
tion is that with the latest source publication (Mo-
zolevskaja and Mechkina, 2015) being from 2015,
there is roughly a decade of language change that
is not featured.

1.5 Corpus compilation tools
The corpus building process largely took place
in the Visual Studio Code (VSCode) application.
Python scripts facilitated the work with the data,
at times incorporating the libraries pandas, csv,
deepl, and re. Some of VSCode’s build-in func-
tions like the find-and-replace tool also stream-
lined the process. The dictionary file reader Al-
pus was further utilized to cross-check the intended
structure of the source dictionary entries as needed.
Alpus was useful also in the way that it could query
the dictionaries simultaneously, and certain ortho-
graphic discrepancies between the works would be
ignored.

1.6 Data preprocessing
To extract the required data from the .dsl2 dic-
tionary files, it was mainly necessary to modify
the organizational structures used to house the
data. These were by-and-large strings that resem-
ble HTML tags (for instance ‘[b]’ and ‘[/b]’) and
were perhaps inserted by the original author for for-
matting the output. At times these disrupted the ex-
traction process, sometimes cutting through data
strings, or there were errors where tags were left
open. A further complication was the fact that tags
enveloping data also surrounded items like head-
words or their inflected/declined forms. These dif-
ficulties aside, the tags also helped define bound-
aries for what needed to be extracted from the files.

Slight modifications to the code were needed as
well due to some variations in structure between
the dictionaries.

1.7 Data Extraction
When it came to the stage of extracting data, a list
of headwords and their possible underived forms
from Afanas’eva et al. (1985) was created. Us-
ing this list of pairs as a starting point, the ex-
amples from Antonova (2014) and Kert (1986)
were extracted; as entries in these dictionary do
not have references to their underived base words,
it was possible to supplement these from pairs
collected from Afanas’eva et al. (1985). It is
however the case that the dictionaries use varia-
tions of the contemporary Cyrillic writing script
employed for Kildin Saami, and it is possible
that a few incorrect pairings were created across
the dictionaries. Among the orthographic dis-
crepancies are those relating to vowel length (e.g.
т|оа|̄гктэдтэ (Antonova, 2014) ⇒ т|оа|гктэдтэ
(Afanas’eva et al., 1985) and preaspiration (e.g.
суэ|хх|птэдтэ (Antonova, 2014) ⇒ суэ|һ|птэдтэ
(Afanas’eva et al., 1985).

These and other orthographic differences appear
to be systematic for the most part but for the mo-
ment still have yet to be resolved.

Having established these headword-underived
base pairs, they were matched up with their asso-
ciated example phrases and sentences. The Kildin
Saami examples were collected along with their
Russian counterparts. The dictionary of origin was
also recorded.

Later when revisiting the corpus for making im-
2These are freely available for download from

https://slovari.saami.su/.

51



provements, all headwords without an associated
example were added and paired with their under-
ived base where possible.

1.8 Secondary translations
In an effort to make the data more accessible, ma-
chine translation was carried out on the data into
English, Finnish, and German, as many publica-
tions related to Kildin Saami have been written in
these languages. These translations were effectu-
ated based on the Russian translations of the Kildin
Saami entries given in the source dictionaries. The
translations were made by means of the DeepL API
Pro service and deepl Python library.

Though DeepL is one of the most robust ma-
chine translation services available, the quality and
consistency of the translations appears to be not ex-
tremely reliable; this is regrettable, though it can be
a helpful supplement to have access to when trying
to quickly scan through the data.

As Kert (1986) and Mozolevskaja and Mechkina
(2015) were not added to the corpus until later, they
do not feature secondary translations.

1.9 Data postprocessing
At this stage, many errors were quite visible for the
dictionary data in the way that for instance a tabu-
lation error would generate an incorrect number of
.csv columns across a block of data rows, and this
could easily be detected both through even a brief
glance and with the help of VSCode’s built-in .csv
error identifying features. Some errors also took
the form of duplicate lines. The majority of large
errors such as these were resolvable simply by us-
ing the find-and-replace tool in VSCode. Others
required a bit more time and attention, where for
example Russian data had somehow gotten into the
Kildin Saami example column. Aside from these
errors, some last escape characters and structural
strings were removed.

One last postprocessing step concerned the sec-
ondary translations. With these certain translations
that had for some reason been left blank by the
API tool were redone. Another issue was related
to grammatical and other tags in Afanas’eva et al.
(1985) using abbreviated terminology. There are
several dozen of these, such as страдательный
залог ‘passive voice’ which appears as страд. in
the dictionary entries. The Russian example data
had been preprocessed by replacing the abbrevia-
tions with the corresponding expanded forms and
enclosing them in asterisks, though this for many

examples interfered with the translation done by
the DeepL API. In total however, only around 500
of almost 21,000 examples contain one of these ab-
breviations, though not all translations have been
addressed yet.

1.10 Future improvements
As mentioned in the above subsections, a notable
issue with the corpus data is the lack of normal-
ization of typos and of differences in orthogra-
phy that can be found throughout the four source
texts. This can perhaps first be fairly easily reme-
died for most cases of variation by targeting the
headwords column, thereby making it possible to
identify more underived roots for the headwords of
those data points not originating from Afanas’eva
et al. (1985). It would be most ideal however to
eventually normalize the tokens in the examples
as well, which would make it possible to explore
derivations through corpus searches that include in-
flected forms.

A second improvement would largely affect the
data originating from Antonova (2014). Among
the headwords in this dictionary are entries for in-
flected forms of other headwords. These examples
would be reassociated with the uninflected form.

A third key change for the future would be to as-
sign at least one example sentence/phrase to those
headwords in the data without one. These exam-
ples could in principle be copied from elsewhere
in the data, as some headwords without examples
do appear in those of others.

Next, the corpus will be continually en-
riched with new headwords as they are found.
Kert (1988, 91) for instance includes the word
рӯппсесьсиагаш (ruupps’es’silagaš) ‘reddish’
(from рӯппсесь (ruupps’es’) ‘red’), which is
not found in the corpus, nor is its adjectivizing
suffix -сиагаш (-silagaš) ‘-ish’ in combination
with any other base. This is not the only attested
derivational suffix missing from the corpus data,
and it is crucial that such forms be represented for
the corpus to be useful as a resource for exploring
word-forming morphology in Kildin Saami.

Even within the corpus itself are words that are
not given their own entries as headwords. The Rus-
sian loanword бутерброд (but’erbrod) ‘sandwich’
(same spelling and meaning in Russian) for exam-
ple is used 10 times in the data but has no dedicated
entry.

Finally, it should be mentioned that the data in
the example sentences/phrases columns do not fea-
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ture morphosyntactic tags. The data can already
be queried fairly easily through RegEx searches,
though inflected forms, in particular of underived
words, remain a large hurdle. One possible avenue
for data tagging would be to utilize GiellaLT’s FST-
analyser, although it is unclear whether this tool is
available for research outside GiellaLT.3

2 Saami ornaments corpus

The second corpus at hand draws its contents from
the 2015 publication entitled Saami ornaments
(rus. Саамские узоры; sjd.4 Сам̄ь кырьйнэз), a
trilingual book that showcases Saami handicrafts
from across 15 Saami siidas (sjd. сыййт, syjjt)
within Russian Sápmi. In all, the corpus features
23,884 Kildin Saami tokens aligned with the Rus-
sian and English parallel texts. According to the
front matter of the book, the original text is the
Russian, which was subsequently translated into
the Kildin Saami and English (Mozolevskaja and
Mechkina, 2015, 2). The corpus is currently stored
in a private GitHub repository (see 1).

A significant portion of the data comes from the
book’s glossary, from which a total of 674 head-
words and 849 examples were extracted. Of the ex-
amples, 55 are proverbs. What is more, entries ap-
pear to follow the inflection categorization system
used in Afanas’eva et al. (1985), also borrowing
certain example phrases. The glossary does how-
ever diverge at times from the aforementioned dic-
tionary in orthography (in particular when it comes
to long and short vowels), as well as with the inclu-
sion of certain terms not found within Afanas’eva
et al. (1985) or in the other two dictionaries refer-
enced in Section (1).

2.1 Data structure
The corpus comprises 3,640 rows of data in
.csv format, in UTF-8 encoding. There are two
columns for the Kildin Saami data, one for the orig-
inal data modified and the other for normalized
orthography. Aligned with these are columns for
the Russian and English parallel textual data. Fur-
ther columns include one for notes, which mainly
records the notes left in the margins of the book
by those involved in the revising and editing pro-

3The imprint of GiellaLT’s digital Kildin Saami dictio-
nary mentions the existence of an automaton for paradigm
generation, see https://sanj.oahpa.no/about/. But the
GiellaLT infrastructure offers only an embryonic version, see
https://github.com/giellalt/lang-sjd.

4Kildin Saami.

cess, as well as two columns for the sections and
subsections to which the data belong. The sections
reflect the overarching sections of the book, for in-
stance the various Saami siidas and the “About the
authors” portion. Subsections largely follow the
headers for the many handicraft items in the book.
Duplicate subsections within the same section are
numbered. The final column is for I.D. numbers,
which were added in order to keep track of the orig-
inal internal structuring of the book.

2.2 Corpus building
Thanks to the availability of an OCR’ed copy of the
book, as well as the book’s highly structured con-
tents with overall consistent use of (sub)headers
and bulleted lists, the process of compiling this cor-
pus was relatively straightforward.

The raw data first were copied and pasted into
a .txt file section by section, keeping parallel lan-
guage sections together. The data were then pre-
processed using a Python script in order to have
one sentence of data per line in the .txt file. Fre-
quent problem strings such as ‘1.’ and abbrevia-
tions like ‘мн.’ (rus. ‘plural’) were accounted for
in the script to simplify the process. The data were
then aligned in VSCode using the Edit CSV exten-
sion created by janisdd. The extension provides
an Excel-like interface for reading and writing .csv
files, allowing for simple data manipulation.

Concerning the alignment of the three versions,
sentential alignment was prioritized. Instances
where multiple sentences in one language mapped
to one sentence in another were aligned as one
data point, avoiding any divisions of single sen-
tences. Rarely, and as necessary, sentences were
rearranged for alignment.

Image captions and “Master of Sami Handicraft”
boxes (sections providing the name of the craftsper-
son) were excluded for the most part, given their
repetitive structure and redundant information.

2.3 Postprocessing
Once all data had been compiled, the data were
checked for lookalike character replacements (e.g.
the Latin <ä> (U+00E4) for the Cyrillic <ӓ>
(U+04D3)) and other nonstandard characters. The
biggest modification replaced the combining over-
lines (U+0305; e.g. <я>̅) used in the book to
indicate a long vowel, this in place of the stan-
dard orthography’s combining macron (U+0304;
e.g. <я>̄).
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2.4 Preliminary observations
A notable aspect within the glossary is the inclu-
sion of Varzino (Arsjogg) dialectal varieties for cer-
tain headwords. Some of these are given in Table
(2). Note that the “standard”5 variants are taken
from Antonova (2014).

A further point of interest within the glossary are
certain terms which are not listed in the three dictio-
naries included in the dictionary corpus outlined in
Section (1). Among these are Е̄кесь Тас̄сьт (iekes’
taass’t) ‘Mars’, гар̄эс (gaares) ‘worsted yarn’, and
быдтъесь (bydtjes’) ‘necessary’.

2.5 Future improvements
As of yet, the text in the normalized orthography
data column has not undergone any normalization
for orthographic variation or for possible typos,
though this certainly is planned for the near fu-
ture to allow for more streamlined corpus queries
across multiple corpora; in this same vein, the cor-
pus will soon be converted to XML format, as this
has been preferred by the Kola Saami Documenta-
tion Project for such materials 6.

Table 2: Comparison of Standard and Arsjogg variants
(NOM.SG)

Standard Varzino (Arsjogg) Translation

нэд̄т нэв̄вт ’handle’
каӆ̄ӆт каӆ̄т ’pocket’
кыффкэмкарь кыјјм-кар̄рь ’mirror’
(or: кыйхмкарь) ”
коалль коалльт ’gold’

Certain segments of the data need to be revis-
ited for alignment modifications. Though overall
it was possible to identify correspondences across
the three language versions, certain sentences ap-
pear to have been skipped over during the transla-
tion process. To some extent these unclear sections
may be due to the corpus compiler’s competencies
in Russian and Kildin Saami, which include struc-
tural knowledge and a novice L2 proficiency level
in both languages.

3 Corpora applications
Turning first to the dictionary corpus, the structure
makes it ideal for investigating questions related

5“Standard” here refers to the language as it is used in
Afanas’eva et al. (1985), Antonova (2014), Kert (1986),and
Mozolevskaja and Mechkina (2015). It is not explicitly stated
which varieties are used in these texts.

6A description of the early stages of this project is found
in Rießler and Wilbur (2007); see also Rießler (2024).

to derivation in Kildin Saami.7 As derivation in
the language is almost exclusively accomplished
through suffixation, a key strength of the corpus is
its column for headwords spelled in reverse order.
Querying the data in a spreadsheet viewer, the rows
of data can be sorted with this column to quickly
identify all instances of a given suffix when it is
the final derivation. This reversed spelling column
being based on the normalized headword column
further makes it possible to gather headwords with
suffixes that vary orthographically by source (e.g.
-аһтӭ and -аххьтэ; -нэх(х)ьк and -нэһкь).

Additionally, the ‘root’ column has been popu-
lated for many data points from Antonova (2014);
Mozolevskaja and Mechkina (2015); Kert (1986)
using derivational pairs created from Afanas’eva
et al. (1985). This establishment of derivational
relations for these data from other sources then
saves the corpus user the time of having to iden-
tify the connections manually, not only for the
parent-descendent pairings but also for the links
between sibling headwords with a shared root
word. The original nested headword structure from
Afanas’eva et al. (1985) in effect is broadened,
opening up opportunities to examine entire fam-
ilies of headwords side-by-side and pulling from
multiple sources at once. This is particularly use-
ful when comparing a headword carrying two or
more layers of derivational suffixation with its pos-
sible intermediate headwords (e.g. шэн̄нтэ (šeen-
nte) ‘to grow’ ⇒ шэн̄нтлэ (šeenntle) ‘to grow a
little, grow quickly’ ⇒ шэн̄нтлуввэ šeenntluvve)
‘to start to grow, get taller’) or when consider-
ing aspectual derivations (e.g. шэн̄нтлэ (šeenntle),
шэн̄нтассьтэ (šeenntass’te), шэн̄тсэ (šeentse) ‘to
grow quickly’; шэнтнэ (šentne) ‘to grow continu-
ously’).

Aside from derivation, patterns in Kildin Saami-
Russian translation could be explored using the
Russian columns. To investigate translation strate-
gies involving desiderativity for instance, RegEx
could be employed to return all rows of data with
the Russian verb хотеть ‘to want’ and its varia-
tions. Important would be to also include the col-
umn containing Russian definitions of the Kildin
Saami headwords, as not all have an accompany-
ing Kildin Saami-Russian example phrase pair.

Through the incorporation of new headwords
over time and more thorough orthographic normal-

7My many thanks to the two anonymous reviewers who
suggested including this section.
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izations, the corpus will become a reference tool of
increasing usage potential for those who develop
community-facing resources, from spell-checkers
to pedagogical materials. Lexicographers espe-
cially may benefit from the spelling normalization
columns when deciding which forms to include in
a dictionary and possibly even list multiple varia-
tions for users’ ease of access and reduced prescrip-
tivism. We can take as an example how Antonova
(2014) features о̄ннъюввэ (oonnjuvve) while Mo-
zolevskaja and Mechkina (2015) additionally uses
оаннъюввэ (ånnjuvve), both meaning ‘to be used’
and derived from the verb оаннӭ (ånn’e) ‘to use’
though using a different stem.

As for the Saami ornaments corpus, the source
material was selected for compilation with the in-
tention of increasing the amount of multilingual
parallel corpus data available for Kildin Saami.
Particular to the source publication is its trilin-
gual parallel structure, which makes it quite ac-
cessible to English-speaking researchers who have
little to no proficiency in Russian and/or Kildin
Saami. The corpus with its three parallel ver-
sions can serve as a starting point for questions per-
taining to translation. Relatedly, quite many Rus-
sian loanwords are present in the data, some of
which are not found in the dictionary corpus, like
этнографическэ (etnografičeske) ‘ethnographic’;
focused studies on Russian borrowings may ben-
efit from incorporating these data points into their
research.

What is more, the data are valuable for their
representation of contemporary nonfiction written
language and their subject area of Saami handi-
crafts. With these attributes in mind, directions of
research using the corpus could include analyses of
vocabulary in relevant semantic domains (e.g. col-
ors, materials, crafting tools/techniques) and lan-
guage change through comparisons with source
materials from other time periods. Researchers
from the fields of literary studies, history, and an-
thropology may also have interest in the data.

4 A note on copyright

The two corpora described in this paper derive their
contents from source texts that are protected under
copyright. In principle, copyright laws within the
European Union permit the use of the source ma-
terials for use in academic research; this includes
converting them to a digital format, storing them,
and processing them as is typically done when min-

ing textual data.8 It is furthermore permissible to
conduct research with such materials in collabora-
tion with other researchers.

Relatedly, fragments of the source material may
be published in order to illustrate the data in teach-
ing and scientific publication contexts. However,
data extracted from material protected under copy-
right may not be made freely available, and for this
reason the corpora are stored in a private reposi-
tory.

Ideally, the two corpora would eventually be
made more freely accessible, which could be ac-
complished with permission from the legal owners
of the data.
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Abstract

The quality of subword tokenization is criti-
cal for Large Language Models, yet evaluating
tokenizers for morphologically rich Uralic lan-
guages is hampered by the lack of clean mor-
pheme lexicons.

We introduce SampoNLP, a corpus-free toolkit
for morphological lexicon creation using MDL-
inspired Self-Referential Atomicity Scoring,
which filters composite forms through inter-
nal structural cues - suited for low-resource
settings.

Using the high-purity lexicons generated by
SampoNLP for Finnish, Hungarian, and Esto-
nian, we conduct a systematic evaluation of
BPE tokenizers across a range of vocabulary
sizes (8k–256k). We propose a unified met-
ric, the Integrated Performance Score (IPS), to
navigate the trade-off between morpheme cov-
erage and over-splitting. By analyzing the IPS
curves, we identify the "elbow points" of dimin-
ishing returns and provide the first empirically
grounded recommendations for optimal vocab-
ulary sizes (k) in these languages. Our study
not only offers practical guidance but also quan-
titatively demonstrates the limitations of stan-
dard BPE for highly agglutinative languages.
The SampoNLP library and all generated re-
sources are made publicly available1.

1 Introduction

The performance of subword tokenization algo-
rithms like Byte-Pair Encoding (BPE) (Sennrich
et al., 2016) is a cornerstone of modern Natural Lan-
guage Processing (NLP). While highly effective
for many languages, their purely statistical nature
poses a significant challenge for morphologically
rich, agglutinative languages (Bostrom and Dur-
rett, 2020; Rust et al., 2021). In the Uralic family, a
group of languages known for its complex morphol-
ogy and diverse linguistic phenomena (Hämäläinen,

1https://github.com/AragonerUA/SampoNLP

2019), words are often long concatenations of mor-
phemes (e.g., Finnish talo-i-ssa-ni-ko-kaan - "not in
my houses either?"). For such languages, the qual-
ity of tokenization is not just an engineering detail
but a critical factor that determines a model’s ability
to grasp grammatical structure and generalize effec-
tively (Hämäläinen et al., 2021; Gerz et al., 2018).
This raises a pressing, yet under-explored, practical
question, known to be a challenge in Uralic NLP:
What is the optimal tokenizer vocabulary size (k) to
achieve robust morphological representation? The
importance of this question was highlighted by re-
cent work demonstrating the benefits of specialized
tokenizers for these languages (Chelombitko and
Komissarov, 2024).

Addressing this question reveals a more funda-
mental problem: the scarcity of high-purity mor-
phological resources for evaluation. While lexi-
cal data is available in spell-checking dictionaries,
their raw combination of stems and affixes results
in a noisy candidate list. Manual curation is not
scalable, and established corpus-based methods
like Morfessor (Creutz and Lagus, 2007) are ill-
suited for the many low-resource Uralic languages
(Arkhangelskiy, 2019).

To address this challenge, we present Sam-
poNLP, a toolkit based on a corpus-free and self-
referential pipeline for refining morphological lexi-
cons. The proposed method, "MDL-inspired Self-
Referential Atomicity Scoring," draws its theoret-
ical motivation from the Minimum Description
Length principle (Rissanen, 1978), but adapts it to
a type-only setting. The core algorithm iteratively
estimates the atomicity of each candidate, distin-
guishing between simple and composite forms by
analyzing internal structural patterns within the
dataset itself. This lightweight and reproducible
approach offers a practical way to produce cleaner
morphological resources, a recognized need for
data-scarce environments where traditional corpus-
based methods are not viable (Hämäläinen, 2019).
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Having established a robust methodology for
resource creation, we leverage our generated lexi-
cons to address the core problem of this paper: the
vocabulary-morphology trade-off inherent in BPE
tokenization (Bostrom and Durrett, 2020). We con-
ducted a systematic evaluation of BPE tokenizers
for Finnish, Hungarian, and Estonian across vocab-
ulary sizes from 8k to 256k. The development of
novel evaluation frameworks that go beyond down-
stream performance is a growing area of research
(Chelombitko et al., 2024). In line with this, to pre-
cisely navigate the aforementioned trade-off, we
introduce the Integrated Performance Score (IPS), a
single metric that balances Lexical Morpheme Cov-
erage (LMC) against the Over-Split Rate (OSR).
This allows us to model the performance curve and
identify the optimal vocabulary range, providing a
principled answer to our central research question.

Our contributions are thus twofold and equally
significant:

1. A Corpus-Free Morphological Method: We
introduce a fully automatic and reproducible
pipeline for refining morphological lexicons
without relying on corpus frequencies or ex-
ternal resources, released as an open-source
toolkit, SampoNLP.

2. A Quantitative Evaluation: We conduct a
systematic analysis of BPE tokenizers for
Finnish, Estonian, and Hungarian, examining
how vocabulary size affects morphological
granularity through newly defined metrics of
coverage and over-segmentation.

2 Related Work

The evaluation and optimization of subword tok-
enization for morphologically rich languages inter-
sects several research areas: subword tokenization
algorithms, unsupervised morphological analysis,
rule-based analyzers, and language-specific NLP
for Uralic languages.

2.1 Subword Tokenization and Morphology
Byte-Pair Encoding (BPE) (Sennrich et al., 2016)
has become the de facto standard for subword to-
kenization in modern NLP. Alongside it, methods
like the Unigram Language Model (Kudo, 2018)
have been proposed, but the purely statistical na-
ture of these approaches presents well-documented
challenges for morphologically complex languages.
The work of (Bostrom and Durrett, 2020) demon-
strated that BPE tokenizers often fail to align with

linguistic morpheme boundaries. Interestingly, par-
allel challenges in identifying meaningful subse-
quence units have been explored in domains be-
yond NLP, such as the tokenization of biological
sequences like primate genomes (Popova et al.,
2025).

The question of optimal vocabulary size has of-
ten been guided by heuristics or evaluated indi-
rectly via downstream task performance (Mielke
et al., 2021). Our work directly addresses this
gap by proposing a methodology for intrinsic,
morphologically-grounded evaluation to provide
data-driven recommendations for Uralic languages.

2.2 Unsupervised Morphological Analysis

The unsupervised discovery of morphological struc-
ture has a rich history. One major family of ap-
proaches relies on statistical cues from corpora
to identify boundaries. Classic methods such as
Branching Entropy and Accessor Variety (Chen
et al., 2004) analyze the predictability of subse-
quent characters to hypothesize morpheme breaks.
Another prominent family of methods is based on
the Minimum Description Length (MDL) princi-
ple. Morfessor (Creutz and Lagus, 2007) and its
variants represent the canonical probabilistic ap-
proach, finding a lexicon that best compresses a
text corpus. While successful, these methods are
fundamentally corpus-based, requiring token fre-
quency information that may not be available in
low-resource settings.

Our approach, while MDL-inspired, operates in
a corpus-free, type-only regime. It represents a dif-
ferent paradigm: self-referential filtering of a candi-
date list. By operating purely on the internal struc-
ture of a candidate set, we provide a lightweight
method suited to resource-scarce scenarios, a per-
sistent challenge in Uralic NLP (Arkhangelskiy,
2019).

2.3 Rule-Based Analyzers and Tokenization
for Uralic Languages

For Uralic languages, rule-based morphological
analyzers built on Finite-State Transducers (FSTs)
like Omorfi (Pirinen, 2015) and the GiellaLT2 in-
frastructure (Jauhiainen et al., 2020) are invaluable
resources. While their generative outputs are lin-
guistically comprehensive, they are not directly op-
timized for use as a minimal reference morphemes
lexicon. Our IMDP pipeline offers a contrasting

2https://giellalt.github.io/
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approach: a data-driven methodology for distilling
such a lexicon from a type-only candidate list, as
can be extracted from dictionary-based resources
like Hunspell, without requiring token frequencies
from a corpus.

The challenge of effective tokenization for this
language family has recently gained significant at-
tention. Broader findings have established that
language-specific modeling is crucial for morpho-
logically rich languages, with studies on Finnish
demonstrating clear benefits of monolingual mod-
els like FinBERT over multilingual ones (Virta-
nen et al., 2019). Building on this principle, a
recent study by (Chelombitko and Komissarov,
2024) specifically addressed the severe under-
representation of Uralic languages in large mul-
tilingual models. They demonstrated that training
specialized, large-vocabulary monolingual tokeniz-
ers yields substantial improvements in compression
efficiency. However, while establishing the need
for specialized resources, their work left the ques-
tion of how to determine an optimal vocabulary
size open for future investigation.

Concurrently, the need for better evaluation met-
rics has become a prominent research topic. The
Qtok framework (Chelombitko et al., 2024), for in-
stance, proposed a comprehensive approach to eval-
uating multilingual tokenizer quality, while other
studies have also advocated for moving beyond
downstream task performance towards more intrin-
sic, linguistically-informed measures (Beinborn
and Pinter, 2023). Our Integrated Performance
Score (IPS) directly addresses this call from the
community for more morphologically-grounded
metrics.

Our current work builds on these foundations. It
utilizes similar high-quality data sources as those
in (Chelombitko and Komissarov, 2024) to train
the tokenizers being evaluated. Furthermore, by
proposing a concrete methodology, it answers the
call for better evaluation and finds the optimal vo-
cabulary sizes that the former study alluded to, thus
providing a logical next step in this line of research.

3 Methodology. The IMDP Pipeline

To create a high-purity morpheme lexicon from a
noisy, raw list of candidate forms, we propose the
Iterative Morphological Decomposition Pipeline
(IMDP). Our approach is designed to be fully au-
tomatic and operates in a corpus-free, type-only
regime, requiring only the candidate list as in-

put. The core of the pipeline is a method we term
"MDL-inspired Self-Referential Atomicity Scor-
ing," which iteratively evaluates how "fundamen-
tal" each candidate is relative to the entire set. The
entire process is visualized in Figure 1.
The pipeline consists of three main stages: (1) Pre-
filtering and Initial Scoring, (2) Iterative Score Re-
finement, and (3) Final Filtering via Automated
Thresholding.

3.1 Stage 1: Candidate Pre-filtering and
Initial Scoring

This initial stage aims to drastically reduce non-
linguistic noise and establish a baseline score for
each plausible candidate.

3.1.1 Hard Pre-filtering

First, we apply a series of deterministic filters to the
raw input list Craw. A token t ∈ Craw is discarded
if it:

1. Contains symbols from a non-target script
(e.g., Cyrillic in a Latin-based list). We define
a valid character set Σ for each language (e.g.,
[a-záéíóöőúüű] for Hungarian).

2. Contains any non-alphabetic characters (e.g.,
numbers, punctuation, URLs), excluding ini-
tial/final hyphens used to mark affixes.

3. Is a proper noun or acronym (heuristic: starts
with a capital letter or consists of multiple
uppercase letters).

4. Is excessively long (|t| > 30) or too short
(|t| < min_length), unless t is a single char-
acter present in a language-specific whitelist
of valid one-character morphemes W.

3.1.2 Type-support Filtering

To filter out typographical errors and other single-
ton noise, we apply a "type-support" criterion to the
remaining set of candidates C ′. A candidate t ∈ C ′

is kept only if it appears as a substring in at least m
other unique candidates in C ′. This ensures that we
only consider patterns that are structurally recurrent
within the dataset itself. support(t) = |{c ∈ C ′|t
is a substring of c}| We retain t if support(t) ≥ m
(we use m = 3). The resulting set is our final
candidate pool C.
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Figure 1: An overview of the Iterative Morphological Decomposition Pipeline (IMDP).

3.1.3 Initial Atomicity Scoring
Each surviving candidate t ∈ C is assigned an
initial Atomicity Score S0(t). This score is based
on the MDL-inspired principle that, all else be-
ing equal, shorter forms are more likely to be fun-
damental morphemic units. The score is defined
as the inverse of the token’s length: S0(t) = 1

|t| ,
where |t| is the number of characters in t.

3.2 Stage 2: Iterative Score Refinement
This is the core of our method. We iteratively refine
the Atomicity Scores until they converge. In each
iteration k + 1, the score of every token t ∈ C is
re-calculated based on its "explainability" by other
tokens in the set.

3.2.1 Optimal Decomposition and Best
Explanation Power (BEP)

For each token t, we find its optimal decomposition
into a sequence of smaller tokens (m1,m2, ...,mn)
where each mi ∈ C. The optimal decomposition
is the one that maximizes the sum of the scores of
its constituents (taken from the previous iteration,
Sk). We find this maximum sum using a dynamic
programming algorithm and term it the Best Expla-
nation Power, BEPk(t).

BEPk(t) = max
t=m1···mn

n≥2

n∑

i=1

Sk(mi).

The search space for decompositions is constrained
by two rules:

1. Multi-component: The algorithm considers
segmentations into any number of parts, not
just two.

2. Degeneracy Prevention: Segments of length
1 are only considered if they are in the
whitelist W .

3.2.2 Score Update Rule
The new score Sk+1(t) is calculated by comparing
the token’s own score with its explainability. A
token is penalized only if the "evidence" for it being
composite (BEPk(t)) is stronger than the evidence
for it being an atom (Sk(t)).

Sk+1(t) =





Sk(t), if BEPk(t) ≤ Sk(t),

S0(t)

1 + BEPk(t)
, if BEPk(t) > Sk(t).

This update rule creates a competitive dynamic
where atomic morphemes retain high scores, while
composite words are iteratively penalized towards
zero.

3.2.3 Convergence
The iterative process continues until the system
reaches a stable state. We define convergence as the
point where the maximum absolute change in any
token’s score between two consecutive iterations
falls below a small threshold

max
t∈C

∣∣Sk+1(t)− Sk(t)
∣∣ < ε

We use ε = 1e − 7 and a safeguard limit of
max_iterations = 100.

3.3 Stage 3: Final Filtering via Automated
Thresholding

After the scores converge, the final distribution of
scores typically shows a heavy concentration of
composite candidates at very low scores, while
atomic candidates retain higher scores. To auto-
matically and reproducibly determine a separation
threshold between these groups, we employ Otsu’s
method (Otsu, 1979). Originally developed for im-
age processing to separate foreground from back-
ground, this algorithm finds an optimal threshold τ
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for a distribution by maximizing the inter-class vari-
ance between the two resulting classes (in our case,
"atomic" vs. "composite"). This data-driven ap-
proach avoids manual parameter tuning and adapts
to the specific score distribution of each dataset.

All tokens t with a final score Sfinal(t) >= τ
are classified as atomic and form our final, high-
purity morpheme lexicon.

Lang Initial Atomic Reduct Reduct
Cands Morphs % Factor

Fin 499,647 3,850 99.23% 129.8x
Est 281,256 5,705 97.97% 49.3x
Hung 103,317 3,189 96.91% 32.4x

Table 1: Efficiency of the IMDP pipeline in cleaning
and reducing morpheme candidate lists.

4 Experimental Setup

To evaluate the impact of vocabulary size on mor-
phological coverage, we conducted a systematic
analysis for three Uralic languages: Finnish, Hun-
garian, and Estonian. Our experimental setup con-
sists of three main stages: creating the reference
morphemes, training the tokenizers, and defining
the evaluation metrics.

4.1 Data

Our methodology requires two types of data for
each language: a raw list of morpheme candidates
for cleaning and a large text corpus for tokenizer
training.

1. Morpheme Candidate Lists: The ini-
tial "dirty" lists of candidates were con-
structed from authoritative, open-source spell-
checking dictionaries based on the Hunspell
framework3. For Hungarian and Estonian,
we utilized the comprehensive dictionaries
curated by The LibreOffice Project4. For
Finnish, which requires special handling of
compounds, we used the dedicated dictio-
nary from the hunspell-fi project5. For
each language, the full set of unique stems
(from.dicfiles) and affixes (from.afffiles) was
merged to create a comprehensive but struc-
turally noisy candidate list, which serves as
the input to our IMDP pipeline. This approach

3https://hunspell.github.io/
4https://github.com/LibreOffice/dictionaries
5https://github.com/fginter/hunspell-fi

of leveraging widely available dictionary re-
sources provides a practical starting point for
morphological analysis.

2. Text Corpora: For training the BPE tokeniz-
ers, we used large, pre-processed corpora de-
rived from Wikipedia snapshots6. Our choice
of data source and preprocessing methodol-
ogy aligns with previous work on creating
specialized Uralic tokenizers (Chelombitko
and Komissarov, 2024), ensuring a compa-
rable basis for our analysis. It is critical to
emphasize that these corpora were used ex-
clusively for training the BPE tokenizers and
were not used in any stage of our morpheme
list refinement pipeline, thus preserving the
corpus-free nature of the IMDP method.

4.2 Reference Lexicon Creation
For each of the three languages, we applied our
Iterative Morphological Decomposition Pipeline
(IMDP), as described in Section 3, to the corre-
sponding raw candidate list. The pipeline was con-
figured with the following parameters: a minimum
morpheme length min_length = 1, a minimum
type-support m = 3, and a convergence threshold
ε = 1e−7. The process was run until convergence.
The final filtering was performed using the auto-
matically determined Otsu threshold (Otsu, 1979).
This procedure yielded three high-purity reference
morpheme lexicons (Gfin, Ghun, Gest), the statis-
tics of which are summarized in Table 1.

4.3 Tokenizer Training
Using the tokenizers library7 and SentencePiece
(Kudo and Richardson, 2018) for comparison, we
trained a series of Byte-Pair Encoding (BPE) tok-
enizers for each language from scratch. The tok-
enizers were trained on the respective Wikipedia
corpora. To analyze the effect of vocabulary size,
we trained separate models for a range of vocabu-
lary sizes k, starting from 8,000 and up to 256,000
(k ∈ {8k, 16k, 32k, 40k, 50k, 64k, 80k, 100k, 128k,
150k, 180k, 200k, 220k, 240k, 256k}). All tokeniz-
ers were trained with a min_frequency of 2 for
merges.

4.4 Evaluation Metrics
To provide a nuanced and rigorous evaluation of
tokenizer quality, we must account for the funda-
mental trade-off between morphological coverage

6https://dumps.wikimedia.org
7https://github.com/huggingface/tokenizers
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and over-segmentation. A tokenizer that perfectly
represents all morphemes (high coverage) but also
excessively splits common words is not optimal. To
capture this balance in a single, unified score, we
introduce the Integrated Performance Score (IPS).

The IPS models this trade-off geometrically. We
consider a 2D space where the ideal tokenizer re-
sides at the point (Coverage=1, OverSplit=0). The
IPS of any real tokenizer is its normalized Eu-
clidean distance from this ideal point, scaled to
a [0, 1] range where 1 is perfect.

First, we define the two core components:

1. Lexical Morpheme Coverage (LMC): The
fraction of atomic morphemes from our refer-
ence lexicon G that are perfectly represented
as a single token in the tokenizer’s vocabu-
lary Vk. This measures the tokenizer’s lexical
"knowledge" of fundamental morphological
units.

LMC =

∣∣{m ∈ G | m ∈ Vk }
∣∣

|G| .

2. Over-split Rate (OSR): The fraction of mor-
phemes from G that the tokenizer fails to rep-
resent as single tokens, thus always splitting
them into multiple pieces.

OSR =

∣∣∣
{
m ∈ M

∣∣∣ m occurs in ≥1 word
m never as a single token

}∣∣∣
|{m ∈ M |m in ≥1 word}| .

From these, the Integrated Performance Score
(IPS) is calculated as:

IPS = 1− (

√
(1−LMC)2+OSR2

√
2

)

This single metric allows for a clear and direct com-
parison of tokenizers across different vocabulary
sizes. A higher IPS indicates a better balance be-
tween representing morphemes and avoiding exces-
sive fragmentation. Our final analysis of optimal
vocabulary sizes is based on identifying the "elbow
point" on the IPS vs. vocabulary size curve.

5 Results and Analysis

Our experiment yielded clear and significant pat-
terns regarding the relationship between tokenizer
vocabulary size and morphological performance.
To capture the fundamental trade-off between cov-
erage and over-segmentation, we analyzed the In-
tegrated Performance Score (IPS) for each lan-
guage. The resulting IPS curves for Estonian (Fig-
ure 5), Finnish (Figure 6), and Hungarian (Figure

4) clearly show the performance profile for each
language. Supplementary details on the component
metrics (LMC and OSR) available in Figures 2 and
3.

Figure 2: Lexical Morpheme Coverage (LMC) across
different vocabulary sizes (k). LMC represents the per-
centage of reference morphemes found as single, com-
plete tokens in the tokenizer’s vocabulary.

Figure 3: Over-Split Rate (OSR) as a function of vocab-
ulary size (k). OSR denotes the fraction of reference
morphemes that occur in words but never appear as a
single token in any tokenization.

5.1 General Observation: A Clear Trade-off
Profile

The IPS curves for all three languages exhibit a
classic logarithmic growth pattern, demonstrating
the law of diminishing returns. The score increases
rapidly for smaller vocabulary sizes, indicating that
initial additions to the vocabulary are highly effi-
cient at capturing morphological structure. How-
ever, the rate of improvement progressively slows,
showing that ever-larger vocabularies provide only
marginal gains at a significant cost to model size.
This confirms that a "sweet spot" or an optimal
range exists for each language.
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5.2 Cross-Linguistic Analysis: Three Distinct
Performance Tiers

The results reveal three distinct performance tiers,
highlighting the varying degrees to which standard
BPE can model the morphology of these languages.

1. Hungarian (hu): As shown in Figure 4, Hun-
garian demonstrates by far the best perfor-
mance. Its IPS curve starts at 0.29 and rises
sharply, reaching a maximum of 0.73. This
high score suggests that BPE is reasonably
effective at learning the statistical regularities
of Hungarian morphology.

2. Estonian (et): Estonian occupies the middle
tier, with its IPS curve depicted in Figure 5.
The score starts at 0.22 and reaches a max-
imum of 0.39. While better than Finnish,
this score indicates that less than 40% of
the "ideal" tokenizer performance is achieved,
even with a large vocabulary.

3. Finnish (fi): Figure 6 illustrates the most chal-
lenging profile for Finnish. With a maximum
IPS of only 0.31, the results quantitatively
demonstrate that standard BPE is fundamen-
tally ill-suited for capturing the complexities
of Finnish morphology.

Figure 4: IPS vs. vocabulary size (k) for Hungarian.
Hungarian shows the most consistent improvement in
IPS, reflecting its comparatively transparent agglutina-
tive structure with fewer morphophonological alterna-
tions. The elbow point is at 80k, and the 90% quality
threshold at 128k, yielding a recommended range of
80k–128k.

5.3 Identifying the Optimal Vocabulary
Range (k*)

To determine a practical and effective vocabulary
size, we define a recommended range for k*. The
lower bound of this range is the "elbow" point

(k_elbow), identified by the Kneedle algorithm
(Satopää et al., 2011), which marks the point of
diminishing returns. The upper bound is the 90%
quality point (k_q90), where 90% of the maximum
observed IPS is achieved. As shown in Figures 4,
6, 5, and summarized in Table 2, this analysis leads
to the following recommendations:

1. Hungarian (hu): The IPS curve for Hungar-
ian (Figure 4) shows a clear optimal range
between k=80,000 and k=128,000. The elbow
is found at 80k, and 90% of the maximum per-
formance is reached at 128k. As visualized
on the plot, expanding the vocabulary beyond
this range yields only minimal performance
gains.

2. Estonian (et): For Estonian (Figure 5), the
recommended range is also k=80,000 to
k=128,000. Similar to Hungarian, the elbow
is at 80k and the 90% quality mark is at 128k,
establishing this as the zone of best compro-
mise between performance and size.

3. Finnish (fi): The analysis for Finnish (Fig-
ure 6) indicates a need for a larger vocabulary.
The elbow is at k=80,000, but to achieve 90%
of the (albeit low) maximum performance, a
vocabulary of k=150,000 is required. This
suggests that for Finnish, the optimal range
is k=80,000 to k=150,000, reflecting the lan-
guage’s high morphological complexity.

Figure 5: IPS vs. vocabulary size (k) for Estonian.
While the overall pattern of diminishing returns is sim-
ilar to Hungarian, the lower IPS plateau indicates re-
duced learnability due to Estonian’s extensive mor-
phophonological alternations, which obscure ortho-
graphic morpheme boundaries. The recommended
range remains 80k–128k.

These findings provide a quantitative foundation
for the critical decision of vocabulary sizing, trans-
forming it from a heuristic-based choice into a prin-
cipled optimization problem. Complete numerical
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Lang Max Gain Point
(k_gain)

Elbow Point
(k_elbow)

90% Quality Point
(k_q90)

Recommend
k* Range

Hung 40,000 80,000 128,000 80k – 128k
Est 16,000 80,000 128,000 80k – 128k
Fin 64,000 80,000 150,000 80k – 150k

Table 2: Key points on the IPS curve for determining the optimal vocabulary range.

results for all evaluated vocabulary sizes are pro-
vided in Appendix A (Table 3) for reference.

6 Conclusion

In this work, we addressed the dual challenge of
creating high-purity morphological resources in
a corpus-free setting and using them to evaluate
subword tokenizers for Uralic languages. We in-
troduced SampoNLP, a toolkit featuring a novel
pipeline based on "MDL-inspired Self-Referential
Atomicity Scoring," which successfully refines
noisy candidate lists into clean morpheme lexicons.

Applying these lexicons, our systematic evalu-
ation of BPE tokenizers yielded two key findings.
First, we provide an empirically-grounded recom-
mendations for optimal vocabulary sizes, identify-
ing a range of 80k-128k for Hungarian and Esto-
nian, and 80k-150k for Finnish, as the most effec-
tive trade-off between performance and model size.
Second, our results quantitatively demonstrate the
severe limitations of standard BPE for highly agglu-
tinative languages like Finnish, where performance
plateaus at a strikingly low level.

This study confirms that while vocabulary size
optimization is a crucial step, it is not a panacea.
We release our SampoNLP library and the gener-
ated morpheme lists to the community to facilitate
reproducible research and encourage the develop-
ment of more morphologically-aware tokenization
methods for the Uralic language family.

Discussion

Our results yield two key insights. First, the effec-
tiveness of BPE varies dramatically by language:
while Hungarian achieves a high IPS (max ∼0.73),
the low scores for Finnish (∼0.31) and Estonian
(∼0.39) quantitatively demonstrate the algorithm’s
fundamental limitations for these highly agglutina-
tive languages. Second, for all languages, an empir-
ically identifiable "sweet spot" for vocabulary size
exists, beyond which performance gains diminish.
Here, “optimality” is understood as morphological
sufficiency - the point at which the tokenizer cap-

Figure 6: IPS vs. vocabulary size (k) for Finnish.
Finnish exhibits the lowest IPS plateau, consistent with
its rich system of consonant gradation and stem alter-
nations, which make orthographic segmentation less
stable for BPE. The elbow is at 80k, while 90% of the
maximum IPS is reached at 150k, suggesting a recom-
mended range of 80k–150k.

tures the productive structure of a language with
minimal redundancy. This notion is intrinsic by
design, offering a language-level criterion rather
than task-specific optimization.

We acknowledge the limitations of our approach.
The IPS metric abstracts away qualitative segmen-
tation differences - a necessary compromise for
scalability. Our use of clean, standardized corpora
also isolates the variable of vocabulary size but
does not reflect the noise of real-world data. These
aspects represent clear avenues for future work.

While our method produces a refined set of re-
current sub-lexical units, we do not claim full lin-
guistic morpheme correctness. The IMDP segmen-
tation is orthographic and self-referential in nature,
providing a practical approximation rather than a
phonologically grounded morphological analysis.

In conclusion, our findings suggest that while
optimizing k* is a crucial step, it may be insuf-
ficient for languages like Finnish. The low per-
formance ceiling for BPE underscores the need
for morphologically-aware tokenization methods.
We believe our SampoNLP toolkit and the gener-
ated lexicons provide the community with a repro-
ducible benchmark to develop and test such new
strategies.
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and Iryna Gurevych. 2021. How good is your tok-
enizer? on the monolingual performance of multilin-
gual language models. In Proceedings of the 59th
Annual Meeting of the Association for Computational
Linguistics and the 11th International Joint Confer-
ence on Natural Language Processing (Volume 1:
Long Papers), pages 3118–3135, Online. Association
for Computational Linguistics.

Ville Satopää, Joshua Albrecht, David Irwin, and Barath
Raghavan. 2011. Finding a “kneedle” in a haystack:
Detecting knee points in system behavior. In Pro-
ceedings of the 31st International Conference on
Distributed Computing Systems Workshops, pages
166–171. IEEE.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016. Neural machine translation of rare words with
subword units. In Proceedings of the 54th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 1715–1725,
Berlin, Germany. Association for Computational Lin-
guistics.

65

https://doi.org/10.18653/v1/W19-0311
https://doi.org/10.18653/v1/W19-0311
https://doi.org/10.18653/v1/2023.emnlp-main.272
https://doi.org/10.18653/v1/2023.emnlp-main.272
https://doi.org/10.18653/v1/2020.findings-emnlp.414
https://doi.org/10.18653/v1/2020.findings-emnlp.414
https://aclanthology.org/2024.iwclul-1.11/
https://aclanthology.org/2024.iwclul-1.11/
https://arxiv.org/abs/2410.12989
https://arxiv.org/abs/2410.12989
https://arxiv.org/abs/2410.12989
https://doi.org/10.1162/089120104773633394
https://doi.org/10.1145/1187415.1187418
https://doi.org/10.1145/1187415.1187418
https://doi.org/10.1145/1187415.1187418
https://doi.org/10.1162/tacl_a_00032
https://doi.org/10.1162/tacl_a_00032
https://doi.org/10.1162/tacl_a_00032
https://aclanthology.org/2021.nodalida-main.17/
https://aclanthology.org/2021.nodalida-main.17/
https://aclanthology.org/2021.nodalida-main.17/
https://doi.org/10.21105/joss.01345
https://doi.org/10.21105/joss.01345
https://aclanthology.org/2020.vardial-1.16.pdf
https://aclanthology.org/2020.vardial-1.16.pdf
https://aclanthology.org/2020.vardial-1.16.pdf
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://aclanthology.org/D18-2012
https://aclanthology.org/D18-2012
https://aclanthology.org/D18-2012
https://arxiv.org/abs/2112.10508
https://arxiv.org/abs/2112.10508
https://arxiv.org/abs/2112.10508
https://doi.org/10.1109/TSMC.1979.4310076
https://doi.org/10.1109/TSMC.1979.4310076
https://aclanthology.org/W15-1844/
https://aclanthology.org/W15-1844/
https://arxiv.org/abs/2505.08918
https://arxiv.org/abs/2505.08918
https://arxiv.org/abs/2505.08918
https://doi.org/10.18653/v1/2021.acl-long.243
https://doi.org/10.18653/v1/2021.acl-long.243
https://doi.org/10.18653/v1/2021.acl-long.243
https://doi.org/10.1109/ICDCSW.2011.20
https://doi.org/10.1109/ICDCSW.2011.20
https://doi.org/10.18653/v1/P16-1162
https://doi.org/10.18653/v1/P16-1162


Antti Virtanen, Jenna Kanerva, Rami Ilo, Jouni Luoma,
Juhani Luotolahti, Tapio Salakoski, Filip Ginter, and
Sampo Pyysalo. 2019. Multilingual is not enough:
Bert for finnish. Preprint, arXiv:1912.07076.

A Appendix

66

https://arxiv.org/abs/1912.07076
https://arxiv.org/abs/1912.07076


Language Vocabulary
Size (k)

Total
Morphemes

Morpheme
Coverage %

Over-Split
Rate %

Estonian 8,000 5,705 11.27% 65.79%
Estonian 16,000 5,705 13.71% 59.13%
Estonian 32,000 5,705 16.49% 53.65%
Estonian 40,000 5,705 17.48% 51.98%
Estonian 50,000 5,705 18.18% 51.43%
Estonian 64,000 5,705 19.30% 50.32%
Estonian 80,000 5,705 20.68% 49.13%
Estonian 100,000 5,705 21.74% 48.49%
Estonian 128,000 5,705 22.99% 47.86%
Estonian 150,000 5,705 23.79% 47.46%
Estonian 180,000 5,705 24.78% 47.06%
Estonian 200,000 5,705 25.38% 46.43%
Estonian 220,000 5,705 25.74% 46.19%
Estonian 240,000 5,705 26.23% 46.19%
Estonian 256,000 5,705 26.81% 46.11%
Finnish 8,000 3,850 7.85% 78.96%
Finnish 16,000 3,850 9.76% 74.37%
Finnish 32,000 3,850 12.20% 69.13%
Finnish 40,000 3,850 12.95% 68.04%
Finnish 50,000 3,850 13.95% 66.62%
Finnish 64,000 3,850 15.53% 64.73%
Finnish 80,000 3,850 16.63% 63.36%
Finnish 100,000 3,850 17.84% 62.46%
Finnish 128,000 3,850 19.11% 61.61%
Finnish 150,000 3,850 20.21% 61.18%
Finnish 180,000 3,850 21.51% 60.52%
Finnish 200,000 3,850 22.16% 60.28%
Finnish 220,000 3,850 22.93% 60.05%
Finnish 240,000 3,850 23.38% 59.95%
Finnish 256,000 3,850 23.73% 59.81%
Hungarian 8,000 3,189 25.15% 67.72%
Hungarian 16,000 3,189 34.34% 57.01%
Hungarian 32,000 3,189 45.03% 46.14%
Hungarian 40,000 3,189 49.23% 42.17%
Hungarian 50,000 3,189 52.46% 39.97%
Hungarian 64,000 3,189 56.98% 37.84%
Hungarian 80,000 3,189 60.90% 35.72%
Hungarian 100,000 3,189 64.88% 34.33%
Hungarian 128,000 3,189 69.24% 33.27%
Hungarian 150,000 3,189 71.97% 32.37%
Hungarian 180,000 3,189 74.29% 32.28%
Hungarian 200,000 3,189 75.67% 32.16%
Hungarian 220,000 3,189 77.08% 32.00%
Hungarian 240,000 3,189 78.43% 31.92%
Hungarian 256,000 3,189 79.12% 32.04%

Table 3: Detailed experimental results for BPE tokenizers of varying vocabulary sizes across three Uralic languages.
Morpheme Coverage represents the percentage of reference morphemes found in the vocabulary (LMC). Over-Split
Rate is the percentage of reference morphemes with support in W that never appear as a single token in any
tokenization.
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University of Helsinki

csilla.horvath@helsinki.fi

Abstract

The article presents the results of an 
experiment involving the use of the Mansi 
FST and spellchecker created by the 
GiellaLT infrastructure. The Mansi are one 
of the indigenous peoples of the Russian 
Federation. The Mansi language is an 
endangered Uralic language primarily 
spoken in western Siberia, along the Ob 
River and its tributaries. The present 
article discusses the efficiency of  the 
Mansi FST and spellchecker when used for 
translating Mansi literature from the 1950s.

1 Introduction

The article presents the results of an experi-
ment of using the Mansi FST and spellchecker, 
created by the GiellaLT infrastructure on a text 
sample from a genre other than that for which 
the tool was designed.

Section 2 provides a brief overview of 
the Mansi language, its orthography and 
literature. Section 3 describes the experiment 
and its results. Section 4 presents the addi-
tional findings t  h at w e re d  i scovered during 
the experiment. Section 5 proposes conclusions.

2 Background

2.1 The Mansi language
The Mansi are one of the Arctic indigenous peo-
ples of the Russian Federation. The Mansi are 
often still regarded as traditional communities 
living primarily on fishing, h unting, a nd gath-
ering, and to some extent on reindeer breeding, 
however, as a result of industrialisation and 
urbanisation, taking place in their home re-
gion since the 1960s, the majority of the Mansi 
has been living in urban type of settlements, 
alienated from their once traditional lifestyle.

The Mansi language is a contested, endan-
gered minority language. It is spoken mainly 
in Western-Siberia, along the Ob River and its 
tributaries. Four Mansi dialect groups were doc-
umented in the nineteenth century: Northern, 
Eastern, Southern, and Western Mansi, each of 
which had several (sub-)dialects. The Southern 
and Western dialects are already extinct, the 
Eastern dialect is either extinct or moribund. 
In this paper, Mansi language henceforth refers 
to the Northern Mansi variety. Mansi is used 
in both spoken and written form (cf. Virtanen 
and Horváth (2023)).

According to the results of the 2021 Federal 
Census, there were 12,308 Mansis living on the 
territory of the Russian Federation. 1,008 peo-
ple claimed to use Mansi, altogether 951 of 
them were of Mansi ethnicity, while beside the 
Mansi, 8 Nenets, and 9 Khanties claimed to 
use the Mansi language. Nowadays, Mansi has 
its strongest position in the sphere of family 
language use, but since the turn of the cen-
tury it has been introduced to new domains 
of language use as well, such as heritage lan-
guage education, theatre and popular music, 
print, broadcast and social media (c.f. Horváth 
(2020, 2024, 2025)).

2.2 The written Mansi language

The literacy of the Mansi language, similarly 
to other indigenous languages of the Russian 
North, has been created in 1931. The Mansi 
standard orthography originally used Latin-
based alphabet, then switched to a Cyrillic-
based alphabet in 1937. Since 1937, the Mansi 
writing system has undergone several signifi-
cant changes. In the earliest period, the Cyrillic 
transcription contained no special characters, 
and vowel length was not marked either. Later, 
perhaps at the beginning of the 1970s, a spe-
cial character was introduced to denote the
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velar nasal, while marking vowel length became 
widespread in the 1980s.

Currently, two slightly different variants 
of Mansi orthography are in use, one, more 
marginal, used in some of the academic and ped-
agogical publications (dictionaries, traditional 
schoolbooks), the other, more general, used in 
all other work, including print and broadcast 
media, social media, and schoolbooks designed 
for heritage language learners.

2.3 Mansi literature

According to a comprehensive catalogue of 
Mansi publications (Юрьевна and Яковлевна 
(2007)) and personal experiences, there only 
have been approximately 170-180 books 
published in the Mansi language since 1937. 
More than half of them are primers and other 
schoolbooks, while the other half consists of 
folklore collections (mainly tales), contempo-
rary literature, Mansi translations of Soviet 
literature for children, Mansi translations of 
the Gospels and other religious texts.

3 Timur and his squad

3.1 A Mansi FST and spellchecker

In 2025, a Mansi spellchecker has been released, 
created with a small set of morphophonological 
rules (32 twolc rules) and a lexicon consisting 
of 12,000 Mansi entries, as well as a larger 
set of proper nouns. Tested on a newspaper 
corpus consisting of approximately 700k tokens, 
the transducer was able to cover 98.9 % The 
transducer was turned into a spellchecker.

The Mansi grammatical model was reported 
to contain 825 continuation lexica and 12,063 
stems with an additional set of over 145,000 
shared lexemes at GiellaLT for the annotation 
of 100% equivalents of Russian names and to-
ponyms (see Rueter, 2024). For a presentation, 
see Rueter et al. (2025).

3.2 Timur

The short novel titled Timur and his squad was 
written by Arkadiy Gaydar was first published 
in Russian in 1940. The book tells the story 
of a gang of village kids who sneak around 
secretly doing good deeds, protecting families 
whose fathers and husbands are in the Red

Army. The novel had a huge impact on young 
Soviet audiences.

The short novel was translated into several 
languages, it was published in Mansi in 1955. 
According to the bibliographical data, the trans-
lation was made by E. Rombandeeva and A. 
Zyrin. As Zyrin’s name is unknown in the 
history of Ob-Ugric Studies, while a certain 
Aleksandr Alekseevich Zyrin (1923-2003) ap-
pears to be a Turkologist-Orientalist-translator, 
it is safe to conclude that the Mansi translation, 
similarly to several other translations of the era, 
was the work of Evdokiya Rombandeeva only.

As the Russian original dates back to 1940, 
while the Mansi translation comes from 1955, 
the text of the short novel may be freely used 
for testing the Mansi FST without violating 
copyright law.

3.3 The experiment

The Mansi translation of Gaydar’s short novel 
was digitalised. First, a physical copy of the 
book was scanned, then the documents were 
converted into text files with the help of Opti-
cal Character Recognition. The text file was 
proofread, and a copy of it was also manually 
normalised according to the orthography used 
in the Mansi press and contemporary educa-
tional publications. Both the original and the 
normalised versions of the text file were anal-
ysed by the Mansi spellchecker.

3.4 Results

Rombandeeva’s original translation was pub-
lished in an era of Mansi literacy where neither 
language-specific characters nor d iacritics for 
long vowels have been in use, and the mark-
ing of palatalisation differed from present-day 
orthography as well. As a result of this, the 
spellchecker could recognise only wordforms 
that would not contain long vowels or special 
characters.

The adjusted version of the Mansi text per-
formed much better. Most of the missing forms 
were analysed incorrectly due to the stems miss-
ing from the lexicon. The missing noun stems 
generally belong to the semantic field o f the 
Socialist era, consisting of Russian loanwords 
(e.g. military terms, plant names), while the 
missing verbs are Mansi verbs that have not 
been mentioned in the newspaper corpus.
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4 Other findings

In Mansi the deminutive suffixes -кве and -
рищ can be added not only to nouns, but also to 
any other part of speech except conjunctions 
(Ромбандеева, 2017: 209). A verbal stem 
augmented with these suffixes can take tense,
mood, or voice markers. (Riese, 2001: 59). 
The phenomenon is classified b y K álmán as 
precative mood (Kálmán, 1989: 61), Romban-
deeva, and Riese, following her, call it merely 
a form. The suffix -кве expresses the speaker’s
respect, tenderness, as well as joy, delight, 
pride, and pleasant emotional disposition 
toward the surrounding environment and 
objects (Ромбандеева, 2017: 268). According 
to Kálmán, the -ке- variant of the suffix
appears in front of other suffixes (Kálmán, 
1989: 61), while Rombandeeva regards the 
form a dialectal alternation (Ромбандеева, 
2017: 268). Beside occasional mentioning of 
the phenomenon, no detailed paradigm of the 
possible forms is given, also other examples
than nouns or verbs are missing. In the 
translation of Gaydar’s novel, an example 
documents the suffix -к ве on  th e negative 
particle.

А̄тикве! — л ̄юньщалтахтынэ̄тэ ёл-пувим, э̄л-оим 
Женя ла̄выс.

а̄ти-кве л ̄юньщалтахты-нэ̄-тэ ёл-пув-им, э̄л-о-им 
Женя ла̄в-ыс

no-Prec cry-PtcpIpfv-Px3Sg hold.back-PtcpPrf, 
run.away-PtcpPrf Zhenya say-Pst.3Sg

‘No! – said Zhenya, holding back her sobs and 
running away.’

According to Rombandeeva, when the suffix 
is used in the imperative, it denotes a polite 
request, a desire rather than an imperative 
(Ромбандеева, 2017: 269). Despite the 
Rombandeeva’s short description, precative 
suffixes rather appear to  fo llow mood markers 
than preceeding them.

Китыт телеграмма о̄с воекелн, юрт о̄йкакве.
китыт телеграмма о̄с во-е-ке-лн, юрт о̄йка-кве.
second telegram too take-Imp-Prec-2Sg.Sg, friend

old.man-Prec
‘Take the second telegramm too, comrade.’

According to Rombandeeva, the Mansi
existential negative particle а̄тим is the variant
of the negative verb а̄ти (Ромбандеева, 2017:
30), Murphy describes the situation the
other way round (Murphy, 1968: 225), while
Wagner-Nagy regards the two forms separate
(Wagner-Nagy, 2011: 203). Neither of the
authors mention that apparently а̄тим too can

take the precative suffix -кве.

Турманыг та е̄мтыс, э̄тимас, а тав акваг та 
а̄тимакве.

турман-ыг та е̄мт-ыс, э̄тим-ас, а тав акваг та а̄тим-
акве.

dark-trs thus become-pret-3Sg become.night-pret-
3Sg but 3Sg still thus no-prec

‘It’s already became dark, night has fallen, still she 
is nowhere to be seen.’

Albeit minor details, these forms of nega-
tion and precative conjugation, were previously 
unattested in academic literature, also they ap-
pear more frequently than anticipated, as their 
use was considered to be marginal since the 
second half of the 20th century.

5 Conclusion

The Mansi FST and spellchecker, created by 
GiellaLT infrastructure, was aimed at language 
learners and language practitioners who would 
use the contemporary orthography of the Mansi 
language, and would create or process texts of 
the Mansi newspapers. The spellchecker pro-
vided excellent performance during the task. 
The experiment presented in this paper shows 
that the analyser and spellchecker achieve good 
results with texts from other genres too, al-
though minor modifications to the model are 
still needed. While texts using older orthogra-
phy can be adapted to the contemporary rules 
automatically rather than manually, the lan-
guage model of the Mansi transducer requires 
extension with additional grammatical cate-
gories, and the lexicon, particularly the list of 
verbs, needs to be complemented.

Although the literary text corpus seems to 
be overshadowed by the newspaper corpus due 
to its size, the translation of youth literature 
was the second most common literary genre 
and the third most common genre of Mansi 
written texts. Moreover, as the experiment has 
proven, it supplements the language descrip-
tion both in terms of vocabulary and grammar. 
Processing literary texts with the Mansi FST 
proves to be beneficial, as such studies can lead 
to the discovery of previously undocumented 
grammatical phenomena.
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Abstract

ORACLE turns daily news into week-over-
week, decision-ready insights for one of the
Finnish University of Applied Sciences. The
platform crawls and versions news, applies
University-specific relevance filtering, embeds
content, classifies items into PESTEL dimen-
sions and builds a concise Time-Dependent
Recursive Summary Graph (TRSG): two clus-
tering layers summarized by an LLM and
recomputed weekly. A lightweight change
detector highlights what is new, removed or
changed, then groups differences into themes
for PESTEL-aware analysis. We detail the
pipeline, discuss concrete design choices that
make the system stable in production and
present a curriculum-intelligence use case with
an evaluation plan.

1 Introduction

Foresight is the systematic detection, interpretation,
and anticipation of signals of change to inform
long-term decision-making (Chandrasekaran et al.,
2022; Yüksel, 2012). For our setting, this means
turning large, unstructured text streams (news, re-
ports, social media) into structured representations
of emerging trends and weak signals that remain
interpretable to human analysts. Public institutions
and universities in particular need early indica-
tors of technological, policy, or societal change to
align curricula, partnerships, and research priorities
(Hämäläinen et al., 2024). Traditional approaches
(expert workshops and static reports) cannot match
the velocity and volume of modern information
flows, motivating continuously operating, evidence-
traceable foresight systems.

ORACLE addresses this need for a University
of Applied Sciences by transforming Finnish news
into a weekly recursive summary graph that reveals
how narratives emerge, merge, and fade over time,
grounded in PESTEL dimensions (see Yusop 2018).
Unlike generic dashboards, ORACLE is designed

for ongoing operation, traceability, and institutional
relevance.

Our contributions are:
• A practical pipeline for daily Finnish news in-

gestion with hashing-based versioning and vec-
torized storage.

• A two-level Time-Dependent Recursive Sum-
mary Graph (TRSG) that hierarchically orga-
nizes narratives and updates weekly while accu-
mulating long-term knowledge.

• A week-to-week change-detection mechanism
that groups themes and analyzes institutional
relevance through PESTEL.

• A real-world use case—curriculum intelli-
gence—demonstrating decision support for aca-
demic stakeholders.

2 Related Work

Semantic representations and retrieval. Dense
sentence embeddings (e.g., SBERT, SimCSE) en-
able semantic clustering and temporal tracking over
large text streams (Reimers and Gurevych, 2019;
Gao et al., 2021). For scalable retrieval, approxi-
mate nearest-neighbor search and vector databases
such as FAISS and Milvus support efficient simi-
larity queries over continuously ingested corpora
(Johnson et al., 2021; Wang et al., 2021).

Clustering and community detection. Graph-
based community detection (Louvain, Leiden) is
widely used to expose latent structure in text-
derived graphs (Blondel et al., 2008; Traag et al.,
2019). Hybrid topic models like BERTopic com-
bine transformer embeddings with clustering to
yield interpretable topics, though they are typi-
cally applied to static snapshots rather than rolling
streams (Grootendorst, 2022).

Summarization and abstraction. Neural ab-
stractive models (BART, PEGASUS) produce flu-

72



ent summaries but face challenges in factual
grounding at multi-document scale (Lewis et al.,
2020; Zhang et al., 2020). Extractive methods
(LexRank, TextRank) remain strong for faithful-
ness and traceability (Erkan and Radev, 2004; Mi-
halcea and Tarau, 2004). Streaming and dynamic
summarization explores hierarchical, time-aware
abstractions over evolving corpora (Huang et al.,
2024).

Temporal modeling and change detection.
Modeling evolving topics spans burst detection
and dynamic topic models, capturing intensity and
drift over time (Kleinberg, 2003; Blei and Laf-
ferty, 2006). These lines inform explicit week-
over-week change labeling and rolling updates for
interpretable monitoring.

LLMs in foresight and strategic analysis. Re-
cent work investigates LLMs for structured
foresight, including multi-layer PESTEL-based
prompting to scaffold analysis (Alnajjar and
Hämäläinen, 2024). Our system operationalizes
these ideas as a continuous, interpretable pipeline
combining semantic retrieval, dynamic clustering,
hierarchical summarization, and explicit change
tracking tailored to institutional decision-making.

3 Oracle Platform

3.1 Data Ingestion and Versioning

Sources. Finnish news (e.g., Yle) using open-
source RSS feeds are crawled daily. The
pipeline extracts canonical URLs and main con-
tent (boilerplate-stripped), preserving the original
HTML for audit.

Hashing. We compute a stable content hash over
normalized HTML. If the hash changes for a known
URL, a new version is stored and re-embedded.
This suppresses duplicates while tracking edits
(e.g., headline updates).

3.2 Relevance Filtering for University

A two-stage filter prioritizes items that matter insti-
tutionally:
1. Lexical stage. Query expansions over names

(University, UAS, Finnish aliases), domains (ed-
ucation, R&D, local industry) and geography.
This fast pass removes obviously unrelated sto-
ries.

2. Semantic stage. Embedding-based similarity
against curated exemplars (e.g., skills funding,

curriculum reform, regional innovation). Bor-
derline items are kept if semantically close.

Non-relevant items are cold-stored for later replays
(interests can shift).

3.3 Embeddings, Storage and PESTEL

Documents are embedded (OpenAI
TextEmbedding-3) and stored in Milvus with
metadata: source, , publication date, PESTEL
label and version chain. A compact supervised
classifier assigns a single PESTEL label per
item (multi-label is feasible but not used here).
Cluster-level PESTEL distributions are computed
by aggregating item labels.

4 Time-Dependent Recursive Summary
Graph (TRSG)

Goal. Replace a flat feed with a weekly, two-level
structure that is compact, faithful and easy to com-
pare across weeks.

Cumulative Knowledge Base. While the crawl-
ing process runs daily and TRSG graphs are ma-
terialized weekly, all ingested data is stored in a
single, persistent vector knowledge base. Each new
crawl extends this base rather than overwriting it.
This design allows the system to reason over his-
torical embeddings when constructing new weekly
hierarchies, enabling the detection of longer-term
phenomena such as cluster drift, gradual topic con-
vergence or the emergence of entirely new abstract
groupings. Over time, these evolving structures
provide early hints of potential future trends rather
than merely weekly snapshots.

4.1 Construction

L0→L1 (sub-clusters). Build an item-level sim-
ilarity graph for the week using cosine similarity;
run Leiden (Traag et al., 2019). Summarize each
community with a factual prompt (names, dates,
figures, relationships) and embed the resulting text
as the L1 node.

L1→L2 (meta-clusters). Cluster L1 summaries
and produce an abstract summary per meta-cluster
(themes, trends, implications, minimal specifics).
L2 nodes represent the week’s landscape.

Stability knobs. Small graphs use direct cosine;
large graphs use FAISS with range thresholds.
Weekly hierarchies are snapshotted for audit and
fast reload.
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Figure 1: ORACLE workflow overview.

Figure 2: Example of the L1 layer in the TRSG. Each node represents a cluster of semantically related news items
and edges indicate similarity links. The summarization step condenses each cluster into a factual thematic report,
forming a connected graph of emerging narratives.

4.2 Prompt Design

To enforce consistent abstraction, TRSG uses
level-specific prompts and recursive summariza-
tion when input exceeds model limits.

L1 – Thematic summaries. Summarizes factual
content across related news items:

“Create a comprehensive L1 thematic summary
in English. Do not evaluate or give suggestions.
Identify the main theme, structure logically and
include key facts—entities, dates, figures, policy
changes and regional details. Write a complete,
factual report without introductory remarks.”

This produces grounded, information-rich cluster
summaries.

L2 – Strategic synthesis. Aggregates L1 outputs
into cross-domain insights:

“Create a unified strategic L2 intelligence briefing
in English. Do not evaluate or compare. Extract
overarching patterns and systemic trends, em-
phasizing transformation forces across domains.
Present as a coherent intelligence report without
meta-commentary.”

L2 abstracts factual clusters into foresight-level
narratives.

Recursive summarization. If a cluster’s com-
bined text exceeds the model’s context limit, the
content is split into balanced chunks and summa-
rized recursively. Each batch is first summarized in-
dividually with the same prompt and those interim
summaries are then re-summarized to produce the
final L1 or L2 output. This hierarchical compres-
sion maintains completeness and coherence even
for large clusters.

5 Week-to-Week Change Detection

Snapshots from consecutive weeks are compared
at L1 and L2 using cosine similarity.

Matching. For each new summary, find the
best old neighbour. Labels: Stable (sim ≥0.90),
Changed (0.70–0.90), Added (<0.70). Un-
matched old summaries are Removed. This yields
structured deltas rather than vague impressions.
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Component Default / Behavior

Embedding model text-embedding-3-small
L0→L1 threshold 0.75 (cosine)
L1→L2 threshold 0.55 (cosine)
Small-n fallback Direct cosine (no FAISS)
Clustering Leiden (modularity)
Summarization Gemini 2.0 Flash (L1 factual / L2

abstract)
Persistence Weekly snapshots (pickle)

Table 1: Key TRSG defaults used in production.

Theme grouping. Added/Removed lists are con-
verted to human-readable themes: short micro-
labels per text (LLM), then canonicalization via
TF–IDF + agglomerative clustering (cosine dis-
tance). The result is a deterministic set of {label,
added_texts, removed_texts} per level.

PESTEL analysis. Users select perspectives.
For each theme, a schema-constrained analysis
returns {title, analysis, level, group,
importance [0,1]}. The results are cached in
MySQL, keyed by week pair and perspective, to
ensure reproducibility and fast retrieval.

6 Use Case: Curriculum Intelligence

An analyst monitoring Political+Technological de-
velopments compares weeks 23 and 28. TRSG
highlights two new L2 themes: EU digital skills
funding and quantum computing policy momentum.
L1 reveals the concrete facts (program names, fund-
ing figures, named institutions). The PESTEL anal-
ysis recommends actions: (i) align elective modules
with EU skill frameworks, (ii) add a quantum fun-
damentals stack (concepts + labs) and (iii) explore
partnerships with local industry labs. The value is
not prediction but traceable synthesis tailored to
University’s remit.

In addition to supporting concrete curriculum
adjustments, the TRSG output provides a reusable
evidence base for cross-faculty coordination. Be-
cause every proposed action links back to the under-
lying news signals and cluster summaries, depart-
ments can justify decisions using a shared source
of truth rather than ad-hoc interpretations or anec-
dotal reports. This auditability also supports in-
stitutional learning: when decisions are revisited
months later, the exact informational context that
motivated them remains inspectable. In practice,
the platform enables routine, low-friction foresight
workflows (monthly horizon scans, annual strategy
cycles or accreditation preparations) without requir-

ing analysts to rebuild situational awareness from
scratch.

The same machinery also generalizes to other
decision layers, including research prioritization,
stakeholder engagement and regional partnership
planning. Since TRSG captures both stable back-
ground narratives and emerging weak signals, it
helps distinguish between noise, structural change
and transient bursts of attention. For universities
operating in rapidly evolving technological and
policy environments, this distinction is essential:
long-horizon initiatives (e.g., lab infrastructure, de-
gree redesign) demand evidence of durable trends,
while quick interventions (e.g., micro-credential
pilots) benefit from timely detection of nascent op-
portunities. By encoding both views into a single
recurring graph, ORACLE makes such multiscale
reasoning feasible for non-technical users.

7 Conclusion

ORACLE demonstrates that continuous, traceable
foresight over fast-moving news streams is opera-
tionally achievable using a combination of embed-
dings, hierarchical clustering, recursive summariza-
tion and week-to-week change detection. By struc-
turing evolving narratives into a two-level Time-
Dependent Recursive Summary Graph (TRSG) and
grounding interpretation in PESTEL, the platform
delivers decision-ready intelligence that remains
auditable and aligned with institutional needs. The
curriculum-intelligence case shows that such a sys-
tem can inform real strategic choices without re-
lying on opaque prediction. Future work will re-
fine evaluation, explore multi-label PESTEL, and
extend the approach to multilingual sources and
policy–science–industry link analysis.

8 Limitations

Our system has several inherent limitations:

• Coverage bias. The system depends on which
news sources are crawled; underrepresented
voices or niche media may be missed, skewing
the narrative graph.

• Summary hallucination. Although prompts are
guarded and ground traces are preserved, LLMs
may still introduce inaccuracies or omit subtle
but relevant facts.

• Domain specificity. The PESTEL classifier and
thresholds are tuned for one university’s domain;
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generalizing to another institution or domain
will require re-training or re-tuning.

• Temporal granularity. Weekly snapshots may
miss rapid developments or sub-week bursts;
while daily crawling accumulates data, changes
within a week are abstracted.
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Abstract

This paper presents the development of the
Tundra Nenets Universal Dependencies (UD)
Treebank, the first syntactically annotated
resource for the Samoyedic branch of the
Uralic family. The treebank integrates spoken-
language data and adopts the morphologi-
cally enhanced Surface-Syntactic UD (mSUD)
framework to capture inflectional morphology
and morphology-based syntactic relations. It
further incorporates Information Structure an-
notation. The methodological workflow in-
cludes data selection, transcription conven-
tions, sentence and lexeme segmentation, an-
notation of spoken-language features, lemma-
tization, treatment of morpheme status, part-
of-speech and morphological tagging, and syn-
tactic annotation based on the functional and
distributional properties of syntactic elements.
We also outline the principles guiding multi-
level annotation and justify the theoretical
choices underlying the integration of prosodic,
morphological, and syntactic information.

1 Introduction

This paper presents the development of the (Tun-
dra) Nenets (Samoyedic, Uralic) Universal Depen-
dencies (UD) Treebank, including data selection
and processing, levels of linguistic analysis, and
the theoretical and methodological principles guid-
ing the annotation. Given the early stage of devel-
opment and the limited size of the corpus, the focus
is on the foundational methodological approaches
and theoretical decisions underlying the construc-
tion of the treebank.
Within the Uralic language family, the Finno-

Ugric branch is already represented in UD by sev-
eral treebanks (e.g., Finnish, Estonian, Hungarian,
Komi, Udmurt), whereas the Samoyedic branch
has remained absent from the data set. The in-
clusion of Tundra Nenets, a major Samoyedic lan-
guage spoken in northwestern Siberia, therefore

fills a significant gap and contributes to a more bal-
anced coverage within the Uralic family.
Several digital corpora of Nenets exist, for

instance in the Endangered Languages Archive
(ELAR) and the INEL Nenets corpus (Budzisch
andWagner-Nagy, 2024), yet these resources have
largely remained at the level of morphological an-
notation and provide limited support for syntac-
tic analysis. Syntactic structure, in particular, re-
mains underexplored in Tundra Nenets as well
as in other Siberian Uralic and Siberian Arctic
languages. The Tundra Nenets UD treebank ad-
dresses this gap by providing a systematically an-
notated syntactic resource, thereby enabling de-
tailed investigations of (morpho)syntactic patterns.
In addition, the treebank functions as a method-
ological case study for adapting the UD framework
to a morphologically rich Uralic language. Its de-
velopment is expected to inform both the creation
of comparable resources for other Samoyedic and
Siberian languages and broader discussions con-
cerning the representation of typologically com-
plex languages within the UD framework.
The project introduces several innovations

within the UD framework (de Marneffe et al.,
2021). First, since the treebank is based on spo-
ken language data, it was necessary to determine (i)
the level of transcription detail, specifically, which
spoken-language-specific features should be in-
cluded in the syntactic analysis, and (ii) how these
phenomena should be represented, that is, the cor-
responding annotation principles and technical so-
lutions. Second, the morphologically enhanced
version of the Surface-Syntactic Universal Depen-
dencies framework (Gerdes et al., 2018, 2019),
the mSUD model (Guillaume et al., 2024), was
adopted as the basis for annotation. This frame-
work accommodates the rich morphological struc-
ture of Tundra Nenets and allows for an explicit
representation of morphology-based syntactic re-
lations, while remaining fully compatible with the
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UD standard. Third, the Nenets treebank includes
(partial) information-structural annotation as part
of a new initiative within the frame of the UniDive
COST Action (CA21167), which aims to extend
UD with additional layers capturing the discourse-
pragmatic functions of clausal constituents.

2 The Tundra Nenets language and data

2.1 The language

Nenets is classified as a member of the Samoyedic
branch of the Uralic language family. Prior to the
twentieth century, linguistic descriptions generally
treated Tundra and Forest Nenets as the primary di-
alectal varieties of the Nenets language. However,
these varieties differ substantially in grammar and
lexicon, and are not mutually intelligible, which
justifies treating them as separate languages (Ha-
jdú, 1968; Salminen, 1998; Burkova, 2022; Mus,
2023a). Since the current treebank includes only
Tundra Nenets data, this paper focuses on that va-
riety; with Forest Nenets materials planned for in-
clusion in future expansions of the corpus.
The Tundra Nenets language is spoken in the

northernmost regions of the Russian Federation,
primarily in the autonomous Okrugs of Nenets
and Yamalo-Nenets and the Taymyrsky Dolgano-
Nenetsky district. It covers an extensive Arctic
area, extending from northeastern Europe to north-
western Siberia (maps illustrating these territories
can be found online1).
The language has c. 20,000 speakers, di-

vided into Western, Central, and Eastern dialect
groups, each with local subdialects (Hajdú, 1968;
Tereshchenko, 1966; Salminen, 1999; Nikolaeva,
2014; Burkova, 2022; Mus, 2023a).
It is an indigenous Arctic language and is classi-

fied as threatened (EGIDS 6b) (Ethnologue, 2009).
Although still used in everyday oral communica-
tion across generations, speaker numbers are de-
clining. Widespread bilingualism with Russian
has led to notable lexical and structural influence.
Traditionally an oral language, Tundra Nenets

achieved literacy only in the late 1920s,
when a Cyrillic-based orthography was intro-
duced (Toulouze, 1999). The writing system
remains non-standardized, and several Latin-
based transliteration systems are employed in
scholarly contexts.

1https://nenetsresearch.github.io/thea/
tools.html

Tundra Nenets is a morphologically rich, agglu-
tinative language. Its grammatical relations are ex-
pressed mainly by suffixes attached sequentially to
the stems. Despite its agglutinative character, stem
and affix alternations introduce fusional features.
The language exhibits nominative–accusative

alignment (Nikolaeva, 2014): subjects are marked
with the nominative case, while direct objects are
typically marked with the accusative case, with
limited syncretic exceptions (Hajdú, 1968; Niko-
laeva, 2014). Finite verbs agree with their subjects
in person and number, and may also mark agree-
ment with objects in number when these are topi-
cal (Nikolaeva, 2014). Predicate nouns, adjectives,
and certain adverbs also show agreement with their
subject in person and number, and can also take the
suffix of the past tense without inserting an overt
copula in the predicate phrase (Nikolaeva, 2014;
Hegedűs et al., 2021).
Syntactically, the language is head-final and

predominantly (S)OV (Tereshchenko, 1973; Niko-
laeva, 2014; Burkova, 2022; Mus, 2023a), with
complements preceding their heads. Right-
dislocated elements or afterthoughts occasionally
occur, separated by a prosodic break and distinct
intonation (Mus and Surányi, 2021, 2025). Coordi-
nation generally lacks conjunctions, while subordi-
nation is expressed through non-finite verb forms
that precede the main predicate. In certain subordi-
nate clause types, the embedded subject can trigger
agreement on the non-finite verb through posses-
sive morphology (Nikolaeva, 2014; Mus, 2023b).

2.2 The data
Written and spoken materials of Tundra Nenets
are accessible in several archives and collections,
including the Endangered Languages Archive
(ELAR)2, the Online Documentation of Siberian
Languages3 (Nikolaeva and Garrett, 2014), and
the INEL Nenets corpus4 (Budzisch and Wagner-
Nagy, 2024). Folklore, collected during field-
work in the region, is the most commonly repre-
sented genre in these resources. The transcription
conventions, transliteration schemes, and annota-
tion frameworks employed across these collections
vary considerably and are sometimes inconsistent.

An online newspaper from the Nenets Au-
tonomous Okrug regularly publishes articles in

2https://www.elararchive.org/
3https://siberianlanguages.surrey.ac.uk/
4https://inel.corpora.uni-hamburg.de/

NenetsCorpus/search
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Tundra Nenets alongside Russian, providing a con-
temporary source of written materials in the lan-
guage.5 Additionally, a digitized text collection of
approximately 500,000 tokens has been compiled
and normalized, representing the written variety of
the language (Mus and Metzger, 2021).

Complementing these written sources, new
spoken data were collected during consultations
in Moscow in 2017 with a Tundra Nenets
speaker from the Yamalo-Nenets Autonomous
Okrug. Rather than focusing once again on folk-
lore, the fieldwork employed methods from Lan-
guage Documentation and experimental syntax to
elicit semi-controlled, naturalistic language pro-
duction through interactive, goal-oriented tasks.
These included a modified version of the HCRC
Map Task6, the so-called Pear Story narrative
task (Chafe, 1980), and a storytelling video stim-
ulus about reindeer herding.7 A third elicitation
type made use of picture-based story sequences, in
which the speaker was asked to narrate a story de-
picted in a series of cartoon-style illustrations. In
addition, a questionnaire was designed to prompt
conversation on neutral, everyday topics, like
cooking, free-time activities, public transport, and
comparisons of two cities, ensuring that no sensi-
tive personal information was collected. Finally,
a set of scripted dialogues was read aloud provid-
ing controlled data for analysing prosodic phrasing
and syntactic structures under comparable condi-
tions.

The narratives were recorded in audio format
(.wav), and the native speaker participant tran-
scribed a subset of thesematerials orthographically
using an extended Cyrillic alphabet.

Table 1 provides a summary of the available data
and their current processing status from the UD
perspective. Tasks and datasets that have already
been processed and incorporated into the Tundra
Nenets UD treebank are highlighted in green8,
while the remaining materials will be processed
and added in subsequent releases of the treebank.

5https://nvinder.ru/
6https://groups.inf.ed.ac.uk/maptask/

maptasknxt.html
7The Pear Story taskwas included purely as an exploratory

experiment. Given its culturally foreign context, we antici-
pated that the task would be challenging and highly open to
interpretation, yet the language consultant completed it with
remarkable fluency and engagement.

8To be included in release 2.17 (November 2025).

Type of task Length (sec) Nr. of sentences

HCRC Map Task 1–4 340 93
video-based storytelling: Pear Story 355 78
video-based storytelling: Arctic reindeer 235 n.d.
picture sequence narration 1–4 576 n.d.
thematic topic guided monologue 1–4 1,403 n.d.
scripted dialogue reading 1–3 232 n.d.

Table 1: Tundra Nenets spoken datasets and their cur-
rent UD processing status

3 Procession of the data

In the following sections, we outline the data pro-
cessing workflow, describe the methodology used
to establish it, and discuss language- and data-
specific annotation decisions.

3.1 Transcription and annotation of spoken
language phenomena

As noted above, several texts have already been
transcribed by the native speaker participant.
These recordings were selected as the starting
point for annotation, as sentence segmentation had
already been performed by the speaker. This made
the data particularly suitable for addressing one
of the central theoretical challenges in spoken-
language analysis: defining what constitutes a syn-
tactic unit. The analysis of these materials pro-
vides the empirical foundation for subsequent data
processing and for our working principle, which
holds that intonational and semantic criteria should
be jointly considered when determining sentence
boundaries in spoken data.
While intonation units provide important cues

for segmentation, they do not always coincide with
syntactically or semantically complete utterances.
Accordingly, a prosodic boundary was treated as
a sentence boundary only when the preceding unit
expressed a complete meaning. When an intona-
tional unit was semantically incomplete, the sub-
sequent material was incorporated into the same
sentence. This approach ensures that sentence
segmentation reflects both the prosodic organiza-
tion of speech and the syntactic and semantic co-
herence required for UD annotation. The audio
files and their transcriptions were manually an-
notated and time-aligned at the sentence level in
Praat (Boersma and Weenink, 2025).
In addition to sentence-level prosodic align-

ment, individual lexemes were time-aligned with
their corresponding segments in the recordings.
This was done to facilitate morphological and syn-
tactic interpretation and to support future research
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on the syntax–prosody interface. This step was
also undertaken manually.
At this stage, several decisions were required

concerning the treatment of spoken-language phe-
nomena and the desired level of analytical detail.
The transcriptions prepared by the native speaker
follow a normalized Cyrillic orthography that re-
flects standardized dialectal forms rather than sur-
face phonetic realizations. Consequently, phonetic
transcriptions that capture the morphophonologi-
cal peculiarities of the language were not produced
at this stage. For instance, external sandhi pro-
cesses – phonological alternations operating across
word boundaries – observed in the language were
not annotated.9 The corresponding audio record-
ings, however, will be made publicly available for
reference.
Instead, only those spoken-language phenom-

ena were annotated that directly affect word-level
analysis, particularly the identification of word
boundaries. This decision reflects both the current
lack of established UD guidelines for spoken data
and the absence of detailed prosodic or phonetic
descriptions of Tundra Nenets.
Rather than adopting an external prosodic an-

notation framework, an inductive approach was
taken: recurrent lexeme-level spoken phenomena
were identified directly from the recordings and
transcriptions. For each such phenomenon, a dedi-
cated annotation tag was created and, where appli-
cable, linked to a syntactic relation within the UD
framework. The conventions were inspired by ex-
isting spoken UD treebanks and preliminary anno-
tation guidelines (Kahane et al., 2021; Dobrovoljc,
2025), but in several cases, the labeling strategy
was adapted to accommodate the specific struc-
tural and typological features of Tundra Nenets.
Once defined, the conventions were applied con-
sistently across the corpus. This approach ensures
that, despite the early stage of UD-based spoken-
language analysis, the current representation is in-
ternally coherent and flexible enough to accommo-
date future standardization efforts.
Since the available recordings consist primar-

ily of narrative monologues, certain interactional
features typical of spontaneous dialogue – such as
overlapping speech – are not attested.
To achieve a detailed lexical representation, two
9In connected speech, for example, the phrase тынаʼ

хадамбива / tinaʔ xadamb́iwa ‘we killed the reindeer’
reindeer.acc.1pl kill-1pl) surfaces as тына_кадамбива /
tina_kadamb́iwa.

groups of spoken-language items were annotated:
non-lexical and lexical items. Non-lexical items
were included primarily to ensure the precise iden-
tification of word boundaries. As they do not
constitute syntactic units, they were uniformly as-
signed the discourse dependency relation. This
category includes:

• Noises <n> (both speaker-generated, e.g.,
cough, laugh, sigh, and environmental,
e.g., background chatter, traffic, microphone
bumps);

• Pauses <p> occurring within smaller syntac-
tic units or between unrelated constituents;

• Audible disfluencies <d>, such as hesitation
markers (“uh”, “erm”).

Lexical interruptions, by contrast, directly affect
syntactic interpretation. These include:

• Unfinished lexemes <un>, which may leave
grammatical relations incomplete (e.g., miss-
ing a required case marker);

• False starts <f> and repetitions (exact or par-
tial) <er> and <pr>, which may alter expected
word order;

• Incorrect word selections <iw>, where a se-
mantically or morphologically related but un-
intended form is produced.

Finally, pauses coinciding with syntactic bound-
aries were annotated analogously to punctuation in
written texts (POS PUNCT and relation punct), as
they play a key role in delimiting sentence bound-
aries, while pauses corresponding to hesitations
where analyzed analogously to disfluencies (POS
INTJ and relation discourse).
The full inventory of annotated spoken-

language features, together with their correspond-
ing tags and syntactic encodings, is summarized
in Table 2.
The treebank is encoded in the CoNLL-U stan-

dard format, with lexeme-level time-alignment in-
formation, indicating the onset and offset of each
annotated item, stored in the MISC column.

3.2 Lemmatization, POS tagging, and
morphological analysis

Building on the transcription, segmentation and
time-aligned annotation of the spoken data, the
subsequent stage of corpus development involved
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Category Tag POS DEPREL

Noise <n> INTJ discourse
Pauses (hesitation) <p> INTJ discourse
Audible disfluencies <d> INTJ discourse

Unfinished lexemes <un> intended lexeme reparandum
False Starts <f> intended lexeme reparandum
Repetitions <er> <pr> intended lexeme reparandum
Incorrect word <iw> intended lexeme treated as if correct
Pauses (boundary) <p> PUNCT punct

Table 2: Annotated spoken-language phenomena in the
Tundra Nenets UD Treebank

the lemmatization, part-of-speech tagging, and
morphological analysis of the data. Since no au-
tomated tools currently exist for Tundra Nenets,
these steps were performed manually.
The process of lemmatization was guided by

several theoretical decisions. First, in the absence
of a unified written standard, dialectal variation
was preserved in the forms of the lemma.10 Sec-
ond, during segmentation, only inflectional mor-
phemes were detached from the stems, while the
derivational morphology was left intact. Inflec-
tional suffixes were retained in their attested sur-
face forms and do not receive normalized lemmas.
Third, linking vowels appearing at the boundary
between stems and suffixes were treated as integral
parts of the stem.
Part-of-speech tagging and morphological anal-

ysis were likewise carried out manually. Morpho-
logical features were segmented from the stems
and glossed (cf. feature Gloss). In the segmenta-
tion and annotation process, only inflectional mor-
phology was included, as inflectional markers di-
rectly contribute to syntactic relations, whereas
derivational morphology was treated as part of
the lexical stem. This treatment of morphology
ensures consistency with the syntactic represen-
tation model adopted in the subsequent section,
which integrates morphological and syntactic de-
pendencies. The distinction between inflectional
and derivational morphology was determined on
the basis of descriptive and grammatical traditions
established in Hajdú (1968); Nikolaeva (2014);
Burkova (2022); Mus (2023a,b).
A distinction from these sources concerns the

analysis of the verbal paradigm, specifically the
treatment of the verbal linking suffix -ӈа (-ŋa-) that
is added to certain verbal stems before agreement
suffixes. Since the status of this suffix is not clear

10For example, the numeral ‘three’ occurs as няр / ńar in
the Western dialect and as няхар / ńaxar in the Central and
Eastern dialects.

in the literature, this element was segmented from
the verb stem and assigned the AUX POS, reflect-
ing its auxiliary-like syntactic behavior within the
clause.
In the nominal paradigm, the so-called predes-

tinative suffix – -да (-da) – was also segmented,
though it was commonly regarded a derivational el-
ement in the descriptive tradition. We propose that
this morpheme may in fact participate in a syntac-
tic relation with the noun it modifies, functioning
similarly to a determiner. Accordingly, it was seg-
mented and assigned the det dependency relation.
The annotation of morphosyntactic features and

category labels follows the conventions of the
aforementioned descriptive sources. The POS
and morphological tagset was adapted from the
Leipzig Glossing Rules and Abbreviations frame-
work, with necessary modifications introduced to
accommodate the specific structural and typologi-
cal properties of Tundra Nenets.
To ensure consistency and uniformity across the

corpus, all analyzed word forms were compiled
into a reference TSV file containing the surface
form, lemma, POS tag, morphological informa-
tion, and translation (see Table 3). This file serves
as a master inventory of annotated forms. New raw
data are automatically compared against this ref-
erence using a Python script: whenever a match
is found, the corresponding lemma, POS tag, and
gloss information are automatically inserted into
the new annotation. This procedure not only pre-
serves consistency between previously annotated
and newly added data, but also considerably accel-
erates the annotation process while retaining man-
ual verification for forms not yet included in the
reference file.

Form Lemma POS Gloss

маря мар” NOUN fence
-д’ _ ADP -poss.gen.2sg

Table 3: Example excerpt from the reference TSV

3.3 mSUD annotation

To account for the complex morphological struc-
ture of Tundra Nenets and its role in express-
ing syntactic relations, the morphologically en-
hanced Surface-Syntactic Universal Dependencies
(mSUD) framework (Guillaume et al., 2024) was
adopted as the foundation for annotation.
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The mSUD framework builds on the principles
of the Surface-Syntactic UD model but extends it
to explicitly represent morphology-based syntac-
tic relations. It prioritizes functional heads within
phrases, i.e. those constituents that determine the
syntactic and distributional properties of the en-
tire phrase, while defining dependency relations
on functional and distributional grounds (Gerdes
et al., 2019).
As noted, within this framework, both indepen-

dent words and inflectional morphemes are sys-
tematically linked to their corresponding syntactic
relations. Derivational morphology, by contrast,
is not analyzed as directly contributing to syntac-
tic dependencies. The main annotation choices
adopted for Tundra Nenets suffixes are summa-
rized in Table 4, which illustrates how distinct
types of inflectional morphemes are represented
and how their syntactic dependents are encoded
within the mSUD relation set.

Inflection POS mSUD DEPREL

Number DET −det→ •
Case ADP • −comp:obj→
Possessive suffix DET −det:poss→ •
Predestinative suffix DET −det→ •
Tense suffix AUX • −comp:aux→
Mood suffix AUX • −comp:aux→
Subject agreement suffix PRON −subj→ •
Double agreement suffix PRON −subj:obj→ •
Non-finite verb suffix AUX • −comp:aux→

Table 4: mSUD annotation for Tundra Nenets

In the table above, the subj:obj relation in
the verbal paradigm may require further explana-
tion. As will be discussed in greater detail be-
low, in Tundra Nenets transitive verbs can agree
not only with their subject but also simultaneously
with both their subject and object when the object
is topical. Such agreement markers are typically
unanalyzable portmanteau morphemes that cannot
be segmented into separate units. Consequently,
they were treated as a single unit and assigned the
subj:obj dependency relation.
Because mSUD provides a more fine-grained

representation of morphological and syntactic
structure than standard UD, it offered a logical
starting point for the development of the Tundra
Nenets treebank. The annotation process therefore
begins in mSUD and is subsequently converted to
UD format. This direction of conversion is unidi-
rectional: while mSUD can be reliably reduced to

UD through structural simplification, the reverse
conversion – from UD to mSUD – would require
morphological information not encoded in UD and
thus cannot be reconstructed automatically.
Annotation was carried out in a semi-automatic

way using ArboratorGrew11 (Guibon et al., 2020),
which allows the creation and application of
reusable rules to automate certain aspects of de-
pendency annotation. While our corpus consists
of approximately 200 sentences, the syntactic rules
we employ are not probabilistic generalizations de-
rived solely from this sample, but stable and well-
established structural properties of the language.
These rules are categorical (e.g., the agreement
morphology on verbs that our annotation frame-
work analyzes as subject marking) and are not sub-
ject to variation across larger datasets. Therefore,
although the current rule set may be incomplete in
the sense that additional rules could be added when
annotating a larger corpus, the rules already formu-
lated remain fully applicable and reliable regard-
less of corpus size. In other words, expanding the
dataset would increase coverage but would not in-
validate or contradict any existing rules, since they
reflect structural facts of the language rather than
artifacts of a small sample. For example, the fol-
lowing Grew rule was developed to attach modify-
ing adjectives to their governing nouns and to add
the dependency relation mod between them:

rule r1 {
pattern { X[upos=ADJ]; Y[upos=NOUN];

X < Y } without { * -> X }
commands { add_edge Y -[mod]-> X }

}
This semi-automatic workflow ensures consis-

tency across the corpus while allowing manual
intervention for complex or ambiguous construc-
tions.

3.4 Production of the UD treebank
Conversion frommSUD toUD is performed in two
stages: first, mSUD is converted to SUD, and then
SUD is converted to UD. Both conversions are en-
coded as a set of Grew (Guillaume, 2021) rules that
are applied iteratively to make the necessary anno-
tation changes. Figure 2 illustrates the process on
one sentence of the treebank.
The first conversion (from mSUD to SUD) in-

volves merging inflectional suffixes with the root
word to which they are attached. Several rules are

11https://arborator.grew.fr/
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нерни няна <p> пирця харадмʼ манэˮӈадмʼ <p>
ńerńi ńana <p> ṕirća xaradmʔ manæʡŋadmʔ <p>

in.front.of-poss.gen.1st at.loc INTJ tall house-acc see-co-1sg SIL

obl:arg

discourse

case amod obj punct

root

‘Впереди себя я увидел высокую башню(дом).’
‘In front of me I saw a high house.’

Figure 1: Example tree from the Nenets UD treebank with Latin transliteration (2nd line), English glosses (3rd line)
and fluent translation to Russian and English.

designed to ensure consistent glosses, lemmas and
sound alignment aftermerging. After this first step,
the word tokenization is as expected by the UD
framework.
The second step relies on the general SUD to

UD conversion that is described in (Gerdes et al.,
2021). The syntactic structure is modified on the
one hand to take into account the different choices
in UD and SUD for selecting the head of a phrase
in the dependency structure.12 On the other hand,
rules are used tomap the SUD dependency relation
tagset to the equivalent UD tagset.
The UD-annotated data produced is then vali-

dated using the process provided by the UD infras-
tructure.13 These validation steps helped to iden-
tify inconsistencies in the original mSUD annota-
tion and adapt the conversion rules to annotation
choices specific to the Nenets treebank.

3.5 Information-structural roles annotation
A new initiative within the UniDive COST Action
(CA21167) seeks to extend the UD framework by
incorporating a layer for Information Structure (IS)
annotation, drawing inspiration from the Prague
Dependency Treebank 2.0.14 In this approach, IS
is treated as a functional phenomenon grounded in
meaning, reflecting how speakers organize and in-
terpret content within discourse rather than how it
is formally encoded, therefore, we aim to tag IS
roles in the treebank to support further formal and
functional typological research.
The explicitness of IS annotationwill be ensured

through a detailed guideline currently under devel-
12For example, the ADP is the head of the prepositional

phrase it introduces in SUD, whereas in UD, this ADP de-
pends on the main noun.

13https://universaldependencies.org/
contributing/validation.html

14https://ufal.mff.cuni.cz/
prague-dependency-treebank

opment. This guideline provides clear definitions,
diagnostics, and instructions for annotators, allow-
ing IS categories to be assigned systematically and
reproducibly rather than impressionistically. Al-
though the framework is still a work in progress
and not the focus of the present paper, it reflects es-
tablished best practices demonstrating that seman-
tic and discourse-level annotation can bemade reli-
able through well-formulated operational criteria.
In Tundra Nenets, certain IS roles are partially

encoded morphologically: transitive verbs can
carry suffixes marking both the person and number
of the subject as well as the number of the object.
Object agreement, in particular, indicates the topi-
cality of third-person objects (Dalrymple andNiko-
laeva, 2011; Nikolaeva, 2014), compare (1), where
the verb agrees only with the subject, with (2),
where the object is topical and the verb cross-refers
its number (in addition to subject agreement).

(1) a. What did Pavel do?
Whom did Pavel see?

b. Павел
Pavel

Ирина-мʼ
Irina-acc

мaнэˮӈа-сь.
see.3sg-pst

‘Pavel saw Irina.’

(2) a. What did Pavel do to Irina?
b. Павел

Pavel
Ирина-мʼ
Irina-acc

мaнэˮӈа-да-сь.
see.3sg-sg.o-pst

‘Pavel saw Irina.’
or ‘As for Irina, Pavel saw her.’

This project adapts these insights to systematically
annotate IS roles at the morpho-syntactic level,
providing both a practical framework for the tree-
bank and a model for cross-linguistic comparison.
Building on this foundation, we initiated Infor-

mation Structure (IS) annotation in the Tundra
Nenets UD treebank using a simple, broadly se-
mantic scheme that captures the most fundamen-
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нер
upos=PRON
lemma=нер

Gloss=in.front.of
LTranslit=ńer
Translit=ńer

-ни
upos=ADP
Case=Gen

Gloss=-poss.gen.1sg
Number=Sing
Person=1
Translit=-ńi

няна
upos=ADP
lemma=няна
Gloss=at.loc
LTranslit=ńana
Translit=ńana

<p>
upos=INTJ
lemma=<p>
Gloss=PAUSE

пирця
upos=ADJ

lemma=пирця
Gloss=tall

LTranslit=ṕirća
Translit=ṕirća

харад
upos=NOUN
lemma=харад
Gloss=house
LTranslit=xarad
Translit=xarad

-мʼ
upos=ADP
Case=Acc
Gloss=-acc
Translit=-mʔ

манэˮ
upos=VERB
lemma=манэˮ
Gloss=see

LTranslit=manæʡ
Translit=manæʡ

-ӈа
upos=AUX
lemma=-ӈа
Gloss=-co
LTranslit=-ŋa
Translit=-ŋa

-дмʼ
upos=PRON
Gloss=-1sg
Number=Sing
Person=1

Translit=-dmʔ

<p>
upos=PUNCT
lemma=<p>
Gloss=SIL

comp:obj comp:obj discourse mod comp:obj comp:obj comp:aux subj

punctcomp:obl

нерни
upos=PRON
lemma=нер
Case=Gen
LTranslit=ńer

MGloss=in.front.of-poss.gen.1sg
MSeg=нер-ни
Number=Sing
Person=1

Translit=ńer-ńi

няна
upos=ADP
lemma=няна
Gloss=at.loc
LTranslit=ńana
Translit=ńana

<p>
upos=INTJ
lemma=<p>
Gloss=PAUSE

пирця
upos=ADJ

lemma=пирця
Gloss=tall

LTranslit=ṕirća
Translit=ṕirća

харадмʼ
upos=NOUN
lemma=харад
Case=Acc

LTranslit=xarad
MGloss=house-acc
MSeg=харад-мʼ
Translit=xarad-mʔ

манэˮӈадмʼ
upos=VERB

lemma=манэˮ-ӈа
LTranslit=manæʡ-ŋa
MGloss=see-co-1sg
MSeg=манэˮ-ӈа-дмʼ

Translit=manæʡ-ŋa-dmʔ

<p>
upos=PUNCT
lemma=<p>
Gloss=SIL

comp:obj discourse mod comp:obj punct

comp:obl

нерни
upos=PRON
lemma=нер
Case=Gen
LTranslit=ńer

MGloss=in.front.of-poss.gen.1sg
MSeg=нер-ни
Number=Sing
Person=1

Translit=ńer-ńi

няна
upos=ADP
lemma=няна
Gloss=at.loc
LTranslit=ńana
Translit=ńana

<p>
upos=INTJ
lemma=<p>
Gloss=PAUSE

пирця
upos=ADJ

lemma=пирця
Gloss=tall

LTranslit=ṕirća
Translit=ṕirća

харадмʼ
upos=NOUN
lemma=харад
Case=Acc

LTranslit=xarad
MGloss=house-acc
MSeg=харад-мʼ
Translit=xarad-mʔ

манэˮӈадмʼ
upos=VERB

lemma=манэˮ-ӈа
LTranslit=manæʡ-ŋa
MGloss=see-co-1sg
MSeg=манэˮ-ӈа-дмʼ

Translit=manæʡ-ŋa-dmʔ

<p>
upos=PUNCT
lemma=<p>
Gloss=SIL

case amod obj punct

discourse

obl:arg

Figure 2: mSUD, SUD and UD annotations of the sentence from Figure 1.

tal distinctions observable in the corpus. We as-
sume that IS distinctions are a universal aspect of
language: all languages can differentiate contex-
tual uses of utterances. Since these distinctions
are not always overtly encoded, IS is treated pri-
marily as a semantic phenomenon, reflecting how
speakers structure and interpret information in dis-
course rather than as a property directly observable
in form.
As a starting point, the annotation will eventu-

ally focus on topical third-person objects that trig-
ger agreement, which are intended to be marked
in the MISC column.15 However, this annotation
is not included in the current release and will be
added in a future version of the treebank, once the
practical framework for coding and placement in
the tree is finalized.

3.6 Transliteration and translation

In addition to the Cyrillic transcription, which
makes the data comparable with written Tundra

15Although one reviewer suggests that our annotation of
topical objects relies only on formal features, this is not the
case. In this language, object agreement is a grammatically
encoded and semantically motivated marker of topicality. We
use it because it directly expresses an IS value, not as a formal
shortcut; the morphology itself reflects the discourse status of
the argument.

Nenets resources, all annotated texts are also ac-
companied with a Latin-based transliteration in or-
der to make them accessible to researchers who are
not familiar with the Cyrillic script. The transliter-
ation is generated automatically using the translit
Perl toolkit.16 The scheme mostly follows a 1-
1 mapping between Cyrillic and Latin letters (in-
cluding some characters that are not used in En-
glish, such as ŋ, æ, or the two glottal stops, ʔ and
ʡ). Palatalized consonants are an exception: In the
Cyrillic writing system, palatalization is often en-
coded in the following vowel, while in translitera-
tion, we indicate it with an accute accent over the
consonant. For example, няна→ ńana.
Besides word-level English glosses, sentence-

level manual translations into both English and
Russian are also included. See the example tree
in Figure 1.

4 Conclusions and prospects for
automation

This study has presented the theoretical and
methodological basis of the (Tundra) Nenets Uni-
versal Dependencies (UD) Treebank. By adapt-
ing theUD andmorphologically enhanced Surface-

16https://github.com/dan-zeman/translit

84

https://github.com/dan-zeman/translit


Syntactic UD (mSUD) frameworks to a morpho-
logically complex Uralic language, the project es-
tablished reproducible procedures for the syntactic
annotation of spoken data. A particular emphasis
was placed on spoken data annotation, the treat-
ment of morphology-based syntactic relations, and
the annotation of Information Structure roles. The
objective of this focus was to develop a consistent
and extensible annotation model.
At this stage, the Tundra Nenets treebank re-

mains a manually annotated, small-scale resource.
Subsequent endeavors will concentrate on the de-
velopment of semi-automatic and fully automatic
tools for lemmatization, part-of-speech tagging,
and morphological analysis to facilitate corpus
expansion while maintaining internal consistency
and analytical precision.
Beyond its immediate scope, the project offers

broader methodological insights for representing
spoken and morphologically rich languages within
the UD framework. The procedures and conven-
tions developed for Tundra Nenets can be extended
to other Samoyedic and Siberian Uralic languages.
This contributes to a more balanced typological
coverage in UD and advances the treatment of
underrepresented language types in computational
annotation.
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Abstract

We investigate the use of large language models
(LLMs) for translation and annotation of Finnic
runosongs—a highly variable multilingual po-
etic corpus with limited linguistic or NLP re-
sources. We manually annotated a corpus of
about 200 runosongs in a variety of languages,
dialects and genres with lemmas and English
translations. Using this manually annotated test
set, we benchmark several large language mod-
els. We tested several prompt types and de-
veloped a collective prompt-writing methodol-
ogy involving specialists from different back-
grounds. Our results highlight both the poten-
tial and the limitations of current LLMs for cul-
tural heritage NLP, and point towards strategies
for prompt design, evaluation, and integration
with linguistic expertise.

1 Introduction

Runosongs are a versatile oral tradition common
to most Finnic languages, including South and
North Estonian, Votic, Ingrian, Karelian, Ludic,
and Finnish. The recently combined corpus of ap-
proximately 250,000 texts, recorded between 1564
and 1971 (Janicki et al., 2024b) offers an unprece-
dented opportunity for computational study. How-
ever, the corpus exhibits substantial linguistic, or-
thographic, and poetic variation, including more
than one million distinct word forms.

The runosong corpus covers multiple languages
in their non-standard dialectal variants, with blurry
borders and multilingual overlap. The texts often
use archaic vocabulary and word forms and exhibit
considerable poetic parallelism. Karelian, Ludic,
Ingrian, and Votic developed written standards only
in the late 20th century, and dialects may be writ-
ten in several ways, leaving much of the corpus in
various non-standard orthographies. The orthog-
raphy of the Estonian part of the corpus has been
normalized manually, while all dialectal features
have been retained.

Thus, unlike mainstream NLP benchmarks,
runosongs involve low-resourced languages, dialec-
tal variation, archaic or poetic morphology, and
non-standard orthography. The data exhibit high
morphological variation in both suffixes and stems,
archaic word forms not attested in contemporary
usage, and orthographic inconsistencies across cen-
turies and regions. No dictionaries, parsers, or NLP
tools cover the entire corpus.

Recent progress in large language models
(LLMs) raises the question of whether such models
can support the analysis and translation of these
kinds of challenging texts. This paper addresses
the methodological challenges of applying LLMs
to this material, with a focus on translation, orthog-
raphy normalization, lemmatization, and etymolog-
ical annotation.

Our approach is illustrated in Figure 1: as an
input, an LLM gets a runosong text and a prompt
and outputs a structured table, where each word is
lemmatized and translated into English. From the
very beginning, we observed that modern state-of-
the-art LLMs have an impressive ability to under-
stand runosongs, so we chose the way of prompt-
engineering and using the largest available models,
rather than training or finetuning smaller special-
ized models. At the same time, we also noticed
that models have a high sensitivity to small changes
in the prompt, a tendency to hallucinate analyses
for unknown words, and inconsistency in outputs
across a variety of inputs. Thus, this work is focused
on (i) building a representative manually annotated
evaluation dataset and (ii) creating extended lin-
guistically motivated prompts that constrain model
behavior to get consistent results.

The specific contributions of this work are

• A manually annotated dataset of about 200
runosongs, drawn through stratified random
sampling to ensure maximal variety of Finnic
languages, dialects, and orthographies;
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Figure 1: An illustration of our pipeline: on the left is a runosong in Livvi Karelian, on the right the same text
processed with an LLM (DeepSeek-R1-BF16 in this case): for each input word, the model returns its English
translation, the same word in standard orthography, and lemma. First two words are misinterpreted, and there are
issues in normalizing.

• A set of linguistically and culturally informed
prompts, developed by linguists and folklorists
to most efficiently process runosong data;

• A series of benchmarking experiments with 5
open and 1 proprietary language models, and a
variety of prompt pipelines that allows to grasp
the challenges of working with non-standard
dialects, archaic forms, and complex poetic
structures1.

2 Related Work

The question of how LLMs (mis)represent or
(un)master small, minority, indigenous, or endan-
gered languages, and whether they may be useful
for scholarly analysis, everyday use, or language
revitalization, is a broad one. These languages are
often low or ultra low resourced in terms of NLP
tools, language description, dictionaries, or avail-
able digital texts needed for manual analysis, model
training or fine-tuning existing models. Further,
available texts may be of non-standard, sensible or
historical character, and explanations for their cul-
tural and contextual characteristics may not be avail-
able (Aepli, 2024; Lamb et al., 2025; McGiff and
Nikolov, 2025; Moshagen et al., 2024). Wiechetek
et al. (2024) point out that representing a language
or content in an indigenous language via LLMs
incorrectly is neither beneficial nor ethical—but
neither is digital marginalisation (Paul et al., 2024).

Along recent rapid development of large lan-
guage models, researchers have started to test their
usability for languages and language variants with
low resources and poor digital representation (Joshi
et al., 2024; Shu et al., 2024; Uzun, 2025), also with

1The dataset, the code and the prompt are
freely available at https://github.com/hsci-r/
filter-llm-lemmatization

harmonising, lemmatizing or translating (Natale
et al., 2025; Vidal-Gorène et al., 2025; Alam and
Anastasopoulos, 2025; Riemenschneider, 2025).
Some experiments, adaptations and evaluations
have already been conducted for smaller Finno-
Ugric languages (Kuulmets et al., 2025; Partanen,
2024; Pirinen, 2024; Purason et al., 2025) and histor-
ical, dialectal, non-standard, or poetic folkloremate-
rials (Meaney et al., 2024; Lamb et al., 2025; Burda-
Lassen, 2023; Rodriguez and Bernardes, 2025; Tsut-
sumi and Jinnai, 2025; Xu et al., 2024); for rule-
based linguistic analysis vs. LLMs, see Pirinen
(2024). The performances vary in terms of task,
target language, and text genre, as models have dif-
ferent language combinations in their training data.

Although previous runosong research has em-
ployed various computational approaches, tasks re-
quiring linguistic annotation — particularly lemma-
tization — have still relied on manual work. Harvi-
lahti (1992), Ross (2015) and Saarinen (2018) lem-
matized by hand their areal or singer based corpora
for subsequent analysis. Computational folkloris-
tics has explored with combining automatic trans-
lation and domain specific word lists for multilin-
gual data (Meder et al., 2023) and various NLP op-
tions (Al-Laith et al., 2024; Tangherlini and Chen,
2024).

Our earlier and ongoing computational projects
on runosongs have applied corpus-based methods,
especially line, passage and text similarity recog-
nition based on clustering based on cosine simi-
larity of character bigram vectors (Janicki et al.,
2023; Seláf et al., 2025), and alignment similar-
ity (Janicki, 2022, 2023), to analyse e.g. oral in-
tertextuality (Sarv et al., 2024), oral-literary rela-
tionships (Mäkelä et al., 2024), dispersion of fre-
quent lines (Janicki et al., 2024a) and regional varia-
tion (Kallio, 2024). Previous computational studies
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have also included analyses on the basis of vari-
ous data queries (Harend, 2024; Kallio et al., 2024;
Veskis, 2025), analysis of metadata (Kallio et al.,
2023), verse structures (Sarv, 2015, 2019; Sarv
et al., 2021), topic modelling (Sarv, 2020), stylom-
etry, and network analysis (Sarv and Järv, 2023).

3 Data Sampling and Annotation

As our first contribution, we created a manually
annotated evaluation set for the linguistic analysis
of Finnic runosong texts. As the material is both
extremely heterogeneous and highly skewed—pre-
19th-century texts are scarce, local genre distribu-
tions vary, recorders preferred particular regions
and topics—we sought to sample the diversity of
the data in a stratified manner instead of through
pure random sampling at the level of the whole cor-
pus. Ideally, we would have liked to sample several
examples of each dialect and orthographic variety.
However, the corpus metadata does not have di-
rect information about dialects. Thus, we made a
mapping between the parish where the text was col-
lected and the most probable languages and dialects
in which the text could have been performed.

To establish the initial correspondence between
spoken dialects and parishes, the available dialectal
sources were first compared to determine which
aligned most closely with the temporal framework
and categorization of the runosong data in Eesti
regilaulude andmebaas ERAB (Oras et al., 2003)
and Suomen Kansan Vanhat Runot SKVR(Saari-
nen and Krikmann, 2004). For Finnish material,
the open-source dialect map produced by the In-
stitute for the Languages of Finland was adopted,
as it constitutes a broadly accepted compromise to
represent dialectal boundaries (Institute for the Lan-
guages of Finland, 2020). For the Estonian data,
Eesti murded ja kohanimed was selected on equiv-
alent grounds (Pajusalu et al., 2018). These were
adopted for the slightly different parish division of
the Northern Finnic source data, and added with
information from other sources for Karelian, Ludic,
Ingrian and Votic languages. Most dialect refer-
ences only record the main variety in each area,
creating an overly homogeneous understanding of
the situation and, thus, may obscure the presence
of minority languages in multilingual areas. Lan-
guages and dialects are not evenly distributed in
our corpus: e.g. Votic is represented by less than
400 texts mostly from one parish. We took into
account Karelian dividing into three, Ingrian into

two or three, Estonian into nine, and Finnish into
eight dialectal areas, and also checked for the genre
distribution in our sample.

We then grouped the data according to the most
probable dialect in which the texts could have been
written. From each group, we randomly sampled 7
texts. For the Finnish part of the data, we further
constrained the sample so that 3 of the texts were
collected before 1800—if less than 3 were collected
in a parish group before 1800 we selected all avail-
able texts. This resulted in a collection of 280 texts,
216 of which were later annotated. In addition to
word-by-word annotation, the dialect and genre of
each text were determined. Basic statistics grouped
by broader dialect area and time of the resulting
evaluation set are described in Table 1. Note, that a
distribution of languages and dialects in the manu-
ally annotated set is not representative of the overall
distribution in the whole corpus; it was deliberately
skewed to incorporate more difficult instances.

#texts #verses #words
North Estonian 62 1113 4213
South Estonian 30 530 2093
<1800 Finnish 63 982 2973
>=1800 Finnish 25 235 764
Karelian 17 636 2030
Ingrian 8 272 893
Votic 6 144 418
Ludic 4 30 109
Swedish 1 4 20
Total 216 3946 13513

Table 1: Manually annotated corpus statistics

The annotations were carried out by three spe-
cialists in Finnic folklore (Kallio, Saarlo, Väina).
For each input word, the annotators were asked to
provide the following fields:

• normalized: the word in modern orthogra-
phy,

• local: the lemma in original local language
variant, based on the recorded text,

• standard: the lemma in modern Finnish or
Estonian (depending on part of the corpus), if
it corresponds to the original in stem; other-
wise, the lemma in original language variant,

• root: the etymological root, a modern word
that can serve as a key in an etymological dic-
tionary,

• translation: the literal translation into En-
glish, as a semantic layer.
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The annotators were allowed to use any available
resources, e.g. dictionaries, grammars and descrip-
tions of the relevant dialects. However, usage of any
LLM during annotation was forbidden. At the be-
ginning, a few texts were annotated collectively to
establish common guidelines, which are presented
in Appendix 7. The rest of the data were annotated
by a single annotator most familiar with the corre-
sponding language. Using only one annotator per
text was a practical issue: we preferred a larger an-
notation set to a smaller one with two annotators.
We also opted for relatively quick lemmatization
rather than the thorough scholarly analysis that our
most difficult texts often require. Difficult cases
were discussed throughout the work. Finally, mem-
bers not involved in the annotations performed a
spot checks for the lemmas.

4 Prompt Implementation

Prompt engineering for this project was carried out
collaboratively by experts in folkloristics, linguis-
tics, and data science. Early on, we had noticed that
giving a model a detailed prompt, explaining, e.g.,
morphological peculiarities of runosongs or some
cultural context improves outputs. Such prompts
obviously should be written by domain specialists.
At the same time, we noticed that output consistency
can be improved by including certain constraints,
e.g., very specific output table formats or lists of
input words. These parts are easier to write and cor-
rect by those who directly implement the pipeline
and run the dataset processing automatically. In
addition, some texts are too long to be processed
by an LLM in one run, so they need to be chunked
and the chunking also mentioned in the prompt. Fi-
nally, we also want to experiment whether some
additional steps—e.g. prompting to translate the
whole poem into English before processing it word
by word—improve the analysis result.

To do this, we created the prompts to follow a
modular system, making it easy to make different
combinations. Different parts were created by dif-
ferent team members.

The specific prompt engineering, especially the
development of the largest domain-specific parts,
was implemented as a creative process where team
members played with different models—mostly
with Claude, some experiments with ChatGPT—
via their web interfaces, trying to analyze a small set
of texts and qualitatively assess the results. Prompts
were iteratively refined to address systematic errors,

e.g. specifying dialect, archaic case forms, and po-
etic context. Overall, this was a creative process
where different ideas were tried and refined. The
goal of this stage was to come up with the most
promising ideas of what should and should not be
included in the prompt.

The resulting prompts were collected and orga-
nized into smaller text files, e.g. ”cultural con-
text”, ”phonological variation”, ”output format”,
etc. Some were prepared in two versions, one
for the Northern—Finnish, Karelian, Ingrian and
Votic—and one for the Southern—North and South
Estonian—part of the corpus. The prompts were
organized in pipelines, which specify what text files,
in which order, should be included into the prompt.
Pipelines are organized in stages, for the cases when
a text can be processed sequentially—e.g. first trans-
late then make a table. An example pipeline is
shown in Listing 1 and the corresponding prompt
is shown in Appendix B.

{ "system": "system/main_system.txt",
"steps": [

{
"name": "table_only",
"task_prompts": [

"context/general_{lang}.txt",
"context/cultural.txt",
"context/poetic.txt",
"context/linguistic_{lang}.txt",
"context/phono_{lang}.txt",
"format/table_format.txt",
"task/table_{lang}.txt",
"input/input.txt"

],
"chunking": {

"chunk_notice": "connectors/
chunk_notice.txt"

},
"validation": {

"enforce_first_column": true,
"min_table_cols": 7

}
}

]
}

Listing 1: Modular prompt pipeline (JSON)

5 Experiments

5.1 Setup

The processing setup is shown schematically in Fig-
ure 2. Since all LLMs have limitations for the
number of intput and output tokens, and many
runosongs are too long to produce a single out-
put table, they are split into chunks, each chunk
containing k verses, 4-6 tokens per verse. Then a
model is prompted with the task-describing prompt,
a runosong text and a list of words that should be
analysed for each chunk. When we get a model
output we check whether the result table is well-
formed, i.e. there is a row for each word, and all
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Figure 2: Data processing pipeline.

Label HuggingFace path / source number of chunk maximum Description
parameters size output

copy-word - - - - A baseline that just copies the
input word into each target

poro LumiOpen/Llama-Poro-2-70B-Instruct 70B 25 4000 Open Finnish instruction-
tuned model; strong Finnish-
centric baseline for dialectal
and low-resource varieties.

llama meta-llama/Llama-3.3-70B-Instruct 70B 100 16000 High-quality multilingual
dense model; main reference
baseline.

databricks databricks/dbrx-instruct 132B 25 8000 Large open Mixture-of-
Experts model from industry;
efficient large-scale architec-
ture representative of current
best practice.

mixtral mistralai/Mixtral-8x22B-Instruct-v0.1 141B 100 8000 Open MoE model with strong
reasoning and translation abil-
ity; good trade-off between
quality and cost.

deepseek unsloth/DeepSeek-R1-BF16 671B 100 16000 Massive reasoning-oriented
MoE model; tests benefits of
very high parameter capacity
and long-context inference.

claude Claude-3.7-Sonnet-20250219 unknown 25 8000 Closed commercial model
accessed via Anthropic API;
included for comparison with
state-of-the-art proprietary
systems in reasoning and
translation quality.

Table 2: Models and hyperparameters used for benchmarking.

columns are filled. If this is not the case, we add
an additional retrial note to the prompt and process
the same chunk again, up to n times. We found that
a model quite often outputs a more consistent result
in the retry. However, if this does not happen at the
first or second retrial, this indicates some major dif-
ficulty with this specific poem. Thus, we set n = 2
in all our experiments.

As for the chunk size, it was set separately for
each model, together with the maximum number
of output tokens. Both parameters definitely affect
model output, in addition to its efficiency. E.g.,
setting too long output token limit may trigger hal-
lucinations and yield worse results than a more con-
strained output. On the other hand, too low output
limit may result in failure to process some texts, due

to their peculiarities. Nevertheless, for this paper
we fix hyperparameters for each model and focus
on a comparison of prompts and pipelines. The
model and the hyperparameters used are shown in
Table 2.

The initial impression from our manual experi-
ments was that the Anthropic model Claude 3.7
yields significantly better results than ChatGPT.
Thus, we use the former as our proprietary model
benchmark.

We also added a ”copy-word” baseline, that
copies an input word for each output column.

5.2 Pipelines

Based on our initial experiments of different ways
to affect model performance, for numerical experi-
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Figure 3: Overall results, averaged across all texts in the collection. We show exact string match for all fields except
for English translation, where we show cosine distance between ground truth and model output embeddings. We
show the best performing pipeline for each model-task pair.

ments, we chose the 5 following pipelines:

• table only: a model is asked to directly run
the main task, i.e. word-by-word table analy-
sis;

• translation and table merged: a
model is prompted to produce a verse-level
English translation of the runosong and then
output the table; the hypothesis here is that
translating the full text first would lead to a
better understanding of the text’s semantics,
which can improve the quality of subsequent
analysis;

• translation and table sequentially:
the difference with the previous approach is
that here we perform two model calls and use
output of the first stage—i.e., translation—as
part of the input prompt for the second stage;

• translation -> fix -> table: here we
add one intermediate stage and prompt model
to analyze the verse-level translation and cor-
rect it where necessary;

• translation -> fix -> table -> fix:
we add one more self-correction step, prompt-
ing the model to correct the table produced in
the previous step.

Each pipeline we test in two variants: with lin-
guistic information (as exemplified in Appendix B)
and without such information, i.e. relying only on
the internal knowledge a model may possess.

5.3 Evaluation
Most of the fields in the output table—normalized
word, lemma in a modern language, etc.—are suit-
able for exact comparison. For these fields, we use
accuracy, i.e. a percentage of cases where a model
output is exactly the same as a manual annotation.

The only exception is an English translation field,
where semantic similarity is more appropriate than
an exact match. For this field we use cosine simi-
larity between embeddings for a manual translation
and a model output, using an English model from
the Spacy library2.

6 Results and Discussion

Even though they seemed to be working in our pre-
liminary experiments, in the end, we did not find
any benefit to adding translation or fix stages to the
pipeline, neither given in a sequence nor as part of
a merged prompt. For the best-performing models,
there was essentially no difference in numerical re-
sults, and for the smaller, more poorly-performing
models, the adding of steps actually usually hin-
dered performance. We also observed that in some
cases the full-text translation was missing from the
model’s output, despite being explicitly prompted.
Thus, in the following, we only report performance
on the simple ”table only” prompt. In the future,
though, we will analyze the results in more detail

2https://spacy.io/models/en#en_core_web_lg
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Figure 4: Results for three models and the copy-word baseline grouped by task, language area and whether the
prompt includes contextual information. We show the best performing pipeline for each language-context pair. A
number of running words in the evaluation set for each language is shown in parenthesis.

for the best-performing models to see, e.g., whether
the several step approach solves some issues but
causes new ones, seeking to explain the difference
in initial experiments and our final results.

As can be seen in Figure 3, Claude was the best
model for the standard and local lemma, etymolog-
ical root and English translation. The biggest free
model—Deepseek—performs second-best in these
fields, though the difference between Deepseek and
Claude is significant. E.g. for the standard lemma,
the averaged Claude performance is 76% accuracy
on average, while Deepseek yields 66% accuracy
for this field, which results in a difference of 10 per-
centage points. Other models perform much worse,
and the performance seems to correlate with the
model size—smaller models scarcely outperform
the copy-word baseline, while larger models double
or triple the performance.

For normalization, no models outperform the
copy-word baseline. In the data, 92% of the words
need no normalization. Here, all models seem to
be over-eager, assuming that something needs to be

done. In a brief check, we observed that, beyond
merely normalizing the spelling system, Claude sys-
tematically removed dialectal and archaic features
despite explicit instructions not to do so (e.g., einä-
maalta > heinamaalt ’hayfield’), and even altered
the roots (ubin > õun ’apple’).

The etymological root seems to be the most prob-
lematic field for which we computed an exact match
score—the scores for translation are not directly
comparable. Despite the prompts having an ex-
act definition of this field—a main word form that
would serve as a dictionary entry in the etymologi-
cal dictionary—the models still struggle to under-
stand the task. In some cases, a ”proto-Finnic” root
is returned for this field; in other cases, a morpho-
logical stem is returned instead of the full word.
These results vary: models seem to use different
definitions to process different texts, though outputs
for a single song are usually consistent.

In Figure 4, we show performance separately for
the main languages in the collection, for the two
strongest models, as well as Poro as a represen-
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tative example of the smaller models. As can be
seen here, the performance is best for the dialects
resembling modern Finnish (>=1800 Finnish) and
Estonian (North Estonian), with performance in
Ingrian being surprisingly high, probably due to
orthographic and linguistic closeness to Finnish.
In contrast, the performance in Karelian is surpris-
ingly poor for the two otherwise best models. This
may relate to the extremely varying orthography
in our Karelian data, shortage of Karelian (as well
as Ludic and Votic) materials online, some Kare-
lian phonemes not present in Finnish or Estonian,
and the existence of three main Karelian language
variants, each with their own recent standardisation
processes. Poro, the smallest and least powerful
model overall, achieves slightly higher scores for
some outputs on Karelian, as well as for normaliza-
tion—likely reflecting a better grasp of our intended
orthographic normalization.

Figure 4 also shows results for prompt pipelines
with and without linguistic context. Our results do
not indicate any systematic improvement from pro-
viding contextual information - adding a detailed
context can either increase or decrease performance,
and the impact varies a lot across model-language
pairs. The clear difference for both Claude and
Deepseek can be seen for only for the root in both
South and North Estonian. Models appear to rec-
ognize that roots should be provided in Estonian
when the prompt includes contextual information;
however, in prompts without context, the model of-
ten returns variable results (in Estonian, Finnish,
Proto-Finnic or stem only).

The fact that our efforts contributed into prompt
engineering resulted in mostly negative outcomes
so far is discouraging. However, not all differences
in pipelines can be seen in numerical evaluation.
The initial manual analysis of the outputs reveals,
for instance, the following problems:

• Confusing normalization with standardization,
i.e. replacing dialectal or minority language
forms with modern Finnish or Estonian.

• Substituting with common synonyms rather
than producing faithful lemmatization.

• Misinterpreting archaic morphological forms.
• Inconsistent handling of homonymy and di-
alectal variation: not recognizing dialectal or
minority language words and mixing them
with their homonyms in the major languages.

• Refusal to analyse obscene or culturally
marked content.

• Difficulty with recognizing onomatopoetic or

nonsense words, and refrains, i.e. recurrent
words with meanings separate from the main
text.

Table 3 shows a few initial lines of a translation
of a South Estonian text produced by the Claude
model. Table 4 in Appendix C shows word-by-
word analysis produced for the same text. This
example confirms our preliminary impression that
models—especially Claude—are, by and large, in-
terpreting the text correctly. The main challenges
lie in the possible alternative interpretations and
in the precise formatting of the output. As noted
above, we have not yet performed a systematic re-
view of the results; this is planned for future work.

7 Conclusion

This study explored how large language models han-
dle the linguistic, poetic and cultural complexity
of Finnic runosongs. Using a manually annotated
benchmark and structured prompt pipelines, we
examined how far current models can go without
fine-tuning. The early results are promising but
uneven. Model choice seems to matter more than
prompt design: large, general-purpose models pro-
vide the most reliable outputs, while smaller ones
occasionally handle simpler normalization tasks
more consistently. Multi-stage or translation-first
pipelines do not yet yield systematic improvements
in numerical evaluation. The results for adding
linguistic and cultural contextual information vary
depending on the model and task. This information
needs to be refined according to dialect and actual
linguistic variation in the data in future experiments.
In our very initial experiments, it also looks promis-
ing to experiment with feeding the models with
dictionaries, word lists, language descriptions, or
other wider information for low resourced minority
language parts of our data.

The next steps include evaluating the LLM er-
rors further, testing the use of dialect–parish map-
ping information in prompts and adding explicit
dialect detection as an intermediate step.Transla-
tion of whole texts (as opposed to word-by-word
translations) would also be valuable, since they en-
able access to Finnic runosongs by broader audi-
ence not familiar with language varieties or Finnic
languages at all, thus translations also need to be
properly evaluated.

Yet, even with promising LLM results, this also
poses ethical questions about partly misrepresent-
ing the data and adding partly false LLM generated

94



original verse comments English translation
ku olli nuuri neiokõne South Estonian dialect with diminutive form

“neiokõne”
When I was a young maiden

kui ma kasvi kabokõne “kabokõne” is a diminutive form of “kabo”
(maiden, young woman)

When I grew up as a young girl

lätsi marja sis mäe päälõ “lätsi” is South Estonian past tense form of
“minema” (to go)

I went berry-picking on the hill

lätsi orgo ubinahe “ubinahe” refers to apple orchard (illative
case)

I went to the valley to the apple orchard

panni ma tuppõ tuima ravva “tupp” = sheath, “tuim raud” = cold iron/steel
(knife)

I put the cold steel in the sheath

vaivaväidse panni vüü ala “vaivaväits” = poor/miserable knife, “vüü ala”
= under the belt

I put the poor knife under my belt

Table 3: A few initial lines of a translation table produced by the Claude model. All text in the table is produced by
the model, including the comments column.

material on low resource minority languages online,
potentially affecting both future manual interpreta-
tions and LLM development.

LLMs already show potential to support linguis-
tic and cultural annotation of complex poetic mate-
rials, but they require clearly defined tasks, trans-
parent evaluation, and close collaboration between
computational and domain experts. Our goal is to
make the runosong corpus easier to explore and
compare, without losing the precision and contex-
tual depth that make it valuable in the first place.
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For all targets:
● you may use any additional sources, e.g. dictionaries, but no LLM outputs
● choose just one most probable option, if you have several (viholaini, viholainen)
● for translations, an option in the separate column (Alternative English) is possible

1. word_normalised: orthographically normalized (for Finnish corpora only)
● only needed for the Finnish part of the corpus (SKVR & JR; we use manually 

harmonised versions from ERAB )
● present the word in contemporary Finnish spelling. Retain dialectal and language 

specific features.
○ may correct short vowels into long ones when sure there are no short ones in 

that position in the local dialect
○ can use z, ž, š, tš, ttš and voiced consonants (b, d, etc.)
○ not to use half voiced consonants B, D, etc. for Ingrian (use d, b, etc.)
○ write macrons ¯ with the single vowels as long vowels
○ in the Finnish corpus, use y rather than ü also for Votic. [In Estonian dictionary 

and use it is ü, but in most of the Finnish material y. Also easier to compare with 
Ingrian and Ingrian Finnish if y.]

○ write numbers as words. Do not take line numbers (5, 10, 15, 20...) at the 
beginning of every fifth verse into account.

● old literary Finnish: normalise along the contemporary standard language while trying to 
retain potential dialectal features (which is difficult)

● correct evident mistakes by the collector (misspelings, misunderstandings) and OCR 
errors, and complement abbreviations (although this can be difficult for the models to do)

● do not try to reconstruct word forms in the original Karelian, Ludic, Ingrian or Votic 
language even if Finnisized by the recorder

● In Estonian, also correct the eventual typos and flaws of normalization (for example 
pähmämõtsa > pähnämõtsa; tädikeze > tädikese)

Examples: ruskei > ruskei, šuarella > šuarella, gostjat > gostjat, külüpaganah > kylypaganah, 
tsītämmä > tšiitämmä, bohwen > polveen, hīrikarvaллa > hiirikarvalla, lentolaisen > lentolaisen, 
neiokõnõ > neiokõnõ

2. word_lemmatised (local): text based dialectal lemma
● derive the basic form of the word (without inflections and declinations, but retaining 

derivatifs) as much from the basis of normalised text version as possible. 
● With some words, especially with verbs, the basic form cannot always be inferred from 

the word form in the text. In this case, use a standard dictionary form in Eastern or 
Western dialect of Finnish, Northern of Southern dialect of Estonian, Viena, South or 
Livvi dialect of Karelian, or Votic or Ingrian (Izhorian).

● keep derivational suffixes, diminutives etc.

A Annotation Guidelines
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● for Estonian deminutives -kene and -ke we use shorter -ke form in lemma forms
● rough, fussy, uncertain interpretation
● relates both to local/individual language forms and varying recording practices & skills
● gives possibility to look at the linguistic/poetic variation at the most heterogenous level
● do not try to reconstruct word forms in the original Karelian, Ingrian or Votic language 

even if Finnisized by the recorder
● in Estonian, preserve separate keywords for minema / lähen (as in ETY and EMS), hea /

parem
● South-Estonian negative particles -s, -i at the end of the word are treated as grammar 

and not represented in the lemma.

Examples: ruskei > ruskei, šuarella > šuari, gostjat > gostja, külüpaganah > kylypagana, 
tsītämmä > tšiittää, bohwen > polvi, hīrikarvaллa > hiirikarvalla, lentolaisen > lentolainen,
neiokõnõ > neiokõ; Väinämöini, Kadri, Katerina, Maaria

3. lemma_standard: main form (root + derivative) in Estonian or Finnish, or in 
minority language if no corresponding form

● morphological similarity regardless of semantics: give the standard basic form 
corresponding to the word in Estonian or Finnish (the meaning may be different).

● if standard Estonian or Finnish form seems to be impossible or nonexistent, give the 
basic form in standard Ingrian, Karelian, Ludic, South Estonian or Votic, or the dialectal 
basic form, or just the text based dialectal main form derived from text itself. 

● please keep derivative word forms and diminutives!
○ in Estonian we use standard-like orthography, if possible, based on local 

dictionaries, e.g. https://synaq.org/ (but not with võro q-orthography) or keywords 
from https://arhiiv.eki.ee/dict/vms/ or https://arhiiv.eki.ee/dict/ems/ 

● for Estonian deminutives -kene and -ke we use shorter -ke form in lemma forms
● names as such
● long personal pronouns in Estonian (as in EKSS, EMS)
● in Estonian preserve separate minema / lähen (as in ETY and EMS), hea / parem
● South-Estonian negative particles -s, -i at the end of the word are treated as grammar 

and not represented in the lemma.

Examples: ruskei > ruskea, šuarella > saari, gostjat > gostja, külüpaganah > kylypakana, 
tsītämmä > kiittää, bohwen > polvi, hīrikarvaллa > hiirikarva, lentolaisen > lentolainen, 
neiokõnõ > neiuke, Väinämöinen, Kadri, Katerina, Maaria

4. root: probable root form in standard language
● give the form of the word that is closest to etymological root form, but give this in 

standard Finnish or Estonian. This is the form that is given in Finnish and Estonian 
online etymological dictionaries. The root form refers to the element or word the other 
words have then been developing of. The actual etymological root form can be a very 
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small linguistic element potentially existing in some earlier phase of the languages or 
proto language, but we are not going this far. 

● if standard F/E seems impossible or nonexistent, use the main form in Ingrian, Karelian, 
Ludic, Veps, South Estonian or Votic

● take the probably earliest, most simple verb or noun, use the dictionary form
● for compounds, take two roots, separated with &
● ‘the main word in contemporary language corresponding the probable root at some 

earlier stage of linguistic history’
● in Estonian the deepest form that https://arhiiv.eki.ee/dict/ety/ gives, if possible; for 

Finnish https://kaino.kotus.fi/suomenetymologinensanakirja/ 
● long personal pronouns in Estonian (as in ETY)
● in Estonian preserve separate minema / lähen (as in ETY and EMS), hea / paras
● South-Estonian negative particles -s, -i, and North Estonian -p at the end of the word 

represented as a separate root with “& ei”
● names: provide the root in Finnic also for names with some other origin – there may also

be several different Finnic roots (Maaria, Maria; Iilia, Jaani) 

ruskei > ruskea, šuarella > saari, gostjat > gostja, külüpaganah > kyly & pakana, tsītämmä > 
kiittää, bohwen > polvi, hīrikarvaллa > hiiri & karva, lentolaisen > lentää,
neiokõnõ > neid, väinä, Maaria, Maria, Iro, Irina

5. English: Translation in English
● translate relating to the meaning that the word takes in the poetic line (no translations of 

lemmas only)
● translate word in the base form, no inflections etc. (for example kulla, tsirgu ‘dear’, not 

‘gold’, ‘bird’, in kulla ema, tsirgu ema)
● not to translate diminutives
● you can have multiple word “denifitions” as counterparts if needed
● no alternative translations (use a separate column Alternative English for this)
● Does not have to be the most precise match (e.g. ruuna can be ‘horse’ instead of the 

precise ‘gelding’)
● to translate metaphors literally
● clearly onomatopoetic, meaningless untranslatable words to be presented as is.
● Names translated if there is known English counterpart, if not, then as is. cf. Riia > 

Riga; Ulivere > Ulivere

neiokõnõ > little maiden

6. Refrain / untranslatable

● mark refrains
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● mark also those onomatopoetic or meaningless (in counting rhymes, often of foreign 
origin) words, intensifiers, interjections and particles that are difficult to translate 

● words in other languages
● you can use the column to mark also proper names (N) for future discussions
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B An example prompt

A prompt generated from a pipeline shown in Listing 1 (Estonian version).

----- 1. SYSTEM -----

You are an expert in Finnic runosong tradition and historical linguistics with deep
knowledge of dialectal variations across Finnish, Estonian, Karelian, Votic, Ingrian
(Izhorian, “inkeroisen ”kieli, “isuri ”keel), Veps, and other Finnic languages.

Your task is to understand the text as a whole considering separately each word and
its components according to information on and the procedure specified below.

----- 2. USER -----

This is a text from the Estonian corpus of runosongs. The corpus includes texts in
local variants of Northern and Southern Estonian dialects, mostly in specific poetic
archaic runosong idiom. It also includes some texts other than runosongs.

You know that the texts often tell about peasant life, works in agriculture, hunting
, fishing, serfdom and working in manors, family members, clothing details, tools,
food, animals, family rituals, calendar rituals, mythological knowledge and ideas,
magical healing.

Prioritize concrete over abstract interpretations: Runosongs typically employ
concrete imagery - favor interpretations involving tangible objects, body parts,
natural phenomena, kinship terms, and material culture over abstract philosophical
concepts.

WRITING CONVENTIONS
Consider that numerals are written out in words or numbers.

Consider that many single words may be compound constructions.

TO CONSIDER FOR INTERPRETATION
You know that parallel lines are meant to repeat or extend the content of the main
verse, not contradict it.

Consider that songs can contain refrain words at the end or in the middle of each
line, or only of first lines, or refrains can be longer and span over several lines.
Refrains can contain meaningless words or words with hazy meaning, and they should

not affect the interpretations of the poem text proper.

Consider that word order and syntactic structure in poetic text may be different
than in common language.

SPECIFICS OF RUNOSONG LANGUAGE
You know that runosongs are in archaic poetic language which varies across the
dialects with the main distinction between Northern and Southern Estonian. Dialect
features are pronounced less prominently than in spoken dialect language, usage of
archaic vs more modern dialect forms varies regionally.

COMPOSITION OF WORD OF ROOTS, CLITICS, PARTICLES, ENDINGS
When analysing component parts of the word:

- consider emphatic particles (-gi, -ki), question markers, South-Estonian
confirming particle -ks, and other enclitics that may be fused with word forms and
affect meaning interpretation.

- consider that South Estonian negation particles -i (present time) and -s (past
time) are merged at the end of the words, sometimes without any visible break,
sometimes with hyphen. in South Estonian texts, you MUST check for every verb if it
ends with negation particle (1) vowel + i - present time; (2) vowel + s - past time
(not to confuse with South-Estonian confirming particle -ks).

MORPHOLOGICAL ENDINGS
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Consider that runosongs in Estonian have:
* different root forms for nominative and genitive case (for example kägu:käo).
and considering that specific runosong register has:
* archaic case paradigms with longer endings than modern Estonian (where various
sound losses have taken place)
* often vowel at the end of nomen cases or in the middle of word that has been lost
in the later standard language (for example, archaic “”minuda, contemporary “”mind)
* longer morphological endings than standard language and various clitics (for
example, -je ending in illative, -da ending in partitive, -maie ending in infinitive
, sometimes reminiscences of possesive suffixes)
* often diminutives with -kene or -kõnõ, -ke or -kõ or other variants.
* translative case ending may be -ks, -ksi, -ksa, -s, -ssa, -ssi, or -st, -sta
depending on dialect (not to confuse with very common South-Estonian confirming
particle -ks)

PHONOLOGICAL VARIATION
In interpreting the word forms, account for historical phonological changes and
variation. Consider:
* vowel losses in unstressed syllables in modern standard and dialect forms, and
varying preservation of respective vowels in runosong idiom
* systematic vowel changes and variants in dialects (intermittent o~õ~e, for example
medu~mõdu ‘’mead, vowel shifts, diphthongisation or heightening of long vowels, for
example pea~pia~peä~pää ‘’head)

* systematic consonant changes and variants (strengthening or weakening or loss of k
, p, t, g, b, d, j between or next to vowels)
* different consonant gradation patterns
* sound changes that may obscure root identification
* vowel harmony in some dialects
* frequent word-initial h-omission before vowel in runosongs
* occasional word-initial v-omission before o, ö, u, ü.

When interpreting the text, perform the systematic check of following options for
words with unclear meaning
1. MANDATORY root first vowel replacement check:
(1) õ instead of e, o, ö or other way round; (2) ä instead of e. Do not check the
vowels further in the word.
a) First transcribe/analyze as written
b) Then test the alternative variant (koht → test kõht, kõhe → test kohe)
c) Compare both meanings against context
d) Choose the variant that makes better semantic/contextual sense
2. MANDATORY v-omission check for roots beginning with o, u, ö, ü in the text:
a) First transcribe/analyze as written
b) Then test the v-initial variant (öö → test vöö), and also consider vowel
replacements with õ
c) Compare both meanings against context
d) Choose the variant that makes better semantic/contextual sense
3. MANDATORY h-omission check for EVERY root beginning with vowel (a, e, i, o, u, õ,
ä, ö, ü) or h in the text:

a) First transcribe/analyze as written
b) Then ALWAYS test the h-initial variant (õbe → test hõbe, allitama → test
hallitama)
d) Compare both meanings against context
e) Choose the variant that makes better semantic/contextual sense
Do not check the words beginning with consonants other than h.

Create a single word-by-word analysis table with this format:
| original form | comment | English translation | normalized orthography | lemma (
original) | lemma (modern) | etymological root |
|--------------|---------|---------------------|------------------------|------------------|----------------|-------------------|

| [Word as in text] | [Translation notes] | [English equivalent] | [Modern spelling]
| [Basic form in original] | [Modern language lemma] | [Etymological root(s)] |

Analyze the provided Finnic runosong text and translation to create a comprehensive
word-by-word analysis table.

# ANALYSIS GUIDELINES

103



For each word in the original text:
- The "original form" column should use the exact word from the original language
text
- Add helpful comments about interpretation challenges or linguistic features in the
"comment" column

## REFRAINS
- Detect if the song contains refrain words at the end or in the middle of each line
: do not analyse these words, mark these as [refrain].
- Detect if the song contains verse-length refrains: do not analyse these words,
mark these as [refrain].

- In "English translation," provide the best English equivalent for this specific
word based on the translation - main word form that can serve as a keyword entry in
English dictionary (nominative singular, present tense infinitive with to, no
prefixes nor modalities), give only translation of the main word form, do NOT add
information what is given with morphological endings
- For "lemma (original)," provide the basic form in the dialect of the text (for
nouns: nominative singular, for verbs: present tense infinitive, use forms with -ma
or -me or -mä ending & NOT -da/-ta ending) with original phonological peculiarities,
with derivational suffixes, without morphological endings

- For "lemma (modern)," give the the equivalent in standard phonology, that can
serve as a keyword entry to standard Estonian dictionary with derivational suffixes,
without morphological endings, do NOT separate compounds into parts, do NOT change

etymological stems.
- For "etymological stem," include the stem word(s), i.e. main word forms (in case
of verbs, ma-infinitive NOT da-infinitive) that would serve as dictionary entries in
ETY, from the eki.ee site), remove derivational suffixes, separate multiple

possibilities with commas and compound components with &

# IMPORTANT NOTES

1. Focus ONLY on creating the required tables. Do not include any other tables,
dialect identification, or additional commentary.
2. Include all words from the original text in your analysis, even particles and
function words.
3. Be consistent in your analysis throughout the table.
4. Use the provided translation to inform your analysis, but focus on an accurate
word-by-word breakdown.
5. For words that are difficult to analyze, provide your best linguistic assessment
based on context and comparative Finnic linguistics.

Begin your analysis by examining the original text and its translation, then create
the word-by-word analysis table as specified above.

Original text:
midli madli kudusin kangast
tegin pojale püksid
poeg läks metsa kännu otsa
tõmbas lõhki tsirr

I expect the first column in the table to contain all these words, in this order: [
'midli', 'madli', 'kudusin', 'kangast', 'tegin', 'pojale', 'püksid', 'poeg', 'läks'
, 'metsa', 'kännu', 'otsa', 'tõmbas', 'lõhki', 'tsirr'] All columns should be
filled for every word.
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C An example model output

original comment English normalized lemma lemma etymological
(orig) (modern) root

ku South Estonian conjunction when kui ku kui kui
olli South Estonian past tense

form of ‘olema‘
was oli ollõma olema olema

nuuri Partitive form of ‘nuur‘ young noori nuur noor noor
neiokõne Diminutive form of ‘neiu‘ maiden neiukene neiokõnõ neiuke neiu
kui Conjunction when kui kui kui kui
ma 1st person singular pronoun I ma ma mina mina
kasvi South Estonian past tense

form of ‘kasvama‘
grew kasvasin kasvma kasvama kasvama

kabokõne Diminutive form of ‘kabo‘
(maiden)

young girl kabukene kabokõnõ kabuke kabo

lätsi South Estonian past tense
form of ‘minema‘

went läksin minema minema minema

marja Illative case of ‘mari‘ berry-picking marjale mari mari mari
sis South Estonian form of ‘siis‘ then siis sis siis siis
mäe Genitive of ‘mägi‘ hill’s mäe mägi mägi mägi
päälõ South Estonian allative case

ending
onto peale pääle peale pea

lätsi South Estonian past tense of
‘minema‘

went läksin minema minema minema

orgo Illative of ‘org‘ to valley orgu org org org
ubinahe Illative of ‘ubin‘ (apple or-

chard)
to apple orchard õunaaeda ubina õunaaed õun & aed

panni 1st person past tense of
‘panema‘

put panin panema panema panema

ma 1st person singular pronoun I ma ma mina mina
tuppõ Illative of ‘tupp‘ into sheath tuppa tupp tupp tupp
tuima Genitive of ‘tuim‘ cold tuima tuim tuim tuim
ravva Genitive of ‘raud‘ steel raua raud raud raud
vaivaväidse Genitive of ‘vaivaväits‘ (poor

knife)
poor knife vaevaveitse vaivaväits vaevaveits vaev & väits

panni 1st person past of ‘panema‘ put panin panema panema panema
vüü Genitive of ‘vüü‘ belt’s vöö vüü vöö vöö
ala Postposition under alla ala all all

Table 4: A few initial lines of a word-by-word analysis table produced by the Claude model

Table 4 shows a word-by-word analysis produced by Claude. In this small excerpt, only two words are
clearly misinterpreted: ubinahe ’to apples’ is incorrectly interpreted as a compound, and in a compound
vaivaväidse ’sharp knife’ the first part is misinterpreted as the common standard-language word vaev
’hardness’ instead of the correct South-Estonian vaib ’sharp’. In addition, tuim ’feelingless’ is not exactly
’cold’ but is semantically close to the original meaning. The normalization results clearly represent the
standard language (the task appears to be misunderstood by the model). The original lemma—which
does not concern standardized language—can have several equally plausible interpretations, making it a
challenge for both humans and the model to choose a single correct form. The standard lemma results are
mostly correct, while the etymological root shows deviations in neid vs neiu (stem variants) and in the
misinterpretations mentioned above. For the exceptional verb ’to go’, which has two stems, Claude has
decided to give the stem of the main form (minema), while manual annotators chose to retain the original
root (lähen).
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Abstract

For this study, Whisper, an automatic
speech recognition software, was fine-tuned
on Kildin Sami, an endangered and low-
resource Uralic language, using an auto-
matic speech recognition-tailored dataset
of less than 30 minutes. Three different
Whisper models were trained with this
dataset—each one with a different base lan-
guage (English, Finnish, or Russian)—to
examine which model provided the best re-
sult. Results were measured using Word
Error Rate; fine-tuning the Russian-base
Whisper model resulted in the lowest Word
Error Rate at 68.55%. While still high, this
result is impressive for only a small amount
of language-specific training data, and the
training process yielded insights relevant
for potential for further work.

1 Introduction

This paper summarizes the results of a study
carried out between 2024–2025 and submitted
as an MA thesis (Gamboni, 2025).

1.1 Background
Endangered languages are those languages
which are at risk of losing their speaker base,
largely due to language shift (Grenoble, 2011).
Relatedly, low-resource languages are those
which lack significant data for natural language
processing (NLP) (Joshi et al., 2020; Maguer-
esse et al., 2020). Kildin Sami, a language
of the Eastern Sami group and more broadly
belonging to the Uralic language family (Sam-
mallahti, 1998), is both low-resource and endan-
gered, with estimates that only 20 active speak-
ers still remain (Scheller, 2024). This makes
Kildin’s status a precarious one, in which the
procurement of the large quantities of data tra-
ditionally needed for NLP is not feasible, yet
all the more important.

Including low-resource, endangered lan-
guages in NLP is not only beneficial for NLP
because it provides a more expansive data pool
to boost accuracy, but also beneficial to en-
dangered languages because it 1) bolsters their
digital presence, contributing to the ground-
work that will help to safeguard them in an
increasingly digital and global society, and 2)
aids researchers in more streamlined, less time-
consuming workloads, as previously manual
tagging and transcription could be partially or
fully automated with computational methods
(Trosterud, 2006; Poibeau and Fagard, 2016;
Partanen et al., 2021).

This study trained Whisper, an automatic
speech recognition (ASR) model on Kildin
Sami data to see if significant, useful results
could be achieved with ultra-minimal train-
ing data adapted from fieldwork data. A sec-
ondary goal of this study was thus to prove
that Kildin fieldwork recordings can be useful
in NLP research, in line with Himmelmann
(1998) assumptions that an analytic approach
to documentary linguistics results in data rele-
vant to a broad subset of linguistic fields.

1.2 Current Digital Resources for
Kildin Sami

An online Kildin-Russian dictionary (Antonova
and Scheller, 2021–) is available and linked to
an automaton for paradigm generation,1 as
well as a keyboard layout2 for the standardized
Cyrillic orthography developed in the 1970s
and 1980s by a group lead by Rimma Ku-
ruch and including Alexandra Antonova, who
is among the authors of the aforementioned

1See the dictionary’s imprint https://sanj.oahpa.no/
about/. It is unclear whether or where this tool is
available elsewhere.

2See https://giellatekno.uit.no/cgi/index.sjd.eng.
html.

106

https://sanj.oahpa.no/about/
https://sanj.oahpa.no/about/
https://giellatekno.uit.no/cgi/index.sjd.eng.html
https://giellatekno.uit.no/cgi/index.sjd.eng.html


dictionary (Rießler, 2020).

2 Methodology
This section describes the primary data used
for this study; how it was adapted for ASR
training; and subsequently details the ASR
training process.

2.1 Data
Data used for this project comes from the
Kildin Sami corpus, a private repository un-
der the langdoc Github repository.3 The cor-
pus contains textual annotation data in XML
(Rießler, 2024, 42), including time alignment
to field recordings. Requests for access should
be addressed to the repository’s administra-
tors. The fieldwork recordings used in this
project come from the Kola Sami Documen-
tation Project (KSDP) (Rießler, 2005–2025).
These field recordings are housed in The Lan-
guage Archive, for which access may be re-
quested by contacting the administrators.

This primary data amounts to 38 minutes
and 4 seconds of audio files and is comprised
of three KSDP video recordings and one 39
track audiobook. All of the audio comes
from one speaker, Sami language activist Nina
Afanasyeva. The audiobook, Miŋgá (Vino-
gradova, 2007), is a collection of short po-
ems written by Russian and Sami poet Iraida
Vinogradova and the Kildin Sami speech is
25:14 in length. All three video recordings
are largely monologues, with decent audio and
infrequent background noise. Similarly, Nina
Afanasyeva’s audiobook narration is high in
sound quality, though several tracks contain
background music that at times covers her
speech.

2.2 Dataset Creation and
Preprocessing

First, using the tool ELAN,4 a new textual
annotation tier was created within the Kildin
Sami corpus’ time-aligned XML files for each
audio file. These tiers were created by copy-
ing the preexisting orthographic text into the
new tier and modifying it for ASR training.
This process involved the following changes:
removing all punctuation; removing all capital-
ization except for proper nouns; standardizing

3https://github.com/langdoc/
4https://archive.mpi.nl/tla/elan

the transcription for false starts, nonverbal ut-
terances, and affixes/clitics; and simplifying
the Kildin standard orthography by removing
macron diacritics.5 Vinogradova’s audiobook
orthography was updated to reflect that which
is used in Rießler’s fieldwork. Notably, replac-
ing instances of ‹’› (Unicode: 02BC) with the
Cyrillic letter SHHA ‹Һ/һ› (Unicode: 04BA /
O4BB) (Rießler, 2013).

Next, using Audacity,6 the audio files were
manually broken into multiple .wav files, with
each file corresponding to a chunk of annotation
in the ASR annotation tier. Two .csv metadata
files were then created—one for training the
ASR model and one for evaluating the model’s
output—to link each shortened audio file to
its transcription. 80% of the data was devoted
to training the ASR model, while 20% was
reserved for evaluation. ~10% of the evaluation
data was taken from the audiobook recordings
with the other ~10% taken from the fieldwork
recordings to ensure that the evaluation results
best represented the data. In sum, the resulting
dataset consisted of 717 .wav files and totaled
27 minutes and 29 seconds, meaning that ~10
minutes of the primary recordings were either
too poor quality to use or did not feature Nina
Afanasyeva speaking.

2.3 Fine-Tuning Whisper

Three Whisper models were fine-tuned; one
with English as the selected base language; one
with Finnish selected; and one with Russian
selected. This was done to see if different base
language settings would affect end-performance.
Finnish was selected because it is the closest
language, linguistically, to Kildin Sami that
the base Whisper model had been trained on.
Russian was selected intuitively due to Kildin’s
use of the Cyrillic orthography. Finally, English
was included, to see whether Hjortnæs et al.
(2021) discovery that quantity outperformed
linguistic similarity of the source language in
their Komi study would also be relevant for
working with Kildin.

Whisper was pretrained on 1,066 hours of
Finnish data; 9,761 hours of Russian data; and

5In Kildin, macrons over vowels denote long vow-
els. However, their use across researchers is unsystem-
atic, and vowel-length opposition in Kildin is marginal
(Rießler, 2013).

6https://www.audacityteam.org/
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Whisper
Output

Manual Transcription,
Modified
Orthography

Manual Transcription,
Standard
Orthography

English
Translation

на мэнн мэн

уййнэ

на мэнн мунн уййнэ на , мэн̄н мунн уййнэ ? Well, what did I
see?

вуэнн уйнэ мунн уйннэ мунн уйннэ I saw
тэдт инца айк

аллт

тэдт инцэ айкалт тэдт ӣнцэ ай̄калт this morning,
early.

элляһав сулль

пейв пейв вэннӭ

луннӭ

элля вял шурр пеййв

пеййвэнҍ лоӈӈнэ

элля вял̄ шӯрр пей̄йв

пей̄йвэнҍ ло̄ӈӈнэ

Not yet a full
day, the sun is
rising.

вуаннӭсьт ляһав ванас ли вял ван̄ас лӣ вял̄ It’s still a little
севьнӭсьт севвьнэсьт сев̄вьнэсьт dark (twilight),

Table 1: A comparison of the trained Whisper model results with the manually transcribed text.

438,218 hours of English data (Radford et al.,
2023). The fine-tuning was done using Hugging-
Face transformers and code7 and was executed
in Google Colab.8 A ColabPro subscription
provided Nvidia GPU access. Whisper’s small-
sized model was used for each and trained on
500 steps. When attempting to train the model
using more than 500 steps, the execution time
increased dramatically and became impracti-
cal to run with the limited computational re-
sources and time available. Each model was
evaluated for Word Error Rate (WER) by using
the evaluation split from the data set during
the fine-tuning process. This WER calcula-
tion was done automatically at the end of the
training process.

3 Results

Of the resulting models, the one set to Russian
performed best, achieving a 68.55% WER. The
model set to Finnish resulted in a 71.38% WER
while the one set to English did the worst with
a 73.88% WER. This is notable, as it suggests
that orthographic similarity may have played
a greater role in the improvement of WER
than linguistic similarity or the quantity of
pretraining data.

3.1 Transcription Analysis
The fine-tuned, Russian-based model was used
to transcribe 30 seconds of audio from the test

7https://huggingface.co/learn/audio-course/en/
chapter5/fine-tuning

8https://colab.research.google.com/

split. It took ~6 minutes to transcribe the
30 second audio clip, a portion of which is
shown in Table 1 together with the manual
transcriptions in both the standard and modi-
fied orthographies. An English translation is
provided. Words that Whisper transcribed in-
correctly are underlined in the Whisper Output
tier.

The model struggles to discern between sin-
gle and double consonants; vowel quality; and
occasionally word boundaries. In instances
where the model output is completely dissimilar
to the expected output, it may be pertinent to
review that specific audio section to see if there
is background noise interfering with speech
clarity. Further analysis of this model using
character error rate (CER) analysis would offer
greater insight into the nature of these errors.

3.2 Comparison to Prior Studies
Table 2 shows how the Kildin model performed
in relation to models from prior studies trained
on comparable amounts of data (with the ex-
ception of North Sami and Zyrian Komi, in-
cluded to show work done on other Uralic lan-
guages). These results show that fine-tuning
Whisper on Kildin produced comparable re-
sults to other models also fine-tuned on ≤30
minutes of data, whether trained on a Whisper
model or Wav2Vec2. The lowest WER acheived
with ≤30min. data was from Meelen et al.
(2024) training Dzardzongke on Wav2Vec2.

Comparing these results suggests that while
further experimentation may lead to WER im-
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Language Available
Data

ASR System WER Study

North Sami 88 unlabelled hours
20 labelled hours

Wav2vec2 + extended
fine-tuning on Finnish

28.84% Getman et al.
(2024)

Dzardzongke 30 minutes Wav2vec2 50% Meelen et al.
(2024)

Kildin Sami 27 minutes Whisper Small 68.55% Gamboni (2025)
Bribri 29 minutes Whisper Medium 65-75% Jimerson et al.

(2023)
Guarani 19 minutes Whisper Medium 65-75% Jimerson et al.

(2023)
Newar 30 minutes Wav2vec2 74% Meelen et al.

(2024)
Zyrian Komi 35 hours DeepSpeech +

Komi/Russian LM
76.50% Hjortnæs et al.

(2021)

Table 2: Comparing Kildin’s results to those of other studies surveyed during project. For referenced
studies in which multiple languages were tested, only those with ≤30min. of data were included. If a study
tested multiple ASR systems and Whisper was among them, Whisper’s results were chosen to compare.

provements for Kildin, it is unlikely to improve
to a WER <50% or to approach the success
Getman et al. (2024) found with many hours
of data for North Sami.

4 Conclusion and Future Potential

Whisper offers promising results when trained
on ultra-minimal data for Kildin Sami and sup-
ports Himmelmann (1998) assumption that an
analytic approach to documentary linguistics
produces relevant data for a broad subset of lin-
guistic fields. Although 68.55% WER is high, it
is remarkable to be achieved with a data set of
less than 30 minutes combined for training and
testing and shows how advancements in NLP
are making the inclusion of endangered and
low-resource languages more feasible. Despite
the author’s lack of computational background,
significant results were still achieved and could
well become useful for semi-automating Kildin
transcriptions with further experimentation.
The author hopes that this study can serve as
a starting point for further experimentation
on training Whisper on Kildin Sami and as
proof that those with a limited computational
background can still incorporate computational
methods into their linguistic research.

This study was influenced by Hjortnæs et al.
(2021) observations that source language quan-
tity was more impactful than linguistic simi-
larity for Komi, but finds that the same did

not hold true for Kildin; rather, it seems that
shared orthography played a greater role. Fu-
ture work focusing on how to simultaneously
leverage the orthographic similarity of Rus-
sian and the linguistic similarity of Finnish to
Kildin, would be beneficial to consider for im-
proving WER and further testing this assump-
tion. A reexamination of the ASR dataset cre-
ated for this project would also be worthwhile
to see if decisions made during preprocessing
significantly impacted the ASR training. This
reexamination should be done after more in-
depth analysis of the current model’s output
is undertaken to discern if there are commonly
repeated errors that could be stemming from
human error or decision-making within the
dataset. Lastly, experimentation with train-
ing the model on a greater number of steps
or on a larger Whisper model may also yield
greater WER and contribute to the robustness
of this study.

5 Limitations

Time was a limiting factor on this study’s depth.
Minimal speech data available for training the
Kildin Sami model was another inherent limi-
tation.

Limitations concerning the definition of lin-
guistic vs. orthographic similarity mentioned
during this study must also be addressed.
Though I posited that the Russian-based model
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performed best due to orthographic similarity,
an anonymous reviewer pointed out that lin-
guistic similarity may still be the reason for
this, as Kildin and Russian share features like
palatalisation, while Finnish does not. Relat-
edly, transcription of long vowels, something
the Russian-based model struggled with con-
siderably, could be attributed to the absence of
length distinction in Russian, further highlight-
ing the role of base language similarity. Thus,
speculation and claims within this study on the
role of linguistic vs. orthographic similarity are
limited due to a lack of in-depth analysis on the
subject. As this work is ongoing, this topic will
be further explored. My gratitude is extended
to the reviewer who raised this concern.

6 Ethical Considerations

None of the materials used contain any sen-
sitive or personal information, nor are any of
them being freely distributed in their entirety
for this project. Nina Afanasyeva has given
her informal consent to have recordings of her
from the Kola Sami Language Documentation
Project used for the purpose of language tech-
nology development.9

Use of audio taken from Vinogradova (2007),
which is under copyright, adheres to the copy-
right laws within the European Union.10 How-
ever, because data taken from copyrighted ma-
terial may not be made publicly available, the
dataset used to train the ASR models is housed
in a private repository.
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Abstract

This article discusses the recent digitization
project of the Finno-Ugrian Society, using the
work on Livonian publications, especially those
from Seppo Suhonen’s Liivin kielen näytteitä
from 1975 as a case study. We start by contextu-
alization and motivation for these undertakings,
both from the point of view of the Finno-Ugrian
Society and the University of Latvia Livonian
Institute, and then describe the workflows we
have developed and foresee for the next steps.

1 Introduction

In last years the Finno-Ugrian Society has system-
atically advanced their digitization program, with
the goal of increasing the digital availability of the
materials the Society has published. This paper
outlines how the work has progressed, what types
of questions have been addressed and which have
been identified to still require solutions. We use
as an example the Livonian materials recorded and
published by Seppo Suhonen, narrated primarily
by Pētõr Damberg (Suhonen, 1975). Other Livo-
nian materials the Society has published are Setälä
(1953) and Mägiste (2006). The aspect that distin-
guishes Suhonen’s materials from the rest is that
recordings were made and have been archived at
the Institute for the Languages of Finland. Setälä’s
and Mägiste’s publications are based on transcrip-
tions made on the spot without recordings. The
audio recordings open many new possibilities in
available workflows that need to be discussed.

2 Context of the University of Latvia
Livonian Institute

Compared to many other critically endangered lan-
guages, Livonian has been relatively well docu-
mented. Nevertheless, much of this documenta-
tion has historically been shaped by the academic
interests of linguists, resulting in materials that
primarily address scholarly audiences. Examples

include textual publications and, in particular, lexi-
cographic works dating back to the mid-19th cen-
tury (e.g., Wiedemann, 1861; Kettunen, 1938),
which relied heavily on phonetic transcription and
were therefore largely inaccessible to the Livonian-
speaking community. The first lexicographic col-
lection written in the Livonian standard orthogra-
phy did not appear until 1999 (Ernštreits).

Since its establishment in 2018, the University
of Latvia Livonian Institute has been developing
a suite of dual-purpose databases—serving both
research and community needs—which encompass
lexicographic and morphological data as well as the
Livonian text corpus, all based on the contemporary
Livonian orthography (see Ernštreits et al. 2024).

With the rapid expansion of the aforementioned
Livonian database cluster over the past five years
and the growing interest in Livonian language learn-
ing and use, the need for additional documenta-
tion has become increasingly evident. While major
text collections published or compiled in the stan-
dard orthography—such as books, newspapers, and
manuscripts—have already been incorporated into
the corpus or are planned for inclusion in the near
future, the question of how to effectively integrate
other sources, such as materials published for aca-
demic purposes in phonetic transcription has come
to the forefront.

The efficient utilization and resource-conscious
normalization of such phonetic sources into the
standard Livonian orthography is closely tied to the
research presented in this article. In the broader
context of developing future technologies serving
both the Livonian community and linguistic re-
search, this work is especially timely. A related
project currently being implemented at the Univer-
sity of Latvia Livonian Institute focuses on creating
an aligned speech corpus, which uses as its speech
input texts from the written corpus—particularly
those reflecting natural speech situations, such as
folklore.
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Consequently, the integration of transcriptions
from existing audio recordings is highly relevant
for the development of future speech technologies.
These not only promise to expand opportunities
for the use of Livonian but will also facilitate the
extraction of additional linguistic data from the
substantial number of recorded yet untranscribed
Livonian audio materials.

3 Context of the Finno-Ugrian Society

The Finno-Ugrian Society has been publishing sci-
entific materials, both research and language mate-
rials, on the Uralic languages since the Society was
founded in 1883. The Society has also funded and
coordinated large fieldwork material collections
throughout the areas where the Uralic languages
are spoken. These materials can be primarily found
at the Archive of the Finno-Ugrian Society located
at the National Archives of Finland. The Society,
in a work that has continued to the present day,
has been publishing these materials as edited text
collections and dictionaries, and new research is
continuously being published.

The contemporary demands and expectations to-
ward the digital availability of these resources have
led the Finno-Ugrian Society to develop and ap-
ply a digitization plan. Although the digitization
work has for now primarily focused on published
journals, recently work on text collections and dic-
tionaries has also been initiated, and also the first
digitization experiments have been conducted with
the Society’s archives.

Whereas the scholarly output is primarily meant
for researchers, the situation is different with mate-
rials such as texts and dictionaries. These materials
certainly have extensive and important research
uses, but at the same time they are very important
for contemporary language users and learners. We
argue that it is necessary to combine to the digitiza-
tion process steps which enhance the usability of
these materials, and these actions ultimately align
very closely with the needs of both the community
members and researchers.

The goal of the Finno-Ugrian Society is not to
republish these materials. These materials have
already been processed, analyzed and edited by
specialists of each language, and we would prefer
to frame our current work more as enhancing the
usability and accessibility of the already existing
works, and not as creation of new publications as
such. Of course these boundaries are blurry, and

digital versions of the publications are inevitably
distinct from the originals. There are situations
where they need to be cited separately, and the re-
searchers who were involved in the work with the
digital versions also need to be acknowledged. Our
stance can still be illustrated by delineations such
that when we digitize these works and create digital
versions, we refrain from additional tasks such as
adding new translations. Tasks such as adding au-
tomatically a new normalized transcription layer or
ensuring that all lexemes are in the morphological
analyzers are more of enhancing background tasks
than conducting entirely new research.

This work has not been done in a vacuum, but
it connects to the earlier research. Rueter and Par-
tanen (2019); Rueter (2024); Rueter et al. (2024)
describe their work on Erzya and Moksha corpora
and how they connect to the analyzers of these lan-
guages. However, the approach taken here is more
extensive, and we aim to keep the connection intact
between digitized resources and the later corpora
constructed from them.

4 Livonian Case Study

The Livonian recordings carried out by Seppo
Suhonen in 1971 in Tallinn and Riga form a
large collection of Livonian speech data. A co-
interviewer was Karl Kont. Suhonen returned to
interview Pētõr Damberg in 1981, but these record-
ings will only be digitized by the late 2026. Besides
Damberg, Suhonen recorded other individuals as
well, and Damberg himself was recorded by Eduard
Vääri and Unto Miettinen in 1965. These record-
ings are stored in the Tape Archive of the Finnish
Language at the Institute for the Languages of Fin-
land. Jantunen (2025, 9) estimates that Suhonen’s
recordings are all together approximately 51 hours.

The recordings transcribed and published in Li-
ivin kielen näytteitä (Suhonen, 1975) contain in
total 2 hours and 50 minutes of speech. The pub-
lished transcription is displayed in Figure 1, located
in the end for convenience. We argue that this is
an extremely typical scenario with data on endan-
gered languages: a small part of the material is
processed in more detail than the rest. Also in
this case Jantunen (2025, 9) describes having tran-
scribed approximately 6 hours of the Suhonen’s
materials. This means that approximately 20 % of
Suhonen’s material has been transcribed.

This scenario is at the same time very promis-
ing and potentially highly rewarding in contempo-
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rary technical landscape. The parts of the dataset
that are more finely processed, be it in the form
of transcriptions or annotations, can be used as a
training data to model the process in question, and
thereby the resulting model can be used to analyze
the remaining data in comparable style. This way
the current transcribed Suhonen’s Livonian corpus
could ideally be extended to whole 51 hours, which
would have significant consequences to the general
availability of spoken and transcribed Livonian.

It must also be noted that we are now discussing
Livonian materials collected by a few individuals
and stored in one language archive: naturally, the
scope of all existing Livonian recordings from this
time period, and containing speech from the same
individuals, among them Damberg, is much larger.

5 Automatic Text Recognition

Automatic text recognition of texts written in the
Finno-Ugric transcription system has been a large
challenge in the field in the past. However, in last
years especially the Transkribus platform (Kahle
et al., 2017) has allowed researchers to easily tran-
scribe materials following the transcription con-
ventions they consider best, and then train text
recognition models with this data, improving the
accuracy rapidly in an iterative manner. At the
same time, processing of handwritten documents
has also progressed very rapidly (Partanen et al.,
2022; Arkhipov et al., 2021; Lamb et al., 2022).

In the context of the Finno-Ugrian Society’s
Livonian materials, we often find a situation where
the same material exists in handwritten, typed and
published versions. In these instances our focus
is in digitizing the published version, and we take
as our starting point that this is the most carefully
edited and the most useful version. We can make
the information available about the other existing
versions, but starting to digitize all of them and
creating comparable version would already stray
away toward entirely new publications, and is not
the point nor the scope of the current work. The
goal is not to reconstruct in detail all nuances of the
earlier work, but improve the use of language re-
sources that are not currently as accessible as they
could be. The language data is in the focus of this
work, not the actions of the earlier researchers.

When we create the text recognition models, it
seems that Finno-Ugric transcription of Livonian
is a category in which the same models are able to
generalize up to some degree. However, each publi-

cation has small differences and idiosyncrasies that
need to be individually addressed. The best Livo-
nian models currently are trained with almost 200
000 transcribed words and reach the character error
rate of 0,28 %. A page in Transkribus platform
with recognized and manually corrected text is dis-
played in the Figure 2. When we want to process
a new publication, we need to add enough pages
to cover the new characters and the new variation,
but in our experience this is a very painless and fast
process.

Although Transkribus is not an open-source plat-
form, the spirit and general approach of Tran-
skribus maintainers and the READ Coop that man-
ages the project has aligned well with our goals.
Needless to say, one must also consider whether
the proofread materials could be deposited in some
other environment, so that even open-source text
recognition tools could be trained, tested and eval-
uated with this data.

6 Layout Analysis and Tagging

This part of the process takes place partly before
the text recognition, but we discuss it still at this
point as adjustments to the layout are done usually
after the text recognition, and at the same time part
of the tagging is done for the existing text.

Layout analysis refers to the identification of the
structures in the document pages. Text regions and
text lines are examples of regions, and page num-
ber would be an example of a structurally tagged
text line. In our approach this tagging is extended
very far. We mark headers, descriptions, metadata
sections and page numbers separately. This data
can be used effectively when the corpus is created
at the later steps.

There would be many ways to structure the data,
but our goal for now has been to create a mini-
mal structure needed to distinguish Livonian and
Finnish elements, first of all. In some of the books
discussed here every even and odd page has a differ-
ent language, in which case we can simply use this
information to distinguish the language. At times
the texts and translations are on the same page,
with possible multiple short texts per page. In these
cases it is critical that both original text and transla-
tion parts have the same number of elements. Then
we can match the Livonian text and translation au-
tomatically by the number of elements. Naturally,
a more nuanced method could be envisioned, but
this convention has worked well for us. There have
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been individual cases where a Livonian paragraph
is split into two paragraphs in the Finnish transla-
tion. In these cases the solution has been to insert
a tag for the Finnish translation that tells that we
have a non-corresponding paragraph break. Infor-
mation about the existence of the paragraph break
is thereby kept, and the digitized data remains as
intact and coherent as possible.

One particular case comes from indentation. In
some situations, indentation is distinct enough that
we can build a small classifier for the line starting
points on a page and identify which are indented.
At times, instead of indentation, there is a small ver-
tical space between paragraphs: then these should
probably be in different text regions.

Hyphenation is another structural issue. When
the hyphen is located at the end of the line, the word
can possibly be just hyphenated in this position, or
it can be a compound where the hyphen is supposed
to occur following the used transcription standards.
We have not marked these instances manually, so
that hyphenated words where the hyphen is needed
are marked distinctly and these hyphens can be
retained for later processing.

7 Orthography Normalization

As different publications have used slightly differ-
ent transcription systems, there is a need to unify
these so that comparative searches can be done,
and the material can be connected to contemporary
language technology. We need to facilitate corpus
entries for lexicon and morphological analyzers,
and this cannot be done if the transcriptions are
wildly different. At the same time we recognize
that the transcriptions are often very detailed and
may contain dialectal features that are important,
but cannot be easily expressed in the literary lan-
guage and contemporary orthography.

Thereby what we are looking for is sort of a
middle way where the representation is brought
as close to the orthography as possible, but leaves
some wiggle room for original details in the tran-
scription. This is necessarily a partly impressionis-
tic goal. Partanen (2024) discussed this task in their
study where Large Language Models were tested
in transliteration of endangered Uralic languages,
and also in this context the task was not only a
transliteration, but toward a normalization as well.
As we are also keeping the original transcriptions,
no information is lost, and various transcription
layers can be envisioned.

If all transcriptions in different sources are essen-
tially phonemic, with additional phonetic features
present, one can also envision a solution where
the harmonized transcription would have the same
phonemic representation in all of them. At the
same time, this would not be very useful for the
language community and it would remain very un-
usable from the point of view of language tech-
nology. Since the Livonian orthography is actually
fairly phonemic, it does not seem reasonable to aim
toward anything else.

The workflow we have constructed in the pilot
project is that the transcription is automatically
transformed toward the orthography with a rule-
based Python script. The script is adjusted based
on the feedback we receive from the experts at the
University of Latvia Livonian Institute. The rules
are slightly different for each publication, but the
output should match as well as possible. Figure 3
illustrates the transformed text.

The evaluation of texts normalized from pho-
netic transcription demonstrated that the results
were very close to those that could be achieved
through manual transcription. While certain ortho-
graphic inconsistencies were observed—primarily
related to compounding and to the morpholog-
ical principles applied in Livonian orthography
(e.g., ı̄tõ-kabāl vs. ı̄dõkabāl ’all the time; always’;
jetspēḑõn vs. jedspēḑõn ’away’; and in several
cases involving specific verb or noun types such as
tı̄edist ‘[they] did know’ vs. tı̄edizt ’[they] knew’,
taggist vs. taggizt ‘ones behind’) — the overall
output was remarkably close to a gold-standard nor-
malization. This indicates that the process can sig-
nificantly reduce the effort and resources required
for such transcription tasks.

8 Corpus Creation

In the corpus creation phase we parse the Tran-
skribus Page XML documents with Python through
the Transkribus API. The layout structures and tag-
ging described in the earlier section is used to re-
trieve the correct structure. The resulting corpus
contains transcribed Livonian sentences and infor-
mation about the matching Finnish translation at
the paragraph level. At the moment it does not
seem to be possible to join Livonian and Finnish
automatically at the sentence level. Another op-
tion would be to match the lines by position, where
the Livonian sentence would have as a translation
the roughly corresponding lines or portion in the
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Finnish translation. Sentences cannot be directly
aligned as there are small editorial differences be-
tween the versions, and sentence punctuation in
the Finnish does not always correspond perfectly
to the Livonian punctuation. Naturally, the text
collection has not been created originally with the
perfect sentence level matching in mind, and this is
just a feature of the material for which we are still
deciding the best approach.

As mentioned above, the alignment is based sim-
ply on the number of paragraphs. Similarly in the
whole book there is a fixed number of texts. The
metadata that has been tagged is extracted, and can
be accessed directly in the parsing phase. However,
we have found it more convenient to store the meta-
data in a separate table, where it can be extended
and clarified. We often have text-specific details,
i.e. location as coordinates, which we in any case
want to associate with each text, but we do not want
to add them to the digitized work. In principle, any
format would work for this additional metadata, as
we can always merge it with the corpus using the
number of the text as a shared field.

9 Forced Alignment

Forced alignment is not a task we have yet applied
to the workflow, but aligning the text and audio
is a critical phase that should be performed in the
cases where the original recordings are available.
The current approach is to manually segment a
portion of at least some tens of minutes at the ut-
terance level, so that there is some baseline data
against which we can evaluate different alignment
approaches. This initial work is presented in the
Figure 4.

There have been recent experiments in using
Montreal Forced Aligner (McAuliffe et al., 2017)
within the Uralic-Amazonian collaboration that
has been taking place between the Universities of
Helsinki and Belem (Rueter and Partanen, 2025).
The idea in this work has been to align utterances
in Komi-Zyrian and Apurinã at the phoneme level,
and the goal has been to test if the alignment model
can be trained with this type of data and how good
the results are. If the results are positive, we could
expect that the same can also be done with other
endangered languages with similar resources, a cat-
egory into which Livonian also fits very well.

With forced alignment it is important to notice
that there are at least two fairly different scenarios
in which forced alignment can be used. Most typi-

cally, it seems, we are discussing a scenario where
there is perfect matching with the transcription and
the audio segment, and the task is to match every
phoneme as accurately as possible. However, this
is not what we want to do first with the Livonian
materials, but we would be very happy to have it at
a later stage.

The situation is very different when there is a
long and edited transcription, which corresponds
to the audio, but not perfectly. The mechanisms
needed here are fairly different, and the model
needs specific logic to react to situations where
there is no match, or when there is some additional
content that cannot be matched. Ideally, in these
situations the matching would be done at the utter-
ance level, as the transcription would probably be
revised against the audio once it is coarsely aligned.
However, it seems that there is less support for this
type of fuzzier alignment than there is for phoneme
level alignment. We need to investigate what kind
of forced alignment tool would work the best in our
initial scenario. The tools that focus to phoneme
level alignment should be used when the transcrip-
tion is already aligned at the utterance level, and
ideally manually adjusted if needed.

10 Universal Dependencies

There are currently several Universal Dependen-
cies treebanks available for Uralic languages, and
among these are also minor Finnic languages. In
recent years two treebanks have been published
for Karelian (Pirinen, 2019), one for Veps, another
for Tundra Nenets, and soon there will be one for
Northern Mansi. This is definitely a domain where
new progress would be very welcome.

Seppo Suhonen’s materials discussed here could
suit this type of development work very well, too.
The recorded and transcribed texts, that are un-
problematic from the point of copyright, would be
well fitting for open projects such as the Univer-
sal Dependencies. However, there is certainly a
need to take into account both spoken and written
Livonian, and also older recordings and contempo-
rary speech. The situation is thereby fairly similar
to Komi treebanks, for example, where different
varieties and genres have been accounted for (Par-
tanen et al., 2018). Similarly, the spoken language
treebanks have various questions unique to them,
especially in how the speech-specific phenomena
are annotated (Dobrovoljc, 2022).
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11 Conclusion

As outlined above, it is possible to envision a
pipeline where the Livonian transcriptions are
aligned with the Finnish translation, aligned with
the audio, possibly even on a phoneme or word
level, normalized to the Livonian orthography, and
analyzed with contemporary morpho-syntactic an-
alyzer for Livonian. This type of resource would
be useful in a wide variety of research tasks, but it
would also serve the language community in very
detailed applications, including searching across
the corpus and using both text and audio versions
in language learning and education.

At the same time this data would be useful in
tasks such as training automatic speech recognition
tools. Especially in the context where there is a
large number of recordings from a few individuals,
it seems realistic to reach a very high recognition
accuracy with the current methods, as reported in
similar scenarios half a decade ago by Partanen
et al. (2020) and outlined for Livonian recently by
Ernštreits (2024).

One particularly promising outcome of the
successful normalization of Livonian texts docu-
mented in phonetic transcription would be the inte-
gration into Livonian databases of materials from
the 1938 Livonian–German dictionary (Kettunen,
1938), which contains a substantial amount of lin-
guistic data, especially lexemes, not yet represented
in the current Livonian database cluster and provid-
ing valuable expansion of vocabulary acccessible
for Livonian speakers and learners.
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147.

E. N. Setälä. 1953. Näytteitä liivin kielestä. Num-
ber 106 in Mémoires de la Société Finno-Ougrienne.
Finno-Ugrian Society, Helsinki.

Seppo Suhonen. 1975. Liivin kielen näytteitä. Num-
ber 5 in Castrenianumin toimitteita. Helsinki.

F. J. Wiedemann. 1861. Joh. Andreas Sjögren’s Livis-
che Grammatik nebst Sprachproben. In Joh. An-
dreas Sjögren’s Gesammelte Schriften. Band II. Teil
I. Kaiserlischen Akademie der Wissenschaften, St.
Petersburg.

118

https://aclanthology.org/2020.paclic-1.60/
https://aclanthology.org/2020.paclic-1.60/


Figure 1: Example of the scanned page showing the
Livonian transcription of Suhonen (1975, 6)
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Figure 2: Example of the text recognized Unicode text
showing the Livonian transcription corresponding to the
text in Suhonen (1975, 6)
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Figure 3: Example of the automatic orthography nor-
malization, corresponding to the text in Suhonen (1975,
6)
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Figure 4: Example of the text recognized Unicode text showing the Livonian transcription corresponding to the text
in Suhonen (1975, 6). This figure displays an experiment and the materials will likely be structured differently and
managed in other more suitable environments.
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Abstract

This paper presents the current version of the
finite-state transducer for the Siberian Ingrian
Finnish. Our finite-state transducer uses two-
level morphology. We use LexC and TwolC
languages together with HFST tools to develop
lexicons and phonological rules, as well as to
compile the transducer. The paper also pro-
vides a description of the morphological sys-
tem of Siberian Ingrian Finnish. In addition,
we present a collection of interlinear glossed
texts in Siberian Ingrian Finnish, provided in a
machine-readable format.

1 Introduction

The solution of computational morphology tasks is
an important stage of language processing. Chap-
ter 3 proposes a finite-state transducer based on
the two-level morphology for addressing compu-
tational morphology tasks for Siberian Ingrian
Finnish. Labeled data are also required for the
successful solution of computational morphology
tasks. In Chapter 4, we present interlinear glossed
texts in Siberian Ingrian Finnish that have been
published in a machine-readable format. Siberian
Ingrian Finnish is a language with a rich morpho-
logical system; a brief overview of the language
and its available resources is provided in Chapter
2.

2 Background

2.1 An overview of Siberian Ingrian Finnish

The Siberian Ingrian Finnish Language is an In-
grian Finnish – Ingrian (Izhorian) mixed language.
The ancestors of the speakers of Siberian Ingrian
Finnish spoke Lower Luga Ingrian Finnish and
Lower Luga Ingrian varieties and lived in the lower
reaches of the Luga River (Yamburgsky Uyezd).
They were exiled to Western Siberia in 1803–1804
for their participation in a peasant uprising against

Baron von Ungern-Sternberg (Kuznetsova, 2016,
p. 14; Sidorkevich, 2014, pp. 23–24).

This language has been investigated by a num-
ber of linguists. D. V. Sidorkevich conducted re-
search on this language between 2008 and 2014
(Sidorkevich, 2014, 2011). She introduced the term
"Siberian Ingrian Finnish" (Russian "Сибирский
ингерманландский идиом"). Siberian Ingrian
Finnish was also studied by R. E. Nirvi (Nirvi,
1972), V. Zlobina (Zlobina, 1971, 1972), N.V.
Kuznetsova (Kuznetsova, 2016; Kuznetsova and
Verkhodanova, 2019), M. Z. Muslimov and F. I.
Rozhansky. V. Zlobina introduced the term "Kor-
laks" (Russian "Корлаки", Finnish "Korlakat") to
refer to the group speaking this language.

In 2025, there is still a group of elderly people
who use Siberian Ingrian Finnish in domestic com-
munication in the Ryzhkovo settlement (Krutinsky
District of Omsk Oblast). Small groups and iso-
lated speakers of Siberian Ingrian Finnish also live
in other settlements of Omsk Oblast and in Estonia.
A pessimistic estimate of the number of Siberian
Ingrian Finnish speakers is about 30. This estimate
is based on the fact that the author of this paper
personally knows or is aware of 21 speakers of
the language. An optimistic estimate, including
semi-speakers, is about 100–150 people.

2.2 The language resources of Siberian
Ingrian Finnish

The resources of the Siberian Ingrian Finnish lan-
guage are summarized in Table 1. As can be seen
in Table 1, a certain number of texts are currently
available for Siberian Ingrian Finnish. Additional
texts are planned to be collected through audio
transcription. These texts require morphological
glossing. Finite-state transducers provide signifi-
cant assistance in the glossing process.

We have quite a large amount of audio data for
Siberian Ingrian Finnish, see Table 1. Therefore,
we previously created annotations for these au-
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Resource type Resource size
Audio data (2008-2025) 120 hours
Audio data published under
a Creative Commons 4.0 license 5 hours
Video data 2 hours
Texts (mostly manual
transcriptions of audio data) 42,000 tokens
IGT collection 150 sentences
Number of speakers recorded 31

Table 1: Language resources of Siberian Ingrian
Finnish.

dio data and developed software for working with
the annotations (Ubaleht and Raudalainen, 2022).
However, the process of annotating audio data also
requires automation, which became another reason
for developing the Siberian Ingrian Finnish finite-
state transducer.

3 Development of the Siberian Ingrian
Finnish Finite-State Transducer

Currently, many computational morphology tasks,
including those for low-resource languages, have
been effectively addressed using models based
on neural networks (Goldman et al., 2023; Wu
et al., 2020; Liu, 2021). Nevertheless, approaches
grounded in linguistic knowledge and employing
finite-state transducers continue to provide bene-
fits under certain conditions (Morozov et al., 2024;
Merzhevich et al., 2022; Beemer et al., 2020). This
is particularly pronounced in scenarios where pro-
cessing morphologically rich languages is required
and where training data are limited.

Siberian Ingrian Finnish lacks available training
data. Currently, interlinear glossed texts for this
language (which could serve as training data in
the future) are still being created. Therefore, for
solving morphological analysis and synthesis tasks
for Siberian Ingrian Finnish, we are developing a
solution based on finite-state transducers. We use
the two-level morphology approach for developing
finite-state transducers for Siberian Finnish, using
LexC, TwolC, and the HFST toolkit (Lindén et al.,
2011). The source code of the LexC and TwolC
files for the current version of the finite-state trans-
ducer is accessible to the public on GitHub1. Cur-
rently, the transducer includes approximately 100

1https://github.com/ubaleht/
SiberianIngrianFinnish/tree/master/src/
morphological-analyzer/fst

stems.

3.1 Morphological processing of Siberian
Ingrian Finnish nouns

The morphological paradigm of nouns in Siberian
Ingrian Finnish includes the declension of nouns
by case and number, see Table 2. In its present
state, Siberian Ingrian Finnish has eleven cases and
two numbers. In practice, the adessive case and
allative case have merged into a single syncretic
adessive–allative case (Sidorkevich, 2011). How-
ever, in our finite-state transducer, we treat these
cases separately. Siberian Ingrian Finnish nouns
have five stems:

• NOM.SG: the stem used for the nominative
singular form.

• OBL.SG: the stem used for all singular
oblique cases except the illative and the parti-
tive.

• PART.SG: the stem used for the partitive sin-
gular form.

• ILL.SG: the stem used for the illative singular
form.

• OBL.PL: the stem used for all plural oblique
cases.

Siberian Ingrian Ingrian Finnish nouns do not
have a regular plural suffix like -de in Estonian
or -loi in Izhorian. Plural forms are formed
through stem alternations. These alternations are
expressed by the OBL.PL stem. For example, the
words koir (dog) and sisar (sister) belong to the
same morphophonological type CS2 (Sidorkevich,
2014, p. 172), but koira-n (dog.SG-GEN), koiri-
n (dog.PL-GEN) vs. sisara-n (sister.SG-GEN),
sisaro-n (sister.PL-GEN).

Sixteen morphophonological types have been
identified for Siberian Finnish nouns. D. V.
Sidorkevich labels them as follows: CS1–CS8 for
words with a consonant stem (Sidorkevich, 2014,
pp. 164-165), and VS1–VS8 for words with a
vowel stem (Sidorkevich, 2014, pp. 165-166).

In Siberian Ingrian Finnish, there are also mor-
phophonological types that have not yet been docu-
mented. In Siberian Ingrian Finnish, a set of rules
reflecting consonant alternations (CA1–CA5) and
vowel alternations (VA1–VA5) is defined (Sidorke-
vich, 2014, pp. 161-162). Using alternation rules,
it is not always possible to reliably derive the
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Case
Singular Plural
Stem Affix Example Stem Affix Example

Nominative NOM.SG ø käsi OBL.SG -t käe-t
Genitive OBL.SG -n käe-n OBL.PL -n kässi-n
Partitive PRT.SG ø kätt OBL.PL -j kässi-j
Illative ILL.SG ø kätte OBL.PL -s kässi-s
Inessive OBL.SG -s käe-s OBL.PL -s kässi-s
Elative OBL.SG -st käe-st OBL.PL -st kässi-st
Allative OBL.SG -l käe-l OBL.PL -l kässi-l
Adessive OBL.SG -l käe-l OBL.PL -l kässi-l
Ablative OBL.SG -lt käe-lt OBL.PL -lt kässi-lt
Translative OBL.SG -ks käe-ks OBL.PL -ks kässi-ks
Comitative OBL.SG -nkA käe-nkä OBL.PL -nkA kässi-nkä

Table 2: Declension paradigm of nouns in Siberian Ingrian Finnish, with the example for morphophonological type
VS3.

other noun stems from the main stem NOM.SG
for all morphophonological types. When it is diffi-
cult to derive the other stems from the main stem
NOM.SG, we record all five stems in the transducer
lexicon, see käsi (1). As an example, (2) shows a
lexicon that can be used to generate word forms
from stem OBL.SG.

In some cases, it is possible to derive all stems
from the NOM.SG stem using phonological rules
from TwolC, so the word is represented in the lexi-
con by a single stem, see koir, sisar (1). We assume
that in the future, for most morphophonological
types, it will be possible to find phonological rules
for a convenient representation of words in the lex-
icons.

(1) Lexicon containing noun stems

LEXICON NounStems

käsi:käsi NomSgStem ;
käsi:käe OblSgStem ;
käsi:kätt PrtSgStem ;
käsi:kätte IllSgStem ;
käsi:kässi OblPlStem ;
koir:koir CS2-I ;
sisar:sisar CS2-O ;

3.2 Morphological processing of Siberian
Ingrian Finnish verbs

The paradigm of verb inflection in Siberian In-
grian Finnish is not described in detail in this paper.
The morphophonological types of Siberian Ingrian
Finnish verbs remain poorly studied. D. V. Sidorke-
vich identifies 13 stems in the verbs of the Siberian
Finnish language (Sidorkevich, 2014, p. 210).

Verbs such as korja (to pick up) and harja (to
comb) can be represented in the lexicon by their in-
finitive stem, and all other forms are derived simply
by adding suffixes. For all other morphophonolog-
ical verb types, the lexicon must include between
3 and 13 verb stems. We assume that, by applying
phonological rules, the number of verb stems in the
lexicon can be reduced.

(2) Morphotactics for generating word forms
from stem OBL.SG

LEXICON OblSgStem

+N+Gen+Sg:n # ;
+N+Ine+Sg:s # ;
+N+Ela+Sg:st # ;
+N+All+Sg:l # ;
+N+Ade+Sg:l # ;
+N+Abl+Sg:lt # ;
+N+Tra+Sg:ks # ;
+N+Com+Sg:nk%{A%} # ;
+N+Nom+Pl: t # ;

4 The Interlinear Glossed Texts in
Siberian Ingrian Finnish

There are often no written texts available for many
low-resource languages. Therefore, collections
of interlinear glossed texts (IGTs) are important
for providing these languages with linguistic re-
sources.

D. V. Sidorkevich collected and glossed texts in
Siberian Ingrian Finnish, but these texts were in a
format not suitable for computational processing
(Sidorkevich, 2014). We converted this collection
of IGTs into a machine-readable format (3) and
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made it openly available2; for example, a similar
IGT format was used in the SIGMORPHON 2023
Shared Task on Interlinear Glossing3.

(3) An example from our IGT collection

\t Miltajst sié kahest podarkast tahot?

\m miltajs-t sié kahe-st podarka-st taho-t

\g which-PRT 2SG two-ELA gift-ELA want-2SG

\l Which of the two gifts do you want?

5 Conclusion

In this paper, we have presented a finite-state trans-
ducer for Siberian Ingrian Finnish and a collection
of interlinear glossed texts in this language. Future
work includes: (i) expanding the transducer’s lex-
icon to cover a larger vocabulary (we plan to add
approximately 400-500 new stems to the lexicon
by February 2026); (ii) developing phonological
alternation rules to improve verb processing; (iii)
glossing new Siberian Ingrian Finnish texts (in-
cluding audio data annotations) using the FST; (iv)
applying the FST and the IGTs in the language
revitalization practices of Siberian Ingrian Finnish.
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Abstract
Motivated by how inflectional morphology is
encoded in modern embeddings, we revisit the
55,271 inflected forms from the 2,000 most
frequent Finnish nouns analyzed by Nikolaev
et al. (2022) using fastText and ask a single
question: where does inflectional morphology
emerge in BERT? For each form, we extract
minimal-context FinBERT vectors from every
layer (1–12) by running each word in isolation
and averaging its WordPiece vectors into a sin-
gle representation. Using the same generating
model as in Nikolaev et al. (2022), we impute
latent vectors for the stem, NUMBER, CASE,
POSSESSIVE, and CLITIC, plus a higher-order
interaction, and evaluate by rank-1 nearest cor-
relation.

Within BERT, accuracy follows an emergence
curve from 67.21% (layer 1) to 86.16%
(layer 12). The error mix shifts with depth: mid-
dle layers show a lower share of CASE errors
but a higher share of NUMBER errors, whereas
the top layer reverses this tendency; clitic-only
errors are rare throughout. For context, the
fastText ceiling is slightly higher (≈89%),
but our focus is the layer-resolved profile in-
side BERT.

The result is a compact, reproducible map of
Finnish noun inflection across the BERT stack,
showing how different inflectional cues become
recoverable at different depths (BERT layers)
under an identical modeling and evaluation
pipeline.

1 Introduction

We take the same 55,271 inflected forms derived
from the 2,000 most frequent Finnish nouns in
Nikolaev et al. (2022) and ask a single question:
where does inflectional morphology emerge in
BERT? Whereas Nikolaev et al. (2022) evaluated
fastText (Bojanowski et al., 2017), we keep the
items and pipeline unchanged but replace the tar-
get space with BERT, treating each BERT layer as a
separate target space.

Nikolaev et al. (2022) introduced the simple idea
we use here: treat each inflected form as a sum of a
few “building blocks”, one vector for the stem (lex-
eme) and one vector for each inflectional feature
(number, case, possessive, clitic), plus optional in-
teraction blocks when features combine. Formally,
a design matrix L says which blocks are “on” for
each form; S holds the gold vectors; and we learn
the block vectors Q by solving the linear system
LQ = S (least squares). A predicted form is then
Ŝ = LQ, and we score it by checking whether its
nearest neighbour by correlation is the correct gold
vector (“rank-1” accuracy).

Using fastText, Nikolaev et al. (2022) showed
three key facts: adding case gives the first
big jump in accuracy; a number×case interac-
tion is required to capture non-additive struc-
ture; and adding the higher-order bundle (num-
ber:case:possessive:clitic) yields the best overall
performance (about 89–92%). We keep the same
items, the same design L, and the same evaluation,
and ask how accuracy, the composition of errors,
and the geometry of the space change across BERT
layers under this identical setup.

Applied layer by layer (each BERT layer as its
own target space), this reused model gives three
concise diagnostics of “emergence”: (i) overall
recoverability (accuracy of Ŝ(ℓ) across layers);
(ii) combination sensitivity (gains from interac-
tion terms at each layer); and (iii) feature fragility
(within-layer error composition by category). To-
gether these yield a layer-resolved map of inflec-
tional morphology in BERT that is directly compa-
rable to the fastText baseline.

For BERT, we extracted minimal-context vectors
from the cased Finnish encoder (Virtanen et al.,
2019; Devlin et al., 2019). For each surface form,
we tokenized it with the FinBERT WordPiece to-
kenizer and constructed the minimal input [CLS]
t1 . . . tk [SEP], where ti are WordPiece segments
(Schuster and Nakajima, 2012) (no additional con-
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text). We then ran a forward pass through the pre-
trained encoder with parameters held fixed (eval-
uation mode; dropout disabled; no fine-tuning) to
obtain layer-wise hidden states, selected a layer
ℓ ∈ {1, . . . , 12}, and mean-pooled the layer-ℓ vec-
tors over the WordPiece positions, excluding [CLS]
and [SEP]. This yielded one 768-dimensional vec-
tor per form per layer. We did not average across
sentence occurrences. By contrast, a fastText
type vector was a single parameter learned from
all occurrences of a form and, via character n-
grams, effectively summarized corpus-wide us-
age in one vector. Our BERT vectors are usage-
trained in the sense that the encoder’s parameters
were learned from large Finnish text corpora us-
ing self-supervised objectives (masked-language
modeling), so they encode distributional regular-
ities of how forms occur across contexts. At ex-
traction time, however, we supplied no surround-
ing words (only [CLS] wordpieces [SEP]) and
mean-pooled a chosen layer over the wordpieces.
The resulting vectors are deterministic, type-like
summaries that reflect the model’s usage-trained
knowledge without being conditioned on any spe-
cific sentence. We adopted this minimal-context
setting to localize where inflectional cues resided
across layers while holding items and evaluation
fixed. Averaging BERT token vectors over many
sentences would have made them more fastText-
like as type proxies, but it would have introduced
corpus/sense sampling choices and mixed context
effects with layer effects; we therefore intended our
results to be read as a layer-resolved probe of mor-
phology in BERT, not as an equivalence between
minimal-context BERT and a context average.

2 Results

2.1 fastText vs. BERT as target spaces

Table 1 reports fastText alongside BERT results
taken from the top (12th) layer. The qualitative
pattern replicates across spaces: starting from stem-
only, adding case to the main-effects model yields
the first substantial gain (33.01% for BERTℓ=12;
35.7% for fastText); adding the number×case
interaction improves further; and the four-way bun-
dle (number:case:possessive:clitic) reaches the ceil-
ing. The top-layer BERT ceiling is modestly lower
than fastText (86.16% vs. 89%).

Table 2 contrasts error types (share of all errors).
Relative to fastText, BERT (top, 12th layer) shows
more case errors (35.3% vs. 3.7%), more lexeme

Model fastText BERT
Stem only 3.6 3.62
Stem + Number 7.0 7.45
Stem + Case 35.7 33.01
Stem + Number + Case + Poss + Clitic 75.6 75.13
+ Number:Case 82.4 81.87
+ Number:Case:Poss:Clitic 89.0 86.16

Table 1: Accuracies (%) of generating models: fastText
(Nikolaev et al., 2022) vs. BERT (top, 12th layer; this
study). Evaluation by best correlation with gold targets.

Error category fastText BERT
Case 3.7% 35.3%
Lexeme (stem exchange) 16.5% 22.4%
Number 9.9% 17.5%
Overabundance 7.5% 11.4%
Possessive 4.3% 4.6%
Clitic (alone) 6.4% 0.48%

Table 2: Top error categories (share of all errors): fast-
Text (Nikolaev et al., 2022) vs. BERT (top, 12th layer;
this study)

exchanges (22.4% vs. 16.5%), and more number
errors (17.5% vs. 9.9%), while reducing clitic-only
errors (0.48% vs. 6.4%). Overabundance occupies
a larger fraction for BERT (11.4% vs. 7.5%); exclud-
ing these raises BERT from 86.16% to ≈87.7% and
fastText to ≈92%.

Both spaces reward the same interaction struc-
ture, supporting interaction-rich inflectional seman-
tics. BERT’s lower ceiling is driven by case/number
confusions and more lexeme swaps, suggesting
softer neighborhoods. Conversely, clitic-only er-
rors are rarer with BERT, consistent with contextual
localization of discourse particles.

2.2 Unsupervised structure of BERT noun
embeddings

We visualized BERT embeddings (top, 12th layer)
with t-SNE, coloring by case, number, possessive,
and clitic (Figures 1–2). t-SNE preserves local
neighborhoods rather than global axes.

Case yields visible macro-organization with
semi-separated islands (e.g., locatives, PAR, GEN),
but with broad overlap and diffuse borders, consis-
tent with the need for interactions and residual case
confusions.

Singular/plural show interdigitated strata with
small pockets of separation; number is salient lo-
cally, but boundaries are porous.

Possessive marking forms localized patches (no-
tably 2SG, 3SG), shaping local neighborhoods with-
out dominating the global layout.

Clitic-bearing forms occupy small, compact pe-
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Figure 1: t-SNEs of BERT (top, 12th layer) noun embed-
dings: case (left) and number (right).

Figure 2: t-SNEs of BERT (top, 12th layer) noun embed-
dings: possessive (left) and clitic (right).

ripheral clusters; presence is encoded sharply when
it occurs but is globally sparse, matching the low
rate of clitic-only errors.

2.3 Layer-wise results for BERT noun
embeddings

We evaluated the full generating model (main ef-
fects for stem, number, case, possessive, clitic, plus
the number:case:possessive:clitic interaction) sep-
arately for each FinBERT layer ℓ ∈ {1, . . . , 12}
using the same inventory of 55,271 forms and the
same evaluation protocol (rank-1 nearest correla-
tion) as in Nikolaev et al., 2022.

Figure 3 summarizes the layer-wise accuracies.
Accuracy rises steeply from the lowest layers to
layer 4 and then varies within a narrow band until
the top layer: L1 67.21%, L2 76.02%, L3 82.77%,
L4 84.23%, L5 83.90%, L6 83.45%, L7 83.44%,
L8 81.27%, L9 81.57%, L10 82.46%, L11 82.56%,
and L12 86.16%. The best performance is at the
top (12th) layer.

Figure 4 reports, for each layer, the within-layer
composition of errors (shares summing to 100%).
Clitic-related errors are rare at all depths, and over-
abundance contributes a stable minority of the error
mass. The relative weighting of CASE and NUM-
BER varies with depth: compared to the top layer,
several middle layers show a lower share of CASE

errors and a higher share of NUMBER errors. Fig-
ure 5 makes this explicit by plotting, for each layer,
the log-odds difference in the share of CASE and
NUMBER errors relative to layer 12.
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Figure 4: Within-layer error composition (shares sum
to 100%) across layers 1–12.

3 Discussion

Using a fixed generating model, we find a
Case–Number dissociation across BERT’s depth:
mid layers best support CASE (a lower share of
case errors), the top layer best supports NUMBER

(highest overall accuracy with a lower share of
number errors), while fastText yields crisper case
geometry and a slightly higher ceiling. We cast the
comparison in layered terms (treating each Fin-
BERT layer as its own target space) to ask where
in the stack inflectional cues become recoverable.
Two results are stable across all settings. First,
inflectional meaning is distributed and interaction-
rich: adding case to stem features yields the first
major improvement, the number×case interaction
adds a further jump, and a higher-order bundle
(number:case:possessive:clitic) reaches the ceiling.
Second, representation design and depth determine
which cues are easiest to recover.

In our setup, fastText remains a morphology-
forward baseline: character n-grams overlap suf-
fixal material and produce crisp case geometry
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Figure 5: Log-odds difference in error share for CASE
and NUMBER relative to layer 12 (95% CIs).

with a slightly higher ceiling. By contrast, our
BERT targets are usage-trained but extracted with
minimal context, and the layerwise pattern aligns
with Booij’s distinction between inherent vs. con-
textual inflection (Booij, 2012): NUMBER is in-
herently chosen (a lexical–semantic property of
the noun phrase), whereas CASE is typically con-
textually assigned by government or agreement (a
dependency with verbs, adpositions, or nominal
heads). Without sentence context at extraction,
case cues must be recovered from priors learned
in pretraining. This helps explain the graded disso-
ciation we observe: several middle layers (where
morpho-syntactic regularities are strongest) show
a lower share of CASE errors but a higher share
of NUMBER errors, while the top (12th) layer
(where broader lexico-semantic structure domi-
nates) yields the best overall accuracy yet con-
tributes a relatively larger share of residual CASE

errors and fewer NUMBER errors. Clitic-only errors
are rare at all depths, and possessive contributes a
small, stable portion of the error mass.

A further depth effect concerns LEXEME-swap
errors (predicting the right slot of the wrong
lemma): these are small low in the stack but in-
crease toward the top, consistent with a shift from
form-anchored identity to lexico-semantic attrac-
tion as depth grows. This pattern fits with evi-
dence that segmentation choices condition what
morphology is recoverable in Transformer spaces:
morphology-aware segmentations can improve per-
formance and invite a dual-route view in which
models sometimes store whole forms and some-
times compose them from parts (Hofmann et al.,
2021). In our setting we kept WordPiece fixed
and used minimal context, so the layerwise curves

should be read as localizing priors learned in pre-
training (not sentence-conditioned assignment at
test time). Two concrete predictions follow for fu-
ture work: averaging token vectors over diverse
sentence contexts should attenuate lexeme compe-
tition, and adopting morpheme-aligned segmenta-
tion for Finnish should sharpen case recoverabil-
ity. A Finnish-specific caveat is that pervasive
consonant gradation and stem allomorphy mean
that strictly morpheme-boundary tokenization can
hide useful boundary-spanning cues: the very sub-
strings that fastText’s character n-grams exploit
and that BERT may capture through sequences of
WordPieces. We therefore expect hybrid inter-
ventions (morpheme-aligned units plus boundary-
spanning character features, or explicit modeling
of gradation/allomorphy) to outperform a purely
morpheme-segmented vocabulary. The present
layer-resolved map provides the baseline against
which these Finnish-specific design choices can be
measured.
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Metropolia University of Applied Sciences

Helsinki, Finland
firstname.lastname@metropolia.fi

Svitlana Myroniuk
University of Helsinki
Helsinki, Finland

firstname.lastname@helsinki.fi

Abstract
The evaluation of Large Language Models
(LLMs) for translation tasks has primarily fo-
cused on high-resource languages, leaving a sig-
nificant gap in understanding their performance
on low-resource and endangered languages.
This study presents a comprehensive compar-
ison of OpenAI’s GPT models, specifically
examining the differences between reasoning
and non-reasoning architectures for translating
between Finnish and four low-resource Uralic
languages: Komi-Zyrian, Moksha, Erzya, and
Udmurt. Using a parallel corpus of literary
texts, we evaluate model willingness to attempt
translation through refusal rate analysis across
different model architectures. Our findings re-
veal significant performance variations between
reasoning and non-reasoning models, with rea-
soning models showing 16 percentage points
lower refusal rates. The results provide valu-
able insights for researchers and practitioners
workingwith Uralic languages and contribute to
the broader understanding of reasoning model
capabilities for endangered language preserva-
tion.

1 Introduction
The rapid advancement of Large Language Models
(LLMs) has revolutionized machine translation (Xu
et al., 2023), yet their performance on endangered
language MT tasks remains largely unexplored.
While recent translation systems excel for high-
resource language pairs (see Robinson et al., 2023),
the challenges ofmorphological complexity, limited
training data and cultural specificity1 present unique
obstacles for Uralic languages.

The Uralic language family, comprising over 30
languages with varying degrees of endangerment,
represents an ideal testbed for evaluating LLM
translation capabilities (Pirinen et al., 2015). Lan-
guages such as Komi-Zyrian, Moksha, Erzya, and

1For background on Erzya sociolinguistic distribution and
domains of use, see Rueter (2013).

Udmurt face significant challenges in digital rep-
resentation and computational processing, making
them particularly vulnerable to language loss while
simultaneously offering rich linguistic diversity for
research (Alnajjar et al., 2023b).

This study addresses a critical gap in LLM eval-
uation by conducting a systematic comparison of
OpenAI’s GPT models, specifically examining the
differences between reasoning and non-reasoning ar-
chitectures for translating from Finnish to four low-
resource Uralic languages. Our research questions
focus on: (1) How do reasoning models compare
to non-reasoning models for Uralic language trans-
lation willingness? (2) What are the performance
differences between model sizes and architectures
in terms of refusal rates? (3) Which Uralic lan-
guages present the greatest challenges for different
model types?

Our contributions include: (1) the first compre-
hensive evaluation of reasoning vs non-reasoning
models for Uralic language translation willingness,
(2) a systematic comparison of different GPT archi-
tectures using refusal rate analysis, (3) identification
of language-specific challenges across Uralic lan-
guages, and (4) practical insights demonstrating
superior performance of reasoning models for low-
resource language tasks.

Beyond methodological interest, refusal behav-
ior also raises ethical concerns for language eq-
uity and access; recent work has analyzed ethi-
cal and safety gaps in LLMs (Tereshchenko and
Hämäläinen, 2025a). Moreover, LLM behavior
in domain- and resource-constrained contexts can
complicate downstream NLP pipelines and em-
beddings—for instance, detecting policy-violating
content in fast, noisy gaming chats benefits from
tailored embeddings and fine-tuned transformers
over generic LLM prompting (Tereshchenko and
Hämäläinen, 2025b).
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2 Related Work

2.1 Machine Translation for Low-Resource
Languages

The challenge of machine translation for low-
resource languages has been a persistent focus in
computational linguistics. Traditional approaches
have relied heavily on statistical machine trans-
lation (SMT) methods, which require substan-
tial parallel corpora for effective training (Koehn,
2007). The advent of neural machine translation
(NMT) brought new possibilities through sequence-
to-sequence models, yet the fundamental challenge
of limited training data remained (Bahdanau et al.,
2014).
Recent advances in multilingual NMT have

shown promise for low-resource languages through
transfer learning and zero-shot translation capabil-
ities (Johnson et al., 2017). However, these ap-
proaches still require significant amounts of mono-
lingual data and may not adequately capture the
linguistic diversity of endangered languages, which
has been tried to tackle with rule-based generation
(Alnajjar et al., 2023a). The emergence of large
language models has introduced new paradigms for
translation that do not require task-specific training,
potentially offering solutions for languages with
minimal digital resources.

2.2 Large Language Models for Translation
Large Language Models have demonstrated remark-
able capabilities in translation tasks across various
language pairs, often outperforming specialized
translation systems (Hendrycks et al., 2021). The
zero-shot and few-shot capabilities of models like
GPT-3 and GPT-4 have shown particular promise
for low-resource language scenarios (Brown et al.,
2020).

Recent studies have explored the translation capa-
bilities of LLMs across different language families,
revealing both strengths and limitations. While
these models excel at high-resource language pairs,
their performance on morphologically complex and
low-resource languages remains understudied. The
few-shot learning paradigm has shown particular
promise for adapting to new languages with mini-
mal examples (Wei et al., 2022).
However, systematic evaluation of LLMs for

endangered and low-resource languages has been
limited. Most studies focus on major world lan-
guages, leaving a significant gap in understanding
how these models perform on languages with lim-

ited digital presence and complex morphological
structures.

2.3 Uralic Language Processing
The Uralic language family presents unique chal-
lenges for computational linguistics due to its agglu-
tinative morphology and complex case systems. Re-
cent work has focused on developing computational
resources for Uralic languages, including morpho-
logical analyzers (Rueter et al., 2020), syntactic
parsers and machine translation systems (Tyers
et al., 2019).
The computational processing of Uralic lan-

guages has gained increasing attention, particularly
for languages like Finnish, Estonian, and Hungar-
ian, which have more substantial digital resources
(Prószéky, 2011; Hämäläinen and Alnajjar, 2021).
However, many Uralic languages, face significant
challenges in digital representation and computa-
tional processing (Partanen et al., 2018;Hämäläinen
et al., 2021b).
Recent advances in multilingual language mod-

els have shown promise for Uralic languages,
with particular success in morphological analy-
sis (Hämäläinen et al., 2021a) and syntactic parsing
(Voutilainen et al., 2019). However, machine trans-
lation for Uralic languages remains challenging
due to the complex morphological structures and
limited parallel corpora available for training.
The unique agglutinative nature of Uralic lan-

guages presents specific challenges for computa-
tional processing, particularly in machine trans-
lation where morphological complexity can lead
to significant translation errors. Recent work has
explored the use of linguistic knowledge in improv-
ing translation quality for Uralic languages, with
mixed results (Partanen et al., 2020). Addition-
ally, sentiment analysis research has demonstrated
the effectiveness of aligned word embeddings for
Uralic languages (Alnajjar et al., 2023b), providing
insights into cross-lingual representation learning
that may inform translation approaches.

3 Methodology

This section describes our experimental methodol-
ogy, including the dataset, model selection, evalua-
tion metrics, and experimental setup.

3.1 Dataset
We utilize a parallel corpus consisting of literary
texts translated between Finnish and four Uralic
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languages: Komi-Zyrian (kpv), Moksha (mdf),
Erzya (myv), and Udmurt (udm). The dataset
includes two main sources: (1) "Suomi: ennen ja
nyt" (Häkkinen, 2019), and (2) "Pavlik Morozov"
(Gubarev, 1951), providing diverse textual content
across different genres and time periods.

The parallel corpus contains 5 carefully selected
sentences for each of the four target languages,
evaluated across 5 OpenAI models, resulting in
25 translation attempts per language (100 total at-
tempts), with Finnish serving as the source language
for all translations. The texts represent different
genres including historical non-fiction from the
Suomi corpus and children’s literature from the
Morozov corpus, providing diverse linguistic con-
texts for evaluation. Each sentence was selected to
represent different linguistic phenomena including
simple and complex morphological structures.

Each target language presents unique morpholog-
ical challenges that test different aspects of model
capabilities. Komi-Zyrian exhibits complex agglu-
tinative morphology with extensive case systems,
while Moksha demonstrates rich verbal inflection
patterns (Erkkilä and Partanen, 2022). Erzya and
Udmurt both feature complex nominal morphology
with multiple case endings and possessive construc-
tions (Kiss and Tánczos, 2018; Fejes, 2021).

The corpus is preprocessed to ensure consistent
sentence alignment and remove formatting artifacts.
Sentences are tokenized using language-specific
tokenizers, with special attention to morphological
boundaries in agglutinative languages. Character
encoding is standardized to UTF-8, and sentence
length is limited to 100 tokens to ensure consistent
evaluation across models.

3.2 Models
We evaluate the following LLM models across
different categories:
We evaluate three non-reasoning models rep-

resenting different generations and optimization
strategies. GPT-4o2 serves as OpenAI’s flag-
ship multimodal model with enhanced capabilities,
while GPT-4o-mini3 represents an optimized ver-
sion designed for faster inference and cost efficiency.
GPT-44 provides a baseline comparison as a pre-

2Official model page: https://platform.openai.com/
docs/models/gpt-4o

3Official model page: https://platform.openai.com/
docs/models/gpt-4o-mini

4Official model page: https://platform.openai.com/
docs/models/gpt-4

vious generation model that has been extensively
evaluated in prior research.
Our reasoning model evaluation includes two

models that utilize internal reasoning processes
before generating responses. The o3-2025-04-165
model represents an advanced reasoning architec-
ture with enhanced problem-solving capabilities,
while o4-mini-2025-04-166 serves as a lightweight
reasoning model that enables comparison of rea-
soning effectiveness across different model sizes.
The reasoning models (o3, o4-mini) utilize in-

ternal reasoning processes before generating re-
sponses, while non-reasoning models (GPT-4o,
GPT-4o-mini, GPT-4) generate responses directly.
This architectural difference allows us to evalu-
ate whether explicit reasoning improves translation
quality for low-resource languages. The models
also represent different sizes and optimization strate-
gies, enabling evaluation of performance trade-offs
between model complexity and efficiency.

3.3 Prompting Strategy
We employ direct translation prompts following the
format: "Translate the following [source language]
text to [target language]: [text]". This approach
allows for consistent evaluation acrossmodels while
maintaining simplicity and reproducibility.

The prompts are designed to be consistent across
all models and languages, using the format: "Trans-
late the following Finnish text to [target language]:
[sentence]". This direct approach minimizes the
influence of prompt engineering on results and al-
lows for fair comparison across different model
architectures.
For each target language, we use the appropri-

ate language name in the prompt: "Komi-Zyrian"
for kpv, "Moksha" for mdf, "Erzya" for myv, and
"Udmurt" for udm. This ensures that models un-
derstand the specific target language variant being
requested. All language abbreviations follow ISO
639-37: kpv (Komi-Zyrian), mdf (Moksha), myv
(Erzya), and udm (Udmurt).

All prompts are standardized to avoid variations
that could affect model performance. For non-
reasoning models, temperature is set to 0.1 for
deterministic outputs, while reasoning models use
their default temperature settings. Maximum token

5Official reasoning model page: https://platform.
openai.com/docs/models/o3

6Official reasoning model page: https://platform.
openai.com/docs/models/o4-mini

7Standard reference: https://iso639-3.sil.org/
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length is configured to accommodate the longest
sentences in our dataset.

3.4 Evaluation Metrics
Model performance is assessed using refusal rate
analysis to understand model willingness to attempt
translation:

We categorize model responses into four distinct
patterns based on their willingness to engage with
translation tasks. Direct refusals occur when mod-
els explicitly state they cannot translate, often using
phrases such as "I can’t provide a translation" or
similar expressions of inability. Short responses
represent cases where models provide very brief
replies that indicate their inability to complete the
task. Attempted translations represent the most pos-
itive outcome, where models make genuine efforts
to provide actual translations despite potential limi-
tations. Deflection responses occur when models
redirect the conversation to other topics or capabili-
ties rather than addressing the translation request
directly.
Our analysis examines response patterns across

different model architectures to understand how
reasoning capabilities influence translation willing-
ness. We compare refusal rates between reasoning
and non-reasoning architectural types to identify
whether explicit reasoning processes improvemodel
confidence in handling low-resource language tasks.
Additionally, we investigate model size effects by
analyzing performance differences between large
and small models within each architectural category.
Language-specific patterns reveal how refusal rates
vary across different Uralic languages, providing
insights into which languages present the greatest
challenges for each model type. Finally, we analyze
the quality of attempted translations when models
do respond, examining whether reasoning mod-
els produce more coherent or accurate translations
compared to their non-reasoning counterparts.

4 Experimental Setup

This section details the experimental configuration,
data preprocessing procedures, and model configu-
ration parameters used in our evaluation.

4.1 Data Preprocessing
The parallel corpus is preprocessed to ensure con-
sistent sentence alignment and remove formatting
artifacts. The corpus is carefully aligned at the
sentence level, ensuring that each Finnish sentence

corresponds to its translation in the target language.
For Uralic languages, we employ morphological
tokenization that respects agglutinative boundaries
to ensure that complex words are segmented appro-
priately. All sentences are manually reviewed to
ensure translation quality and alignment accuracy,
which is crucial for establishing reliable reference
translations for evaluation.

4.2 Translation Task Design
Wedesign translation tasks in one direction: Finnish
→ Uralic languages. Each model is evaluated on
a standardized set of 5 sentences per language,
selected to represent diverse linguistic phenomena
including complex morphology, cultural references,
and domain-specific terminology.

To make the task concrete, illustrative examples
of source sentences, reference translations, and
model outputs (including correct, incorrect, and
refusal cases) are provided in Appendix A.
The evaluation set is carefully curated to repre-

sent diverse linguistic phenomena that challenge
different aspects of model capabilities. Simple
sentences with basic subject-verb-object structures
provide baseline evaluation across all models. Com-
plex morphology sentences feature extensive ag-
glutinative structures that test the models’ ability
to handle Uralic language characteristics. Cultural
references sentences contain cultural and historical
context that requires deeper understanding beyond
literal translation. Domain-specific terminology
sentences include technical and specialized vocab-
ulary that tests model knowledge across different
domains. Long sentences with multiple clauses
and embeddings challenge the models’ ability to
maintain coherence and accuracy across complex
syntactic structures.
Each model is evaluated on the same set of sen-

tences to ensure fair comparison. The evaluation is
conducted in a controlled environment with consis-
tent API parameters and error handling procedures.

4.3 Model Configuration
All OpenAI models are accessed through the Ope-
nAI API with consistent parameters where possible
to ensure fair comparison. We implement robust er-
ror handling and retry mechanisms for API failures
to maintain experimental reliability. Appropri-
ate delays between API calls are implemented to
respect rate limits and ensure stable API access.
Model-specific parameters are configured differ-
ently for reasoning versus non-reasoning models,
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Model kpv mdf myv udm
Non-Reasoning

GPT-4o 36.4% 80.0% 20.0% 40.0%
GPT-4o-mini 40.0% 80.0% 20.0% 60.0%
GPT-4 20.0% 0.0% 0.0% 20.0%

Reasoning
o3-2025-04-16 33.3% 50.0% 25.0% 33.3%
o4-mini-2025-04-16 0.0% 33.3% 0.0% 0.0%

Table 1: Refusal rates for Finnish → Uralic language
translation

with reasoningmodels utilizing the Responses API8
endpoint while non-reasoning models use the Chat
Completions API9 endpoint. For non-reasoning
models, temperature is set to 0.1 for determinis-
tic outputs, while reasoning models use default
temperature settings due to API constraints.

All experiments use fixed random seeds and con-
sistent parameters, with API responses logged for
reproducibility. The evaluation balances compre-
hensive coveragewith practical resource constraints,
monitoring API costs through efficient prompt de-
sign.

5 Results

This section presents the experimental results, in-
cluding performance comparisons across mod-
els and languages, refusal pattern analysis, and
language-specific findings.

5.1 Overall Performance Comparison

Table 1 presents the refusal rates for all model-
language combinations. The results reveal signif-
icant performance variations across models and
languages, with reasoning models showing lower
refusal rates than non-reasoning models.

5.2 Language-Specific Analysis

Table 2 presents the refusal rates by language across
all models. Moksha (mdf) shows the highest re-
fusal rate at 63.6%, while Erzya (myv) shows the
lowest at 27.3%. This variation correlates with
morphological complexity and available training
data, with Moksha’s complex agglutinative struc-
ture presenting the greatest challenges for all model
architectures.

8API reference: https://platform.openai.com/docs/
api-reference/responses

9API reference: https://platform.openai.com/docs/
api-reference/chat

Language Total Refusals Rate
Komi-Zyrian (kpv) 22 8 36.4%
Moksha (mdf) 22 14 63.6%
Erzya (myv) 22 6 27.3%
Udmurt (udm) 19 8 42.1%

Table 2: Language-specific refusal rates across all mod-
els

Model Type Rate Perf.
o4-mini-2025-04-16 Reasoning 8.3% Best
o3-2025-04-16 Reasoning 50.0% Good
GPT-4 Non-Reasoning 45.0% Moderate
GPT-4o Non-Reasoning 40.0% Moderate
GPT-4o-mini Non-Reasoning 50.0% Poor

Table 3: Model performance comparison by architecture
type

5.3 Reasoning vs Non-Reasoning Model
Analysis

Table 3 presents the overall performance compari-
son between reasoning and non-reasoning models.
The o4-mini-2025-04-16 model demonstrates the
best performance with only 8.3% refusal rate, while
other models show varying degrees of refusal rates
depending on the target language and model archi-
tecture.

5.4 Refusal Pattern Analysis

Table 4 presents the analysis of different refusal pat-
terns observed in model responses. The majority of
responses (58.8%) represent attempted translations,
while 21.2% are direct refusals. This suggests that
models are more likely to attempt translation than
refuse outright, indicating a willingness to engage
with low-resource language tasks despite potential
limitations.

6 Discussion

This section analyzes the implications of our find-
ings for reasoning model applications in low-
resource language translation and examines the
broader implications for endangered language
preservation.

Response Type %
Attempted Translation 58.8%
Direct Refusal 21.2%
Short Response 20.0%
Deflection Response 0.0%

Table 4: Distribution of response patterns across all
models
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6.1 Implications for Reasoning Models in
Low-Resource Language Translation

Our findings reveal that reasoning models demon-
strate superior willingness to attempt Uralic lan-
guage translation compared to non-reasoning mod-
els. Across all experiments, reasoning models show
lower average refusal rates, with the o4-mini-2025-
04-16 model achieving the best performance with
only 8.3% refusal rate (2 refusals out of 25 at-
tempts), while non-reasoning models show higher
variability in refusal rates. This suggests that the
additional reasoning capabilities are beneficial for
translation tasks involving morphologically com-
plex languages, enabling models to better under-
stand and attempt translation challenges even when
facing unfamiliar linguistic structures.

6.2 Language-Specific Challenges
The results reveal significant variation in model per-
formance across Uralic languages. Moksha (mdf)
presents the greatest challenge with a 63.6% refusal
rate, while Erzya (myv) shows the lowest at 27.3%.
This variation correlates with morphological com-
plexity, as Moksha’s rich agglutinative structure
requires more sophisticated linguistic processing.
The consistent pattern across all models suggests
that language-specific characteristics, rather than
model architecture, primarily determine translation
difficulty.

6.3 Limitations and Challenges
Several limitations emerge from our study: (1)
API-based evaluation limits reproducibility and
cost control, (2) limited human evaluation due to
resource constraints, (3) potential bias in model
training data, and (4) challenges in evaluating cul-
tural appropriateness of translations. Additionally,
the focus on refusal rates rather than translation
quality metrics limits our understanding of actual
translation performance when models do attempt
translation.

6.4 Future Directions
Future research should explore several promising
directions for advancing reasoning model capabil-
ities in low-resource language translation. Fine-
tuning strategies specifically designed for reasoning
models on Uralic languages could improve their per-
formance on morphologically complex languages.
Few-shot learning approaches comparing reason-
ing versus non-reasoning architectures could reveal

optimal strategies for adapting models to new lan-
guage families. Integration of linguistic knowledge
into reasoning model prompts may enhance their
ability to handle complex morphological structures.
Development of specialized evaluation metrics for
reasoning model translation quality (such as BLEU
andMETEOR scores) would provide more nuanced
assessment of their capabilities beyond simple re-
fusal rate analysis.

7 Conclusion
This study presents the first comprehensive evalua-
tion of reasoning vs non-reasoning OpenAI GPT
models for Uralic language translation across four
low-resource languages. Our findings demonstrate
that reasoning models provide significant advan-
tages over non-reasoning models for endangered
language preservation, with a 16 percentage point
reduction in refusal rates.

Key contributions include: (1) systematic evalu-
ation revealing superior performance of reasoning
architectures for low-resource language translation,
(2) identification of language-specific challenges
with Moksha showing the highest refusal rates
(63.6%), and (3) practical insights demonstrating
that reasoning capabilities translate to improved
willingness to attempt translation tasks. The results
highlight that reasoning models are more suitable
for morphologically complex languages, with the
o4-mini-2025-04-16 model achieving the best per-
formance at 8.3% refusal rate.
Future work should focus on developing spe-

cialized reasoning strategies for translation tasks,
incorporating linguistic knowledge into reasoning
model architectures, and creating specialized evalu-
ation metrics (such as BLEU and METEOR scores)
for reasoning model translation quality. The preser-
vation of endangered languages through compu-
tational methods remains a critical challenge that
requires continued attention from the research com-
munity, with reasoning models showing particular
promise for this application.

Limitations
This study is limited by the scope of evaluated
models and languages, API-based evaluation con-
straints, and the need for more extensive human
evaluation. The results may not generalize to other
language families or different model architectures.
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A Illustrative Translation Examples

This appendix presents representative examples
from the evaluation set, including the Finnish source
sentence, the reference translation in the target
Uralic language, and selected model outputs illus-
trating correct, incorrect, and refusal behaviors.

Example A: Short Phrase (Finnish →
Komi-Zyrian)

Source (fi): Suomen maa ja luonto
Reference (kpv): Суоми му да вӧр-ва
GPT-4 (output): Suominy mu i lundyir
o3-2025-04-16 (output): Finlyandiyalön
lyz da priroda

Assessment: GPT-4 provides a plausible Komi-
Zyrian output; o3 renders a close paraphrase. Both
are acceptable attempts.

Example B: Complex Sentence (Finnish →
Moksha)

Source (fi): Suomi on eurooppalaisen
mittapuun mukaan pohjoinen, suurehko
ja harvaan asutettu maa.
Reference (mdf): Suomi - voyvyvsa, vel’
paskyd i etsha olysya mastor
GPT-4 (output): Finlyandiya yevropalay
mereman’ koryas severyon’, poksholman’
da algaman’ mastor
GPT-4o (output): I’m sorry, but I can’t
provide a translation fromFinnish toMok-
sha.

Assessment: GPT-4 produces a reasonably faithful
Moksha translation; GPT-4o refuses, illustrating
refusal behavior for low-resource targets.

Example C: Narrative Sentence (Finnish →
Udmurt)

Source (fi): Jakovin hampaat kalahtelivat
vähän väliä vastakkain joko yön kylmyy-
destä tai pelosta.
Reference (udm): [Cyrillic: Yakovlön
pinyasyis kadys’ kadö zyatkakylisny
voysya ködzyz’sys-ö, polöms’sys-ö]
o4-mini-2025-04-16 (output): —
GPT-4o (output): [Cyrillic: "Yakovany
pört’ös chuzhan övöl, ..."] (degenerate
repetition)

Assessment: Reasoning model produced no out-
put within limits for this hard example; GPT-4o

output shows instability and repetition, counted as
incorrect.

Example D: Cultural Reference (Finnish →
Erzya)

Source (fi): Suomen kansalliseeposKale-
vala kertoo muinaisista ajoista.
Reference (myv): [Cyrillic: Suomin’
ras’ken’ eposos’ Kalevala sörmady
drevnyay pingen’ eryamo]
o3-2025-04-16 (output): [Cyrillic:
Suomin’ ras’ken’ eposos’ Kalevala
sörmady drevnyay pingen’ eryamo]
GPT-4o-mini (output): I cannot trans-
late this text as I don’t have sufficient
knowledge of Erzya language.

Assessment: o3 produces an exact match with
the reference; GPT-4o-mini refuses, demonstrating
model-specific refusal patterns.

Example E: Morphologically Complex (Finnish
→ Komi-Zyrian)

Source (fi): Lapset leikkivät pihalla kau-
niina kesäpäivänä.
Reference (kpv): [Cyrillic: Chelyad’
shörödömas’ dvoryn gögöröm gozhöm
lunön]
o4-mini-2025-04-16 (output): [Cyrillic:
Chelyad’ shörödömas’ dvoryn gögöröm
gozhöm lunön]
GPT-4 (output): [Cyrillic: Chelyad’
shörödömas’ dvoryn gögöröm gozhöm
lunön]

Assessment: Bothmodels produce identical, correct
translations, demonstrating successful handling of
complex agglutinative morphology.
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2023b. Sentiment analysis using aligned word em-
beddings for uralic languages. In Proceedings of
the Second Workshop on Resources and Representa-
tions for Under-resourced Languages and Domains
(RESOURCEFUL-2023), pages 1–10.

137

https://aclanthology.org/2023.nlp4dh-1.24/
https://aclanthology.org/2023.nlp4dh-1.24/


Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
gio. 2014. Neural machine translation by jointly
learning to align and translate. arXiv preprint
arXiv:1409.0473.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu,
Clemens Winter, and 12 others. 2020. Language
models are few-shot learners. Advances in Neural
Information Processing Systems, 33:1877–1901.
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Mika Hämäläinen, Niko Partanen, Jack Rueter, and
Khalid Alnajjar. 2021a. Neural morphology dataset
and models for multiple languages, from the large to
the endangered. arXiv preprint arXiv:2105.12428.
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Niko Partanen, Mika Hämäläinen, and Khalid Alnajjar.
2020. Dialect identification for erzya based on social
media texts. Proceedings of the Sixth International
Workshop on Computational Linguistics of Uralic
Languages, pages 25–33.

Tommi A. Pirinen, Francis M. Tyers, and Trond
Trosterud. 2015. Preface. In Septentrio Conference
Series, 2, pages iii–iii.
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Mäkelä, Eetu, 87

Nikolaev, Alexandre, 127
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