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Abstract

Lexical resources are crucial for cross-
linguistic analysis and can provide new in-
sights into computational models for natural
language learning. Here, we present an ad-
vanced database for comparative studies of
words with multiple meanings, a phenomenon
known as colexification. The new version in-
cludes improvements in the handling, selec-
tion and presentation of the data. We com-
pare the new database with previous versions
and find that our improvements provide a more
balanced sample covering more language fam-
ilies worldwide, with enhanced data quality,
given that all word forms are provided in pho-
netic transcription. We conclude that the new
Database of Cross-Linguistic Colexifications
has the potential to inspire exciting new stud-
ies that link cross-linguistic data to open ques-
tions in linguistic typology, historical linguis-
tics, psycholinguistics, and computational lin-
guistics.

1 Introduction

The Database of Cross-Linguistic Colexifications
(CLICS, https://clics.clld.org, Rzymski et al., 2020)
offers detailed data on the distribution and fre-
quency of colexifications across several thousand
languages. Colexification is a cover term that uni-
fies the notions of polysemy, homophony, and un-
derspecification, referring to cases where a single
word form in a given language expresses multiple
senses (Frangois, 2008). For example, Vietnamese
xanh refers to ‘blue’ and ‘green’ at the same time,
German bdse means both ‘angry’ and ‘evil’, or En-
glish ear refers to a part of the body or a part of
a grain. The different examples represent words
with multiple senses and can be labeled as under-
specification (Vietnamese), polysemy (German), or
homophony (English), but they can also be taken
together as examples of the phenomenon of colexi-
fication.
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CLICS has built on this idea by collecting data
from multilingual word lists that were unified with
respect to the semantic glosses by which words
across different languages are elicited. From these
word lists, colexifications were automatically ex-
tracted, forming a large colexification network (List
et al., 2013) that can be investigated interactively
(Mayer et al., 2014). The database has improved
concerning the workflow by which data are aggre-
gated and in terms of the number of datasets under-
lying the database (4 datasets in Version 1.0, List
et al. 2014, 15 datasets in Version 2.0, List et al.
2018, 30 datasets in Version 3.0 Rzymski et al.
2020). In its current form, the CLICS database
is characterized by three major features. First,
CLICS aggregates data from existing standardized
datasets, rather than curating data directly. Second,
CLICS offers its data in both machine- and human-
readable form, allowing scholars to access the data
in computational workflows as well as through the
web interface. Third, CLICS is open, and both
the individual data and the source code are pub-
lished with permissive licenses, allowing scholars
not only to investigate the database, but also to
extend it with additional content or methods.

Given that five years have passed since the
last official release of CLICS and that new rel-
evant datasets have been published during this
time, mainly as part of Lexibank, a large repos-
itory for standardized multilingual word lists
(https://lexibank.clld.org, List et al., 2022; Blum
et al., 2025), it is time to improve the database even
further. Taking advantage of the fact that CLICS is
open and free to modification, we therefore present
an updated version of the CLICS database, which
we named CLICS 4 for convenience. CLICS 4
not only increases the underlying data, but also ad-
dresses three major shortcomings of the previous
versions of CLICS by improving (1) the handling
of concepts (§ 3.2), (2) the selection of languages
to be included in the colexification database (§ 3.3),
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forest tree wood
French fore, arbra
Russian  |les
Yukaghir |ammonile
Yaqui dzuja dzuja kuta

Figure 1: Cross-linguistic colexifications (left) and cross-linguistic colexification network (right). The figure illus-
trates how colexification networks can be reconstructed from cross-linguistic colexification data, using information
obtained from the CLICS database (Version 3.0, Rzymski et al. 2020).

and (3) the general representation of data (§ 3.4).
In the following, we will present previous studies
devoted to cross-linguistic colexifications (§ 2.1),
discuss the improvements in more detail (§ 3), il-
lustrate their consequences for CLICS 4 (§ 4), and
reflect on the future of cross-linguistic colexifica-
tion data (§ 5).

2 Background

2.1 Cross-Linguistic Colexifications

Not long after Francois (2008) had first introduced
the term colexification along with initial ideas on
how the phenomenon could be analyzed using
cross-linguistic data, typologists quickly adopted
the term and the technique to study lexical seman-
tics both globally and in certain linguistic areas.
Two major reasons contributed to the popularity of
the term and the technique.

First, polysemy and homophony are notoriously
difficult to distinguish, specifically when analyz-
ing languages whose history is less well known.
While scholars sometimes distinguish both rela-
tions by degree of semantic similarity, arguing
that homophonous words show greater divergence
in meaning than polysemous words (Leivada and
Murphy, 2021, 7), the original distinction between
polysemy and homophony is strictly diachronic.
Thus, they reflect two distinct processes of lan-
guage change: polysemy is the result of seman-
tic change, while homophony is the result of a
merger of originally distinct word forms due to
sound change (Sperber 1923, 12f, Apresjan 1974,
11). However, in the minds of speakers, the history
of the words does not play a major role. Speakers
seem to show some general awareness that some
words have multiple senses that are closely related
to each other, whereas other words with distinct
senses merely sound alike (Enfield and Comrie,
2015, 20f). While it may seem useful to distin-
guish polysemy and homophony in theory, the dis-
tinction of the two relations in practice is difficult to

make. Omitting the explicit distinction between the
two forms of lexical ambiguity allowed scholars
to assemble data in an unbiased and efficient way.
Scholars could accumulate colexification data for
their areas of interest without having to discuss the
consequences of impractical terminology. Instead
of deciding whether the findings would reflect pol-
ysemy or homophony, scholars could let the data
decide, given that polysemy often largely exceeds
homophony.

Second, scholars began to explore the benefits of
modeling cross-linguistic colexifications with the
help of network approaches (Cysouw, 2010). This
not only led to clear visualizations of semantic sim-
ilarities that could be observed across languages,
but also opened up new possibilities for the anal-
ysis of cross-linguistic polysemy using network
approaches (List et al., 2013) and the introduction
of interactive techniques for data visualization and
exploration, which later became a core component
of the CLICS database (Mayer et al., 2014). Fig-
ure 1 illustrates how colexification networks can
be constructed from colexification data, using data
from CLICS 3 (Rzymski et al., 2020).

Due to this approach, which facilitates the col-
lection of data and offers new ways to analyze the
data through inspection and computation, cross-
linguistic colexifications have become an integral
part of lexical typology, with a multitude of appli-
cations in studies on semantic similarity. CLICS
offered the first and largest collection of cross-
linguistic colexifications and was used in several
studies, examining a large number of topics, rang-
ing from investigations on genealogical language
relations (Blevins and Sproat, 2021; Blum et al.,
2024) and linguistic areas (Gast and Koptjevskaja-
Tamm, 2019), via analyses of particular semantic
domains (Jackson et al., 2019; Di Natale et al.,
2021; Brochhagen and Boleda, 2022; Tjuka et al.,
2024), up to initial applications in computational
linguistics (Bao et al., 2021, 2022) and communi-



cation science (Bradford et al., 2022). In addition,
CLICS is now regularly consulted in typological
studies that explore particular phenomena in detail,
allowing authors to contrast their findings with their
insights on a specific group of languages (Sjoberg,
2023; Souag, 2022; Schapper, 2019, 2022).

To summarize, cross-linguistic colexifications
and cross-linguistic colexification networks have
become a crucial tool in comparative linguistics.
The application of cross-linguistic colexification
analysis is not restricted to lexical typology, but
provides interesting insights into additional fields
of linguistics and beyond, including historical lin-
guistics, areal linguistics, computational semantics,
and human cognition.

2.2 Data Aggregation and Analysis in CLICS

The integral part of the Database of Cross-
Linguistic Colexifications is the workflow by which
data are aggregated from individual datasets and
later analyzed to create a colexification network. To
be able to aggregate data from different resources,
datasets must be standardized. Standardization is
achieved with the help of Cross-Linguistic Data
Formats (CLDF, https://cldf.clld.org, Forkel et al.,
2018), an initiative that builds on the CSVW stan-
dard for tabular data on the web (https://csvw.org,
Gower, 2021), but extends CSVW with seman-
tics relevant to comparative linguistics. A CLDF
dataset is a collection of CSV files linked via a
JSON file that stores the metadata, providing infor-
mation on how the CSV files should be interpreted
computationally and what values are shared across
the files. Thus, a CLDF dataset is a small relational
database with specific semantics that link the data
with additional data from outside.

The most important external datasets that
CLICS links to are three reference catalogs:
Glottolog, Concepticon, and CLTS. Glottolog
(https://glottolog.org, Hammarstrom et al., 2025)
offers basic information on language varieties,
including information on language classifica-
tion, geolocations, and the documentation sta-
tus of individual languages. Concepticon
(https://concepticon.clld.org, List et al., 2025) of-
fers a collection of basic senses that are expressed
across multilingual word lists. Senses are provided
in the form of concept sets that are linked across
several hundred concept lists that have been anno-
tated by the Concepticon team in the past decade
(for details on the curation process, see Tjuka et al.,
2023). CLTS (https://clts.clld.org, List et al., 2021)

is a reference catalog for Cross-Linguistic Tran-
scription Systems that standardizes phonetic tran-
scriptions by advocating a subset of the Interna-
tional Phonetic Alphabet (IPA, International Pho-
netic Association, 1999) that is represented in the
form of distinctive features (for details, see Ander-
son et al. 2018 and Rubehn et al. 2024). The con-
version of individual datasets to the CLDF standard
is supported by dedicated Python libraries (most
importantly the CLDFBench packages, Forkel and
List 2020) that help to check the overall consistency
of the data.

From a collection of CLDF datasets, the CLICS
aggregation workflow iterates over the datasets and
assembles cross-linguistic colexifications for each
language variety. Here, CLICS uses an efficient
method that avoids comparing n words in one lan-
guage against n words in the same language, but
rather identifies colexifications from tuples, con-
sisting of a word form and its corresponding sense
(a concept set in the Concepticon catalog), with the
help of hash tables (List, 2022). In other words,
the method iterates over all words in a dataset only
once, instead of comparing all words against each
other, which would result in large computation
times.

Having created a large colexification network of
all CLDF datasets, the CLICS workflow analyzes
this data further by computing communities, that is,
partitions of nodes in a graph that show more con-
nections to each other than to other nodes outside
of the partition (Newman, 2006, 8577). Commu-
nities are inferred with the help of the Infomap
algorithm (Rosvall and Bergstrom, 2008) and are
used to structure the web application, by allowing
users to inspect either entire communities or indi-
vidual subsets of the data. The methods for data
aggregation and analysis are freely accessible and
can be easily applied by scholars to create their
analyses of subsets of the data in CLICS or by ex-
tending the CLICS collection further, as illustrated,
for example, by Tjuka (2024b).

2.3 Shortcomings of CLICS

Although the CLICS database serves as a main
provider of cross-linguistic information on colexifi-
cations, CLICS 3 showed four major shortcomings
that need to be addressed to ensure that future find-
ings based on the data are solid and reliable.

The first shortcoming relates to the data under-
lying CLICS. While data from 30 datasets were
aggregated in Version 3.0 (Rzymski et al., 2020),
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many more datasets have recently been made avail-
able via the Lexibank repository (List et al., 2022).
Improving the database by increasing the number
of datasets is thus one of the most urgent tasks that
should be addressed in an updated version.

The second shortcoming relates to the treatment
of concepts in the database. CLICS 3 used a rather
naive approach by taking concept sets provided by
the Concepticon reference catalog at face value,
without considering their interdependencies. Con-
cepticon has several concept sets that appear in a
hierarchical relation to other concept sets, mostly
reflecting cases of underspecification, such as the
concept set BLUE OR GREEN, expressed in the Viet-
namese word xanh. The colexification inference
workflow in CLICS 3 treats the colexification of
BLUE and GREEN expressed by the word xanh as
a single concept. However, this omits valuable
colexification information.

Third, CLICS 3 provided information from more
than 3,000 language varieties. However, a closer
look at the data showed that only a small proportion
of the included languages met the requirement set
by the editors of CLICS 3 to provide elicitation
glosses for at least 250 concepts. For CLICS 3,
the authors instead selected 30 datasets that were
officially compiled from concept lists with 250 or
more items. The resulting word lists for individual
languages, however, were often scarce and a larger
number of the languages did not meet the originally
stated coverage criterion.

Fourth, CLICS 3 offered the colexification
network exclusively in the form of a GML
file.  Although GML is a common format
for the encoding of graphs (Himsolt, 2010),
accepted by many software tools, including
igraph (https://igraph.org, Csdrdi and Nepusz,
2006), NetworkX (https://networkx.org/, Hagberg
et al., 2008), and Cytoscape (http://cytoscape.org/,
Smoot et al., 2011), the format is not well-suited to
share the extensive data on colexification patterns
computed by CLICS 3. As a result, more transpar-
ent data formats for handling colexification data
and colexification networks are needed to represent
the results of the CLICS workflow in detail.

With the increasing use of CLICS 3, it is time to
tackle these four points of criticism. In this study,
we address these shortcomings by creating an up-
dated version of CLICS that substantially increases
the amount of data, improves the handling of con-
cepts, corrects for the bias in language and concept

selection, and makes the data representation more
transparent.

3 Materials and Methods

In the following, we will introduce all necessary
steps that lead to the creation of our modified
CLICS 4 database. We followed the established
workflow for data aggregation used in CLICS 3 to
some extent (§ 2.2). However, we present a dras-
tic increase of data based on standardized datasets
(§ 3.1), introduce an improved handling of con-
cepts during data aggregation (§ 3.2), refine the
selection of languages and concepts (§ 3.3), and
make the representation of the colexification data
more transparent (§ 3.4).

3.1 Data Basis

CLICS 3 was based on 30 datasets available in
CLDF. Many more datasets have since been pub-
lished as part of the Lexibank repository, which
was first published in 2022 (List et al., 2022) as
Lexibank 1 and curates data from 100 different
datasets of different sizes. Of those 52 Lexibank
datasets were suitable for inclusion in CLICS, be-
cause they were based on concept lists that con-
tain 250 or more items (this criterion was used to
build CLICS 3, Rzymski et al. 2020). The newest
version, Lexibank 2, offers data for 134 different
datasets that are all phonetically transcribed (Blum
et al., 2025). For our enhanced version of CLICS,
we identified 95 suitable datasets. These datasets
are listed in the supplementary material accompa-
nying this study.

The datasets include cross-linguistics studies
of specific language groups (e.g., Bowern and
Atkinson, 2012; Bodt and List, 2019) and global
collections such as the Intercontinental Dictio-
nary Series (IDS, https://ids.clld.org, Key and
Comrie, 2023) or the World Loanword Database
(https://wold.clld.org, Haspelmath and Tadmor,
2009). The latter datasets were not originally pro-
vided together with phonetic transcriptions, but
recent studies have added them (see Miller et al.
2020 for WOLD and List 2023 and Miller and List
2024 for IDS).

3.2 Concept Handling

The colexifications in CLICS result from compar-
ing words mapped to the standardized concept
sets in Concepticon (List et al., 2016; Tjuka et al.,
2023). The consequent mapping of the elicitation
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glosses in individual datasets to the Concepticon
reference catalog has been one of the most impor-
tant factors that allowed for the growth of CLICS:
Version 1.0 (List et al., 2014) containing 221 lan-
guage varieties and 1,280 concepts, Version 2.0
(List et al., 2018) containing 1,220 language vari-
eties and 2,487 concepts, and Version 3.0 (Rzymski
et al., 2020) containing 3,156 language varieties
and 2,906 concepts. However, through the map-
ping of the datasets to the Concepticon, a bias for a
certain number of concepts that exhibit hierarchical
relations to other concepts was introduced.

Already with its first launch (List et al., 2016),
Conception has allowed for the definition of broad
concepts that are expressed as such only in specific
languages or specific linguistic areas. As an exam-
ple, consider the concept sets ARM OR HAND and
FOOT OR LEG. These concept sets are expressed by
individual word forms in languages such as Viet-
namese fay, referring to ‘arm’ or ‘hand’, or Rus-
sian noga, referring to ‘foot’ or ‘leg’. However,
many languages distinguish them further, using in-
dividual words for ARM, HAND, FOOT, and LEG,
respectively.

Some lists in Concepticon have a linguistic area
or language family as a target. Thus, the introduc-
tion of underspecified concept sets, such as ARM
OR HAND or FOOT OR LEG was important,
because linguists reporting on Slavic languages
or particular languages in South-East Asia do not
elicit both ARM and HAND, if they know that these
are always colexified in the languages under study.
However, this kind of lexical underspecification,
as we encounter it in the lexicons of Vietnamese
and Russian, is one of the typical reasons for colex-
ifications. Therefore, it is important to list such
cases as true colexifications of ARM and HAND, as
well as FOOT and LEG. The original aggregation
technique used by CLICS ignores these cases. As
a result, important colexification information for a
large number of languages is lost.

In our updated version CLICS 4, we account for
underspecification directly, by defining a list of 85
concept sets that exhibit underspecification along
with the more specific target concepts that they
cover. While most of these underspecified concept
sets can be represented by two concept sets, some
are represented by more than two (specifically kin-
ship terms like SISTER, which has four counter-
parts: YOUNGER SISTER (OF MAN), YOUNGER
SISTER (OF WOMAN), OLDER SISTER (OF MAN),
and OLDER SISTER (OF WOMAN)). In addition,

we decided to replace some concept sets with a too
broad or too narrow definition by more common
concept sets (e.g. replacing STONE OR ROCK by
STONE because ROCK did not occur in the data).

When encountering words that are mapped to
these concepts during the initial iteration over all
word lists in the data, the respective words are mul-
tiplied and each of the words is mapped to the
specific concept sets covered by the underspeci-
fied concept sets. Word forms that are artificially
multiplied in this form are marked in the resulting
dataset by providing information on the original
concept set. In total, we identify 85 underspecified
concept sets in Concepticon that are relevant for
the data in our modified version of CLICS. Of the
1,445,845 word forms in CLICS 4, 107,921 word
forms result from this refinement procedure. A de-
tailed list of the concept replacements can be found
in Appendix A.

3.3 Language and Concept Selection

CLICS 3 included data from 3,156 language va-
rieties. The criterion for including a given word
list in the database was the size of the concept list
underlying the respective dataset. The idea was to
include only those languages with word forms for
250 or more concepts. However, since the editors
of CLICS 3 only checked the size of the concept
lists at the level of entire datasets, the CLICS 3
data contained a large number of language varieties
with much fewer than 250 concepts covered. When
discarding those varieties that contain fewer than
250 word forms, only 1,674 varieties remain.
After detecting this problem when reviewing in-
dividual datasets in CLICS 3, we decided to modify
the criterion for the selection of languages in three
ways. First, instead of setting the threshold to 250
words per language, we lowered it to 180 words,
accounting for the fact that almost half of the lan-
guages in CLICS 3 would not pass this threshold.
The threshold was chosen because we noticed that
there were many datasets with 200 words or fewer.
For many languages, only versions of the Swadesh
list with 200 concepts (Swadesh, 1952) are avail-
able, so the chance of obtaining some concepts
missing for individual languages is considerably
high. Setting the threshold a bit lower allows us to
predefine a core set of concepts that are compara-
ble across languages (and which could be modified
anytime, depending on the analysis one desires to
conduct). Second, in our modified data aggregation
workflow, the threshold is applied to individual lan-
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guage varieties rather than to entire datasets. This
means that for all languages in the sample, we
count whether they meet the inclusion criterion or
not. As a result, it may happen that only certain
parts of the datasets from which CLICS 4 aggre-
gates the word lists make it into the final database.
Third, in order to yield a more meaningful selec-
tion of concepts, our workflow first orders all con-
cepts by their occurrence across the languages in
the data and then retains the most frequent 1,800
concepts. When aggregating the data from the indi-
vidual word lists, only these concepts are retained.
This procedure helps to decrease the sparsity of
the data, resulting from the fact that the individual
word lists often differ quite drastically with respect
to the concepts for which they provide elicitation
glosses. While the cutoff point may seem arbitrary,
it reflects our experience in working with the map-
ping of concept lists in the Concepticon project:
beyond 1,800 concepts, the chances of finding con-
cepts expressed across many languages from many
different families drop considerably.

3.4 Data Representation

The CLICS 3 colexification data was shared in the
form of an SQLite database, while the network in-
formation was shared in the form of a GML file,
offering the colexification networks with nodes,
edges, and specific node and edge attributes. It was
not a difficult task to implement the CLICS 3 work-
flow because the GML format can be easily read
by different software packages. However, working
with the data revealed several shortcomings of the
GML format as the exclusive format for sharing
the colexification network.

When following the core principle of CLDF
in using tables as the basic representation format
wherever possible, it would be straightforward
to represent a graph with the help of two tables.
One table would represent the nodes of a graph,
with node attributes being provided in additional
columns, and another table would represent the
edges, with edge attributes being represented in
additional columns. It turned out that this format
could not only be easily represented in the CLDF
specification, but that it would allow us to repre-
sent colexification data in the form of a structural
dataset (Forkel et al., 2018). While the primary
dataset underlying CLICS 4 provides information
on colexifications between a fixed set of standard-
ized concept sets, the additional view as a structural
dataset — resembling a cross-linguistic typological

database — offers a language-centered view: colex-
ifications are modeled as parameters and for each
language we provide information on their presence
or absence. Thus, following (Forkel and List, 2020)
in combining a word list and a structural dataset in
a unified CLDF dataset, CLICS 4 now consists of
a large aggregated word list with individual word
forms across several thousand language varieties,
along with structural data that provides informa-
tion on the languages that exhibit certain colexifi-
cations.

Structural data in CLDF typically consist of a
parameter table that provides information on the
features comparable across languages, and a value
table that provides information on the individual
values as they are reflected in individual languages.
In our new data model for cross-linguistic colexifi-
cation data, all individual colexifications that can
be inferred when analyzing the aggregated word list
feature are represented as parameters. In contrast,
the corresponding values for each language are rep-
resented by three different codes, indicating if the
feature represented by the parameter is present, ab-
sent, or missing. Thus, our proposal for CLICS 4
not only informs whether a given language exhibits
a particular colexification but also whether it does
not show the colexification, or whether the informa-
tion is missing, since elicitation glosses for at least
one of the concepts involved in the colexification
are missing in the word list.

There are two major advantages of this new rep-
resentation. The first advantage is that colexifi-
cations can be directly inspected in tabular form.
Since the colexification data are shared in a ta-
ble format as part of the CLDF dataset underlying
CLICS 4, interested users can browse through the
colexifications using their favorite spreadsheet ed-
itor. Analyzing the colexification network with
software tools is also facilitated, given that all ma-
jor tools support tabular data. This means that
networks can be conveniently analyzed computa-
tionally or visualized with graph visualization soft-
ware, such as Cytoscape (for a tutorial, see Tjuka,
2024a). The second advantage is that it is much
easier to integrate the data produced by CLICS 4
with the data shared by other projects. Community
assignments, along with additional information on
the coverage of concepts across languages and lan-
guage families, for example, are now part of the
concept table that serves as the basic parameter ta-
ble for the CLICS 4 word list. From this representa-
tion, it is easy to integrate the data not only into the



Concepticon (see also Bocklage et al., 2024) but
also into extended reference catalogs such as No-
RaRe (https://norare.clld.org, Tjuka et al., 2022), a
catalog that extends the Concepticon by providing
additional information on norms, rates, and ratings
for words and concepts across multiple languages.

3.5 Implementation

CLICS 4 is implemented in the form of a
CLDFBench package (Forkel and List, 2020), writ-
ten in Python, that can be installed from the com-
mand line and contains the resulting CLDF data
along with the code that was used to create the data.
The package is shared as part of the supplemental
material accompanying this study and contains ad-
ditional information and code examples that were
used to produce the findings presented in this study.

4 Data Validation
4.1 Comparing CLICS 3 and CLICS 4

In order to understand the differences between our
updated version CLICS 4 and the previous versions
of CLICS, most importantly the last officially pub-
lished version CLICS 3 by Rzymski et al. (2020),
we carried out a detailed comparison of CLICS 3
and CLICS 4. Given that we deliberately restricted
the number of concepts in CLICS 4 to an initial list
of 1,800 concepts — of which 1,730 were retained
when selecting those languages that would cover
at least 180 concepts of the initial list — it may
seem as if CLICS 4 simply reduced the amount
of data in contrast to CLICS 3. However, this is
not the case, which is apparent when comparing
the number of words, language varieties, languages
(different glottocodes), and language families cov-
ered in both datasets, as shown in Table 1. CLICS 4
exceeds CLICS 3 not only regarding the number
of language families and language varieties cov-
ered, but most notably with respect to the number
of word forms that are provided in phonetic tran-
scriptions. CLICS 4 reaches almost the same size
as CLICS 3, while providing almost three times as
many phonetic transcriptions.

A similar situation arises when comparing the
overall number of concepts with the average num-
ber of languages and families expressing a concept
in both datasets (also shown in Table 1). Here,
CLICS 3 exceeds CLICS 4 in the number of con-
cepts that are colexified (1,386 vs. 1,647), while
showing similar values for the average number
of languages expressing a concept (607 vs. 624).

| Criterion CLICS 3 | CLICS 4
Datasets 30 95
Varieties 3156 3432
Languages 2280 2152
Families 200 247
Words 1462 125 | 1445 845
Transcriptions 563 878 | 1445 845
Words per Variety 467 421
Concepts 2906 1730
Colexified Concepts 1647 1386
Languages per Concept 624 607
Families per Concept 61 92
Colexifications 4228 3986
Average Degree 5 6
Average Weighted Degree 36 53
Communities 249 315
Concepts per Community 6.6 4.4

Table 1: Comparison between CLICS 3 and CLICS 4.
Colexifications are only counted when occurring in at
least three different language families. Weighted degree
is calculated by counting the number of language fami-
lies per link.

However, regarding the average number of fami-
lies expressing a concept, CLICS 4 largely exceeds
CLICS 3 (92 vs. 61).

In sum, the comparison provided in Table 1
shows that CLICS 4 does not simply provide more
data, resulting in more languages, more concepts,
and more colexifications. Instead, the major im-
provements concerning the data basis, concept han-
dling, and language selection yield a colexification
network that consolidates the tendencies in the data
rather than diversifying them further. Thus, while
CLICS 4 has fewer colexified concepts, i.e., con-
cepts that are part of a colexification, the concepts
in the colexification network of CLICS 4 have more
connections across more language families on av-
erage, as reflected in their degree distribution (6 vs.
5). In addition, these connections are also substan-
tiated by more colexifications, as reflected in the
weighted degree distribution (53 vs. 36). This trend
can also be observed when directly comparing the
inferred colexifications. There are 2,874 colexifi-
cations observed in both networks, 1,354 unique
to CLICS 3, and 1,112 unique to CLICS 4. Of the
common edges, 859 colexifications in CLICS 4 can
be found in more language families, compared to
778 colexifications in CLICS 3.
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Figure 2: CLICS 4 colexification network with two selected communities (central concepts DRESS and EDGE).

4.2 Visualizing the CLICS 4 Network

To create a visual representation of the CLICS 4
network, researchers can either use the GML file
that is provided along with the CLDF data, or the
table with all colexifications that is shared as part of
CLDF directly. As mentioned in § 3.4, the new data
representation in tabular form as part of a unified
CLDF dataset makes it easier to analyze the data
computationally. The visualization of the data is
also greatly facilitated, given that edge tables are
the basic input format for network visualization
software tools like Cytoscape. A tutorial on how
to create a network visualization with Cytoscape is
provided in Tjuka 2024a. We used this approach to
create Figure 2, which provides a bird’s eye view
of the CLICS 4 network.

The figure shows the entire network with two
communities highlighted and enlarged. The first
community has the concept DRESS as a central
node and shows colexifications with other clothing
items. The edge weights represent the frequency
with which a given colexification occurs across lan-
guages. For example, the colexification between
DRESS and SKIRT is more frequent than the colex-

ification with COAT. The second community has
the concept EDGE as a central node and includes
cross-linguistically frequent colexifications such as
EDGE and SIDE and less frequent ones like EDGE
and CORNER. Given the straightforward represen-
tation of the colexification network in CLICS 4,
the data can conveniently be explored. By using
Cytoscape, researchers can further investigate the
properties of the network and filter them according
to their particular research interests.

5 Conclusion and Outlook

We presented CLICS 4, an enhanced version of the
Cross-Linguistic Colexification Database, which
integrates lexical data for 3,432 language varieties,
corresponding to 2,152 distinct Glottocodes. When
creating CLICS 4 we used an advanced workflow
for the aggregation and analysis of cross-linguistic
colexification data that is based on an increased
and improved data basis, an improved handling of
concepts, more fine-grained criteria for the selec-
tion of languages and concepts, and an updated
representation of the colexification data.

In contrast to previous colexification databases,
CLICS 4 determines colexifications exclusively


https://concepticon.clld.org/parameters/474

based on phonetic transcriptions. This makes the
data more consistent and robust and opens new pos-
sibilities to analyze the data in comparative studies.
Due to the phonetic transcriptions in CLICS 4, fu-
ture studies can build on the initial work to infer
and investigate partial colexifications (List, 2023;
Tjuka and List, 2024; Rubehn and List, 2025). In
addition, phonetic transcriptions enable scholars
to carry out more fine-grained analyses of colexi-
fications inside specific language families, where
a handling of cognate words is important to iden-
tify colexifications that have evolved independently
from colexifications that have been inherited across
branches (Tjuka et al., 2024).

Future studies can use CLICS 4 to explore the
relationship between words and their meanings
across a wide range of languages and uncover im-
portant insights into language evolution, cultural
variations, and cognitive principles. In this way,
CLICS 4 has great potential to contribute to future
studies that address open questions in a broad range
of linguistic subfields, including linguistic typol-
ogy, historical linguistics, psycholinguistics, and
computational linguistics.

Supplementary Material

All data and code underlying this study, along with
instructions on how to run the code, are openly
available. The CLICS 4 database is curated on
GitHub (https://github.com/clics/clics4/tree/v0.5,
Version 0.5) and archived with Zenodo (DOI:
https://doi.org/10.5281/zenodo.16900180).

The code that we used to compare CLICS
3 and CLICS 4 is cuarated on Code-

berg (https://codeberg.org/calc/clics4-
paper/src/tag/v1.0, Version 1.0)
and archived with Zenodo (DOI:

https://doi.org/10.5281/zenodo.16902185).

Limitations

General limitations that apply to large-scale ag-
gregation studies in comparative linguistics also
apply to CLICS 4. These include the fact that the
word list approach for aggregating cross-linguistic
colexifications may fail to model fine-grained as-
pects of colexifications in individual language fam-
ilies, many of which cannot be modeled appropri-
ately without a detailed inspection of particular
languages and their history. An additional problem
of all cross-linguistic colexification databases is
that they contain a lot of missing data, showing low

coverage for most concepts cross-linguistically. We
also emphasize that detailed studies investigating
the properties of CLICS 4 are missing so far, but we
envisage that these will be carried out by different
teams (not only including the team which compiled
the data by now). Another improvement that needs
to be implemented in the future is the treatment
of some artificially separated concepts. For exam-
ple, the current version splits the concept THINK
into the more specific concepts THINK (REFLECT)
and THINK (BELIEVE). While this modification
reflects the ambiguity of the concept THINK, we
suspect that there is no frequently used question-
naire for cross-linguistic data that would contain
both THINK (REFLECT) and THINK (BELIEVE). As
a result, one may call the colexification between
THINK (REFLECT) and THINK (BELIEVE) in ques-
tion, given that the database lacks direct evidence.
This holds to an even larger degree for kinship
terms. One solution we could think of would be
to consider only THINK, as the broadest concept,
because this concept is present in most languages.
While our current technology would allow for such
a handling, we think addressing this problem in a
principled way will require a more thorough revi-
sion, potentially accompanied by additional com-
putational analyses and very detailed decisions that
should not be made in an ad-hoc style.

So far, CLICS 4 is limited to the data and the
database itself can only be investigated with tools
for network visualization and with computational
approaches. As of now, the web application at
https://clics.clld.org still serves the data underlying
CLICS 3. Implementing the web application for
CLICS 4 is planned and will follow in the near
future.
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A Original and Replaced Concepts

Original Concept

| Rep. Con. | New Con. |

Details

MOUNTAIN OR HILL | 1466 2 HILL (733), MOUNTAIN (733)

SPRING OR WELL 1016 2 SPRING (OF WATER) (508), WELL (508)

STONE OR ROCK 484 1 STONE (484)

MAN 2280 1 MALE PERSON (2280)

BROTHER 2668 4 OLDER BROTHER (OF MAN) (667),
OLDER BROTHER (OF WOMAN) (667),
YOUNGER BROTHER (OF MAN) (667),
YOUNGER BROTHER (OF WOMAN) (667)

OLDER BROTHER 2462 2 OLDER BROTHER (OF MAN) (1231),
OLDER BROTHER (OF WOMAN) (1231)

YOUNGER BROTHER | 1814 2 YOUNGER BROTHER (OF MAN) (907),
YOUNGER BROTHER (OF WOMAN) (907)

SISTER 3060 4 OLDER SISTER (OF MAN) (765), OLDER
SISTER (OF WOMAN) (765), YOUNGER
SISTER (OF MAN) (765), YOUNGER SIS-
TER (OF WOMAN) (765)

OLDER SISTER 1910 2 OLDER SISTER (OF MAN) (955), OLDER
SISTER (OF WOMAN) (955)

YOUNGER SISTER 1664 2 YOUNGER SISTER (OF MAN) (832),
YOUNGER SISTER (OF WOMAN) (832)

UNCLE 1254 2 MATERNAL  UNCLE  (MOTHER’S
BROTHER) (627), PATERNAL UNCLE
(FATHER’S BROTHER) (627)

AUNT 1406 2 MATERNAL AUNT (MOTHER’S SISTER)
(703), PATERNAL AUNT (FATHER’S SIS-
TER) (703)

HE OR SHE OR IT 3444 3 HE (1148), IT (1148), SHE (1148)

WE 3862 2 WE (EXCLUSIVE) (1931), WE (INCLU-
SIVE) (1931)

BLOOD VESSEL 342 1 VEIN (342)

ROAST OR FRY 868 2 FRY (434), ROAST (SOMETHING) (434)

SIEVE OR STRAIN 409 1 STRAIN (409)

TORCH OR LAMP 400 1 LAMP (400)

SICKLE OR SCYTHE | 445 1 SICKLE (445)

BRANCH OR TWIG 353 1 BRANCH (353)

STRIKE OR BEAT 1416 2 BEAT (708), STRIKE (708)

CHOP 1116 2 CHOP (INTO PIECES) (558), CUT (WITH
AXE) (558)

BREAK (DESTROY OR | 2240 2 BREAK (BREAKING) (1120), BREAK

GET DESTROYED) (CLEAVE) (1120)

TWIST (AROUND) 415 1 TWIST (415)

CRAWL OR CREEP 455 1 CRAWL (455)

STORE 311 1 SHOP (311)

AFTER 743 1 AFTERWARDS (743)

OLD 5164 2 OLD (AGED) (2582), OLD (USED) (2582)

BREATH OR BREATHE | 728 2 BREATH (364), BREATHE (364)

BE ALIVE OR LIFE 990 2 BE ALIVE (495), LIFE (495)
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BE DEAD OR DIE 1358 1 DIE (1358)

MIGHTY OR POWER- | 852 2 POWERFUL (426), STRONG (426)

FUL OR STRONG

COOKING POT 660 1 POT (660)

DO OR MAKE 1582 2 DO (791), MAKE (791)

BRONZE OR COPPER | 273 1 COPPER (273)

DOWN OR BELOW 646 2 BELOW OR UNDER (323), DOWN (323)

CENTER OR MIDDLE | 337 1 MIDDLE (337)

BEGIN OR START 520 1 BEGIN (520)

CANNON OR GUN 338 1 GUN (338)

FINGERNAIL OR TOE- | 872 2 FINGERNAIL (436), TOENAIL (436)

NAIL

PATH OR ROAD 2920 2 PATH (1460), ROAD (1460)

COLD (OF WEATHER) | 204 1 COLD (204)

A LITTLE 191 1 FEW (191)

HOW MANY 1592 2 HOW MANY PIECES (796), HOW MUCH
(796)

SON-IN-LAW 434 2 SON-IN-LAW (OF MAN) (217), SON-IN-
LAW (OF WOMAN) (217)

CUT (WITH KNIFE) 250 1 CUT (250)

MARRY (AS MAN) 269 1 MARRY (269)

HIT 2051 1 STRIKE (2051)

THIN (OF LEAF AND | 240 1 THIN (OF SHAPE OF OBJECT) (240)

CLOTH)

ITCH OR ITCHY OR | 344 2 ITCH (172), ITCH (CAUSE ITCHING OR

ITCHING FEEL ITCHY) (172)

HE OR SHE 2052 2 HE (1026), SHE (1026)

THIN 3456 2 THIN (OF SHAPE OF OBJECT) (1728),
THIN (SLIM) (1728)

MALE 938 2 MALE (OF ANIMAL) (469), MALE (OF
PERSON) (469)

FEMALE PERSON 1154 1 WOMAN (1154)

CHILD 3876 2 CHILD (DESCENDANT) (1938), CHILD
(YOUNG HUMAN) (1938)

HIDE 2594 2 HIDE (CONCEAL) (1297), HIDE (ONE-
SELF) (1297)

THINK 3834 2 THINK (BELIEVE) (1917), THINK (RE-
FLECT) (1917)

SMELL 1608 2 SMELL (PERCEIVE) (304), SMELL
(STINK) (804)

BOIL 338 1 BOIL (OF LIQUID) (338)

BURN 5012 2 BURN (SOMETHING) (2506), BURNING
(2506)

KNOW 689 1 KNOW (SOMETHING) (689)

EAGLE OR HAWK 382 2 EAGLE (191), HAWK (191)

ARM OR HAND 720 2 ARM (360), HAND (360)

FOOT OR LEG 2340 2 FOOT (1170), LEG (1170)

FLESH OR MEAT 2852 2 FLESH (1426), MEAT (1426)
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PERSPIRE OR SWEAT

996

SWEAT (PERSPIRE) (498), SWEAT (SUB-
STANCE) (498)

THIN (OF HAIR AND | 34 1 THIN (OF SHAPE OF OBJECT) (34)

THREAD)

RAINING OR RAIN 1086 2 RAIN (PRECIPITATION) (543), RAIN
(RAINING) (543)

BLACK OR DARK 204 2 BLACK (102), DARK (102)

EARTH OR LAND 402 2 EARTH (SOIL) (201), LAND (201)

TURN 2620 2 TURN (SOMETHING) (1310), TURN
AROUND (1310)

BELLY OR STOMACH | 70 2 BELLY (35), STOMACH (35)

FINGER OR TOE 4 2 FINGER (2), TOE (2)

WE TWO (INCLUSIVE) | 302 1 WE TWO (302)

HOT OR WARM 274 2 HOT (137), WARM (137)

SHY OR ASHAMED 607 1 SHY (607)

NO OR NOT 2190 2 NO (1095), NOT (1095)

CLAW OR NAIL 759 3 CLAW (253), FINGERNAIL (253), TOE-
NAIL (253)

BLUE OR GREEN 58 2 BLUE (29), GREEN (29)

BAD OR EVIL 1344 2 BAD (672), EVIL (672)

THATCH OR ROOF 1408 2 ROOF (704), THATCH (704)

PAINFUL OR SICK 1954 2 PAINFUL (977), SICK (977)

DREAMING OR | 514 2 DREAM (257), DREAM (SOMETHING)

DREAM (257)

LARGE WILD HERBI-| 132 1 DEER (132)

VORE
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