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Abstract

Following the Yellow Vest crisis that occurred
in France in 2018, the French government
launched the Grand Débat National, which
gathered citizens’ contributions. This paper
presents a semantic analysis of these contribu-
tions by segmenting them into sentences and
identifying the topics addressed using cluster-
ing techniques. The study tests several combi-
nations of French language models and commu-
nity detection algorithms, aiming to identify the
most effective pairing for grouping sentences
based on thematic similarity. Performance is
evaluated using the number of clusters gener-
ated and standard clustering metrics. Princi-
pal Component Analysis (PCA) is employed to
assess the impact of dimensionality reduction
on sentence embeddings and clustering quality.
Cluster merging methods are also developed to
reduce redundancy and improve the relevance
of the identified topics. Finally, the results help
refine semantic analysis and shed light on the
main concerns expressed by citizens.

Keywords: Semantic analysis . Language
models . Community detection . Clustering
. Dimensionality reduction . Cahiers Citoyens

1 Introduction

As an answer to the Yellow Vest crisis, in January
2019, the French government launched the Grand
Débat National [in English, Large National De-
bate] (GDN) offering both a dematerialized digi-
tal platform and physical supports, called Cahiers
Citoyens [Citizens’ Notebooks], leaved in various
public places (town halls, roundabouts, hospitals,
prisons, etc.). These notebooks enabled citizens to
freely express their views on topics of their choice,

'https://granddebat.fr/
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choosing the format (letters, paragraphs, emails,
bullet lists, petitions) and length (ranging from
a few words to several pages) that suited them.
At the GDN close, in mid-March 2019, Cahiers
Citoyens gathered 225,224 contributions located
to the place where each one had been written or
deposited. Among the 34,970 municipalities in
France in 2019, 17,014 proposed at least one note-
book.

A team has been formed to conduct a semantic
analysis of the content of Cahiers Citoyens, and this
paper is part of the project’s framework. The anal-
ysis is based on both the text of the contributions
and their location.? Due to the volume of contribu-
tions, the adopted approach consisted in identifying
the topics they addressed (Guembour, 2024). To
achieve this, clustering was applied to the texts of
the contributions using community detection algo-
rithms. However, the first clustering results varied
widely in number of clusters and of unclassified cit-
izens’ contributions, making necessary to explore
various combinations of parameters (algorithms,
hyperparameters, language models, etc.) and post-
treatments. After a presentation of related works
in Section 2 and the corpus of Cahiers Citoyens in
Section 3, this article describes the end-to-end pro-
cess implemented to identify the contributions’ se-
mantic organization, combining text representation
models and community detection algorithms. Sec-
tion 4 presents the tested combinations and Section
5 evaluates them through different indexes. Section
6 introduces post-treatments intended to enhance
clustering performance, while Section 7 provides
a detailed assessment of these methods along with

2One hypothesis, supported by numerous previous soci-

ological studies, is that citizen expression depends on the
location where it is produced.
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the final results. Finally, Section 8 presents the
main conclusions of this study and discusses the
perspectives opened by this work.

2 Related Works

Community detection in graphs constructed from
textual data has emerged as a widely adopted tech-
nique in text mining, enabling the unsupervised
discovery of latent thematic structures. Among the
most commonly used algorithms, Louvain (Blondel
et al., 2008) and the Label Propagation Algorithm
(LPA) (Zhu and Ghahramani, 2003) are particu-
larly prominent for their ability to identify coherent
clusters within semantic graphs.

Several studies have employed the Louvain algo-
rithm specifically for topic modeling across large
textual corpora. For example, (Marco et al., 2024)
used Louvain to improve the semi-supervised clus-
tering of customer reviews in the domain of cus-
tomer services. (Monnet and Loic, 2024) com-
bined doc2vec representations with Louvain, k-
means, and spectral clustering to enhance topic
classification across a broad document collection.
(Chowdhury et al., 2023) reformulated the topic
modeling task as a community detection problem
in a word co-occurrence graph generated from a
text corpus. Similarly, (Wang et al., 2021) applied
Louvain to cluster COVID-19-related articles by
thematic similarity, following an automatic sum-
marization process. In all these cases, Louvain
demonstrated strong capabilities in uncovering se-
mantically meaningful clusters from unstructured
textual data. (Boutalbi et al., 2022) introduced an
innovative method, IEcons (Implicit and Explicit
Consensus), which combines multiple textual rep-
resentations —including TF-IDF, Word2Vec, and
BERT embeddings— to improve the robustness of
clustering. Their approach uses a dual consensus
strategy: explicit consensus through the aggrega-
tion of clustering results obtained from each rep-
resentation independently, and implicit consensus
through the fusion of similarity matrices into a uni-
fied similarity tensor. For the final clustering step,
several algorithms are evaluated, including Lou-
vain, which is particularly effective in extracting
dense communities from the resulting weighted
graph. In a different application, (Abdine et al.,
2022) leveraged the Louvain algorithm to detect
political communities from a user graph built from
French tweets, where edges are defined by retweet
behavior. Although the graph structure is based on
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user interaction rather than content similarity, this
work reflects a growing interest in combining com-
munity detection techniques with language models
such as RoBERTa and CamemBERT, which the
authors use for offensive language detection.

In parallel, the Label Propagation Algorithm
(LPA) has also received attention due to its simplic-
ity and computational efficiency on large graphs.
(Tang et al., 2022) proposed a classification frame-
work for scientific and technical documents (e.g.,
patents and academic papers) using Word2Vec
embeddings and a consensus clustering approach
based on LPA. (Pawar et al., 2018) developed an
LPA-based method for weakly supervised text clas-
sification, where documents are modeled as nodes
in a similarity graph, and labels are propagated
through the network. (Han et al., 2016) focused
on improving LPA itself, introducing a modified
version, LPAf, that enhances the quality of detected
communities in large-scale networks. These contri-
butions illustrate LPA’s suitability for fast, scalable
classification and clustering tasks over vast docu-
ment sets.

Beyond Louvain and LPA, other methods have
been proposed that integrate semantic information
directly into the graph structure. For instance, a
community detection method was developed by
(Ruan et al., 2013), incorporating both network
connectivity and TF-IDF scores of textual content,
demonstrating improved thematic coherence in the
resulting communities. Similarly, (Gao et al., 2023)
proposed a sentiment-aware community detection
framework, where TF-IDF vectors and sentiment
scores are jointly used to construct a weighted
graph reflecting both topical and emotional affini-
ties between users in social networks. This ap-
proach enhances the identification of semantically
and emotionally coherent communities.

To facilitate the application of community de-
tection algorithms, several studies have introduced
dimensionality reduction techniques, particularly
when working with high-dimensional vector rep-
resentations of textual data. These methods aim
to project the original graph or embedding space
into a lower-dimensional representation while pre-
serving the essential topological or semantic prop-
erties of the data. For instance, (Aman et al., 2021)
employ structural embedding methods such as
DeepWalk and Node2Vec to learn low-dimensional
node embeddings, enabling more efficient commu-
nity detection. Unlike semantic-based approaches,



these methods focus exclusively on the structural
properties of the network.

While most studies focus on general-purpose cor-
pora or domains such as customer reviews or social
media, few works have addressed the analysis of de-
liberative citizen-generated content. Yet, this type
of corpus —as exemplified by the Cahiers Citoyens
or participatory platforms— raises important chal-
lenges due to its thematic diversity, variability in
writing quality, and lack of structure.

A government-commissioned report by the
Roland Berger firm (Berger and Bluenove, 2019),
in collaboration with the agency Cognito Consult-
ing?, served as a starting point for the analysis
of the Cahiers Citoyens. The approach relied on
semantic mapping to cluster textual contributions
into eight major themes: democracy and citizenship
(144,071 ideas), ecological transition (89,103), tax-
ation and public spending (138,667), state organiza-
tion and public services (62,597), economy and em-
ployment (26,686), education and training (9,638),
purchasing power (75,652), and health, solidarity,
and integration (63,574). However, the methodol-
ogy has been criticized for its lack of transparency,
particularly regarding the definition of what con-
stitutes an “expressed idea”, the algorithmic proce-
dures used, and the rapidity with which the results
were delivered — all of which raise questions about
the robustness and interpretability of the findings.

(Ray, 2023) explored topic extraction methods
such as BERTopic (Grootendorst, 2022) and Latent
Dirichlet Allocation (LDA) (Blei et al., 2003) to an-
alyze the contributions from the Cahiers Citoyens
corpus. The objective was to compare the ex-
tracted thematic structures with those identified
in the Roland Berger firm report. This approach
provides a renewed perspective on the thematic di-
versity present in citizen contributions. The most
salient clusters uncovered by the analysis relate to
issues such as pension increases, rural life, educa-
tion, ecology and agriculture, electoral processes
including recognition of blank votes, speed limita-
tions on highways, and taxation.

(Monnier, 2023) conducted an in-depth study on
the theme of wind power based on the Cahiers
Citoyens corpus. Her work adopts a cross-
disciplinary perspective in the social sciences, com-
bining linguistic and geographical approaches. The
analysis focused on three departments where wind-
related concerns were particularly salient, allow-

Shttps://www.cognito.fr/
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ing for a territorialized interpretation of contribu-
tions based on the natural and social characteristics
specific to each region. Spatialized text extrac-
tions were visualized through map-based represen-
tations.

While previous research has explored a wide
range of textual representations — from traditional
models such as TF-IDF and Word2Vec to more
advanced embeddings from BERT— none, to the
best of our knowledge, have leveraged pretrained
Transformer-based language models specifically
designed for French (such as CamemBERT) to rep-
resent texts, followed by dimensionality reduction
of these vectors to construct an optimized semantic
graph, on which community detection algorithms
are applied. This is the approach proposed here in
order to reveal latent topics in large-scale citizen-
generated content from the Cahiers Citoyens.

3  Corpus of Cahiers Citoyens

The notebooks of Cahiers Citoyens were made up
of handwritten and/or typed texts, emails sent di-
rectly to the city councils, files sometimes includ-
ing attachments, as well as collective petitions, and
reflect a diversity of citizen concerns. A textomet-
ric and spatialized analysis of the corpus is pre-
sented in detail in (Domingues and Jolivet, 2024).

3.1 Contribution Segmentation into Sentences

Previous topic modeling analyses of Cahiers
Citoyens (Ray, 2023) revealed that a single con-
tribution often addresses multiple topics. Conse-
quently, the contribution could not serve as the unit
of semantic analysis. Therefore, the contributions
were segmented into sentences, resulting in a cor-
pus of 4,200,831 sentences, hereafter referred to
as CC. This finer granularity was intended to facil-
itate the identification of meaning units and their
grouping into clusters. This segmentation was per-
formed using the Spacy model (Honnibal et al.,
2020) based on transformers.* This choice was
based on two main criteria:

* Model performance: This model achieved the
highest performance among those available in
Spacy, with a sentence segmentation accuracy
of 0.92;

* Adaptability to the specificities of the corpus:
the contributions of CC come from citizens

*fr_depnews_trf: https://spacy.io/models/
fr#fr_dep_news_trf


https://www.cognito.fr/
https://spacy.io/models/fr#fr_dep_news_trf
https://spacy.io/models/fr#fr_dep_news_trf

with varied profiles, leading to typographi-
cal variations, such as the absence of capi-
tal letters at the beginning of sentences and
the lack of strong punctuation marks at the
end of sentences in numerous contributions.
This model has proven capable of segmenting
sentences effectively, even when these typo-
graphic markers are absent.

3.2 Sentence Preprocessing

The segmentation of contributions into sentences
revealed that a number of them are frozen or fixed,
in the sense they contain no information about the
themes and topics raised by citizens in their contri-
butions. These sentences include elements such as
contribution dates, contributor names, recipients,
polite expressions, etc. (e.g., Je vous prie d’agréer,
Monsieur, mes sincéres salutations [Please accept,
Sir, my sincere greetings], Mardi 18 décembre
2018 [Tuesday, December 18, 2018]). In order
to prevent them from affecting the semantic anal-
ysis, they were removed during a preprocessing
phase. This filtering step helps reduce memory
consumption and speeds up clustering computa-
tions by eliminating non-informative sentences for
topic modeling. The method used is based on two
complementary approaches:

* Detection based on syntactic patterns: identifi-
cation of specific linguistic structures such as
dates, email addresses, phone numbers, etc.

* Clustering by semantic similarity: use of
the Fast Clustering algorithm to automati-
cally identify formatted sentences by grouping
them according to their similarity (for exam-
ple, one cluster for dates and another for polite
expressions).

Through this preprocessing phase, the total number
of sentences was reduced to 2,789,465, resulting in
arefined corpus referred to as filtered-CC. However,
due to limited computational resources (in terms
of both memory and processing time), it was not
feasible to process the entire corpus. Therefore, a
random sample of 50,000 sentences® was selected
from filtered-CC to conduct the study. Table 1
presents the different versions of the corpus.

SStatistical tests were conducted to assess the representa-
tiveness of the sample with respect to the full corpus. Results
indicate that the sample is representative in terms of sentence
length and morphosyntactic distribution.

Table 1: Table detailing the different corpus versions

Corpus Unit Count
Cabhiers Citoyens Contribution 225,224
cC Sentence 4,200,831
filtered-CC Sentence 2,789,465
Sample of filtered-CC Sentence 50,000

4 Combinations of Language Models and
Community Detection Algorithms

As stated in Section 1, the proposed method con-
sists in representing sentences as embeddings (vec-
tors) using language models, then applying clus-
tering algorithms to these embeddings to obtain
clusters. The objective is to compare different com-
binations of language models and clustering algo-
rithms in order to identify the one that provides the
best clustering of sentences and, consequently, the
most accurate identification of topics. In addition,
each combination is tested both with and without di-
mensionality reduction using Principal Component
Analysis (PCA) (Hotelling, 1933). The purpose of
applying PCA is to evaluate the impact of dimen-
sionality reduction on sentence embeddings and
clustering quality. For sentence vector representa-
tions, three language models were selected due to
their high performance in French: CamemBERT-
large (Reimers and Gurevych, 2019; Martin et al.,
2020), Solon-large®, and Distil-CamemBERT (De-
lestre and Amar, 2022). Regarding clustering, since
the exact number of topics (clusters) discussed in
Cahiers Citoyens is unknown, we opted for com-
munity detection algorithms, which are designed
to uncover structure in graphs without requiring a
predefined number of clusters. To do this, a graph
has been constructed where each sentence embed-
ding represents a node, and an edge is established
between two nodes if their cosine similarity ex-
ceeds the threshold of 0.68 (this threshold was cho-
sen based on a comparative analysis conducted by
(Guembour, 2024), which examined various pairs
of sentences).” Community detection algorithms
are then applied to the graph to obtain clusters. The
algorithms have been selected from related works
(in Section 2): LPA (Label Propagation Algorithm)
and the Louvain algorithm.

With three models, mixed or not with dimension-

®https://huggingface.co/OrdalieTech/Solon-embeddings-
large-0.1

"The study showed that, in the corpus, some expressions
appear either in their full form or as acronyms, and that a
threshold of 0.68 effectively groups together these variations
when they occur in similar contexts.
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ality reduction, and two algorithms, we obtain 12
combinations to compare. Algorithm 1, presented
below, describes the process of applying these com-
binations, while Table 2 shows that PCA enables to
substantially reduce the number of embedding di-
mensions while retaining a large part of the inertia
(90%).

Algorithm 1 Application of Language Model and
Community Detection Algorithm Combinations
Input: Sample of 50,000 sentences from filtered-
cc

Output: Sentence clusters

1: Select a language model m

2: Compute sentence embeddings using model m

3: Apply PCA to the sentence embeddings or not,
retaining 90% of the inertia

4: Construct a graph G where each node repre-
sents a sentence embedding

5: Connect two nodes (i, j) if similarity(i, j) >
0.68

6: Select a community detection algorithm a

7: Apply a on G to detect communities

8: Evaluate the quality of the obtained clustering

Table 2: Number of embedding dimensions before and
after PCA

Model Initial Dimensions | With PCA
CamemBERT-large 1024 382
Solon-large 1024 334
Distil-CamemBERT 768 165

5 Evaluation and Interpretations of the
Combinations

Evaluation: The performance of each combi-
nation (model, algorithm) is measured through the
quality of the clustering. Several metrics adapted to
unsupervised clustering and community detection
have been selected: the Calinski-Harabasz index
(CHI) (Calinski and Harabasz, 1974), the Davies-
Bouldin index (DBI) (Davies and Bouldin, 1979),
and Modularity (Newman, 2006). These metrics as-
sess the internal cohesion of groups, the separation
between clusters, and the structure of communities
within the resulting graph. The CHI and the DBI
assess clustering quality by measuring the separa-
tion and compactness of clusters, with a high value
being desirable for the former and a low value for
the latter. Modularity, on the other hand, measures
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the density of connections within communities in
a graph, with a high value indicating well-defined
communities. Table 3 provides the index values
for each of the 12 combinations. In our case, since
the objective is to identify the largest number of ad-
dressed topics, we consider that a good clustering
is characterized by a high number of classified sen-
tences and optimal evaluation metrics, particularly
the CHI, the DBI, and modularity. The number of
classified sentences corresponds to the number of
nodes in the graph, as each sentence is represented
by an embedding and becomes a node of the graph
built for community detection. Thus, the more simi-
lar (in the sense of the semantic similarity measure)
embeddings the model generates, the more nodes
will be connected in the graph. Conversely, sen-
tences that do not exhibit any link with others are
not included in the graph.

Interpretations: Table 3 shows that the lan-
guage model classifying the highest number of
sentences is CamemBERT-large. The Distil-
CamemBERT model classifies slightly fewer sen-
tences than the CamemBERT-large model, indicat-
ing that it retains a good ability to capture simi-
larities between sentence embeddings. In contrast,
Solon-large classifies significantly fewer sentences,
suggesting that its embeddings are less homoge-
neous and less effective at linking sentences within
the graph, thereby reducing the number of nodes.
For all three models, using embeddings without
dimensionality reduction allows for a higher num-
ber of classified sentences compared to when PCA
is applied. This means that dimensionality reduc-
tion via PCA decreases the model’s ability to cap-
ture similarities between embeddings. Applying
the Louvain algorithm to CamemBERT-large em-
beddings produces the smallest number of clus-
ters, demonstrating a better ability to group sim-
ilar elements than the LPA algorithm. Louvain
generates approximately 1,000 fewer clusters with
CamemBERT-large and Distil-CamemBERT, and
approximately 500 fewer with Solon-large, suggest-
ing that it better captures global thematic structures.
In contrast, using PCA generally results in an in-
crease in the number of clusters, as it reduces the
similarity between embeddings, preventing them
from being grouped together. This means that ini-
tially similar sentences may be considered dissimi-
lar after reduction.

The CHI shows that CamemBERT-large deliv-
ers the best performance among the tested mod-



Table 3: Table detailing the performance of each combination. w/o PCA = without PCA; w PCA = with PCA. Bold
values represent the best performances without PCA. Underlined values represent the best performances with PCA.

Metric CamemBERT-large || CamemBERT-large || Distil-CamemBERT | Distil-CamemBERT Solon-large Solon-large
+ Louvain +LPA + Louvain +LPA + Louvain +LPA
w/o PCA | wPCA || woPCA | wPCA || woPCA | wPCA || woPCA | wPCA w/o PCA | wPCA || w/o PCA | wPCA
#s(éﬁifcﬁ;d 23375 | 22,050 | 23375 | 22,050 | 23,155 | 22,189 | 23155 | 22189 || 17721 | 14231 || 17,721 | 14231
#Clusters || 2,398 | 2,449 3,300 3,279 2,425 2,591 3,560 3,647 2571 | 2,551 3,163 | 2,909
CHI 7.25 7.76 7.08 748 6.34 6.59 6.09 6.25 5.19 531 4.98 5.07
DBI 1.26 1.21 1.19 1.13 1.28 1.28 1.23 1.17 121 0.99 1.14 091
Modularity ||  0.88 0.89 0.86 0.87 0.90 0.92 0.87 0.90 0.92 0.92 0.90 0.90
els. This model produces well-separated and  sures better modularity than LPA, meaning that

compact clusters, as reflected by its high CHI
values. Although Distil-CamemBERT performs
well, its results are slightly lower, suggesting that
CamemBERT-large captures finer semantic rela-
tionships and thus provides better vector represen-
tations. Solon-large, with even lower CHI scores,
appears less suited for this clustering task.
Regarding community detection algorithms, Lou-
vain outperforms LPA across all three language
models tested. Louvain generates better-separated
and more homogeneous clusters, confirming its
ability to identify distinct communities by min-
imizing cuts between them and producing more
coherent clusters. The impact of PCA on clustering
quality is also significant. All combinations with
PCA show higher CHI than those without dimen-
sion reduction. PCA reduces dimensionality while
enhancing cluster separation and compactness, al-
though it can sometimes decrease the similarity
between embeddings, preventing their clustering.

As mentioned before, a low DBI value indicates

better clustering with more compact clusters, where
cluster points are closer to their centroid. The ob-
tained values show that the Solon-large model pro-
duces more compact clusters than CamemBERT-
large and Distil-CamemBERT, at the cost of a
smaller number of classified sentences, which re-
duces intra-cluster dispersion.
Concerning the algorithms,The LPA generates clus-
ters with a lower DBI than Louvain for all models,
indicating more cohesive and less dispersed groups.
For all combinations, the use of PCA systematically
reduces DBI values, confirming that dimensional-
ity reduction improves cluster cohesion by limiting
their internal dispersion.

In terms of modularity, the results show that
Solon-large achieves slightly higher modularity be-
cause it classifies fewer sentences, reducing the
density of the graph. Clustering with Louvain en-
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the detected communities are better defined. PCA
has a very limited impact on the modularity of the
CamemBERT-large and Distil-CamemBERT mod-
els. Indeed, although applying PCA to the embed-
dings of these two models reduces the number of
nodes in the graph, it nevertheless remains dense.
In summary, the most suitable combination for
our corpus appears to be CamemBERT-large paired
with the Louvain algorithm. This configuration
maximizes similarity between embeddings, groups
more sentences into fewer clusters, and has the best
CHI value. Although its DBI is not the lowest, it re-
mains close to the values obtained with other com-
binations. Similarly, while some configurations
show slightly better modularity, the difference re-
mains marginal. Finally, PCA improves CHI, DBI,
and modularity scores. However, it reduces the
number of classified sentences, as it decreases the
model’s ability to capture similarities between sen-
tence embeddings, thereby limiting the formation
of clusters grouping semantically close sentences.

6 Post-Treatments to Merge Redundant
Clusters

In Section 5, we identified the most effective
combination for clustering, namely the use of
CamemBERT-large for sentence embeddings and
the Louvain algorithm for community detection.
This configuration enables classifying the largest
number of sentences while ensuring good cluster
cohesion. However, the number of clusters ob-
tained remains very high (2,394 without PCA and
2,446 with PCA). Yet, some clusters could be re-
dundant in the sense they might address similar top-
ics. So, optimizing clustering results could mean
reducing the number of clusters and obtaining more
populated clusters while improving performance
according to CHI, DBI, and modularity.

To achieve this, we developed three approaches



designed to merge redundant clusters:

* Merging clusters sharing the three most fre-
quent stems;

* Merging clusters with identical DBI values;

* Merging clusters using Hierarchical Cluster-
ing (HC) (Johnson, 1967).

The evaluation of these approaches, as well as the
presentation of the results of the best-performing
approach, are detailed in section 7.

6.1 Merging Clusters Sharing the Three Most
Frequent Stems

The first approach to grouping redundant clusters
is based on the analysis of the three most fre-
quent stems. For this, the sentences of each cluster
were tokenized, and the stems of the words were
extracted before being sorted by descending fre-
quency. Clusters sharing the three most frequent
stems were merged, after removing stop words,
whose stems were not considered in this operation.

6.2 Merging Clusters with Identical DBI
Values

The second approach is based on the DBI. In Sec-
tion 5, we used this measure to evaluate the quality
of the clustering and observed that some clusters
with the same DBI value deal with similar topics.
Based on this, we hypothesized that if two clusters
have exactly the same DBI value, they are likely to
be close in terms of thematic content. Indeed, the
DBI of a cluster reflects its proximity to the most
similar cluster. Therefore, all clusters sharing an
identical DBI value were merged.

6.3 Merging Clusters Using Hierarchical
Clustering

The last proposed approach aims to reduce the num-
ber of clusters by applying HC to the clusters de-
tected by the Louvain algorithm. This approach
allows for merging clusters whose Euclidean dis-
tance is less than or equal to 0.32. This threshold
was chosen to align with the cosine similarity of
0.68 used when constructing the initial clusters
(with the Euclidean distance approximately equal
to 1 - cosine similarity).

In this approach, each cluster is represented by
its centroid, defined as the node closest to the other
cluster nodes, according to the closeness centrality
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measure (Bavelas, 1950; Sabidussi, 1966).% This
central node is therefore the one that is, on average,
closest to the other elements of the cluster, making
it a good representative of its structure. HC was
then applied to these centroids, allowing the identi-
fication and merging of clusters deemed sufficiently
close by the algorithm.

7 Semantic Analysis of Cahiers Citoyens
through the Clusters

Evaluation of the Clustering after Merging
Clusters:

The CHI, the DBI, and modularity must be recal-
culated after applying merging methods. Table 4
presents the new values as well as the number of
clusters obtained after merging.

The merging of clusters sharing the three most
frequent stems slightly improves the CHI as well
as the DBI. However, this approach results in
a minimal reduction in the number of clusters,
decreasing to 13 clusters without PCA and 19
clusters with PCA. Modularity remains unchanged,
both with and without PCA. This stability is
explained by the slight reduction in the number of
clusters, which limits the impact on the overall
clustering structure. In summary, although this
approach slightly enhances some quality indices,
it does not lead to a significant reduction in the
number of clusters.

The merging of clusters sharing an identical
DBI also results in a modest reduction in the
number of clusters, with 18 clusters without PCA
and 14 with PCA. Although this approach slightly
decreases the number of clusters, the quality of
cluster separation deteriorates, as evidenced by
the decline in the CHI in both cases (with and
without PCA). Furthermore, the values of the DBI
and modularity remain unchanged, indicating that
this method does not significantly improve cluster
compactness or modularity.

The best-performing approach is to merge clus-
ters using HC, which reduces the number of clus-
ters by approximately 38 when dimensionality is
not reduced, and by 37 when PCA is applied. This

8The closeness centrality of a node is the inverse of the
sum of the shortest path distances from this node to all other
nodes in the network, indicating how close a node is to all
others. A higher closeness centrality means the node is more
central within the cluster.



Table 4: Table detailing the performance of each merging approach. w/o PCA = without PCA; w PCA = with PCA.
Bold values represent the best performances without PCA. Underlined values represent the best performances with

PCA.
) CamemBER’F—large Merging clusters Me.rging c.luste.rs Merging clusters
Metric + Louvain sharing the three sharing an identical .
(before merging) most frequent stems DBI value using HC
w/o PCA | wPCA || woPCA | wPCA w/o PCA | wPCA || wio PCA | wPCA
# Clusters 2,398 2,449 2,386 2,430 2,380 2,435 2,360 2,412
CHI 7.25 7.76 7.29 7.77 7.06 7.49 7.35 7.83
DBI 1.26 1.22 1.25 1.21 1.26 1.22 1.25 1.21
Modularity 0.88 0.89 0.88 0.89 0.88 0.89 0.88 0.89

reduction improves the CHI, reflecting better clus-
ter separation. Additionally, the merging leads to
a decrease in the DBI, indicating that the clusters
are now more compact, with points closer to their
centroid and reduced intra-cluster dispersion. Al-
though odularity remains largely unchanged, likely
due to the limited reduction in cluster count, sug-
gesting a stable overall graph structure. In sum-
mary, this approach enhances cluster cohesion
while maintaining adequate separation.

Results of the Semantic Analysis:

The semantic analysis of the corpus was performed
using the most effective combination, namely
CamemBERT-large for sentence vector represen-
tation and Louvain for community detection, op-
timized by the most efficient merging approach:
HC. Table 5 presents the 10 most compact clusters,
which achieve the highest individual CHI values
corresponding to each cluster. It is important to
note that the individual CHI values are weighted
by the number of sentences in each cluster, thereby
highlighting clusters that are both compact and
large in size. In this table, the topic of each clus-
ter is identified through its central sentence, deter-
mined using the closeness centrality measure. The
t-SNE (Maaten and Hinton, 2008) projection of
these clusters is shown in Figure 1.

The analysis of the results in Table 5 reveals
a strong concentration of discussions around key
topics, with variations in the size and coherence of
the groups, as reflected in their individual CHI.

Clusters 779 and 681 address the revaluation
of retirement pensions and the reinstatement of
the ISF (Solidarity Wealth Tax). They stand out
due to their large size and high CHI, at 548.26
and 380.46, respectively. These results indicate a
strong homogeneity within these clusters, with sen-
tences closely related to widely shared economic
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Figure 1: t-SNE Projection of CamemBERT-large Em-
beddings Reduced by PCA — Louvain Clustering (Top
10 Clusters)

and social concerns. The importance of pension
and tax-related issues is reflected in the high num-
ber of sentences (1,066 for cluster 779 and 533 for
cluster 681).

Cluster 1027, which focuses on reducing the
number of deputies, also has a high CHI (330.88)
and comprises 807 sentences. This topic, related
to institutional reforms, demonstrates citizens’ con-
cerns about political representation and the func-
tioning of institutions.

Other clusters, such as those addressing the re-
moval of the CSG (General Social Contribution)
tax on retirement pensions (cluster 768) and manda-
tory voting (cluster 982), focus on specific fis-
cal and democratic issues. Their respective sizes
(588 and 378 sentences) reflect significant inter-
est in these reforms, though to a lesser extent than
broader economic and institutional topics.

Additional concerns also emerge, though in a
more diverse manner. Tax reduction (cluster 726)
and taxation of all incomes (cluster 691) highlight
a broader debate on fiscal policies. The abolition



Table 5: Top 10 clusters with their CHI and central phrases

Cluster Index | # of Sentences | Individual CHI Central Phrase (Translated)
779 1,066 548.26 Revaluation of retirement pensions
681 533 380.46 Reinstatement of the ISF (N/A: ISF is a Wealth Tax)
1027 807 330.88 Reduction in the number of deputies
768 588 297.72 Remove the CSG on retirement pensions (N/A: CSG is a Social Tax)
982 378 280.86 Mandatory voting
726 869 251.74 Lower taxes
691 708 246.43 TAXATION Taxes on all incomes
1546 796 236.83 Abolition of privileges for politicians
995 474 230.63 Citizen consultation by referendum (RIC)
861 635 212.52 Salary increase

of political privileges (cluster 1546) and citizen
consultation via referendum (cluster 995) reflect
a desire for systemic transformation and greater
democratic participation. Finally, salary increases
(cluster 861), though present, generate a more het-
erogeneous and less structured discussion.

In summary, these clusters illustrate main citizen
concerns, with a predominance of economic and fis-
cal issues, followed closely by institutional reforms
and citizen participation. The CHI, which remains
relatively high in most clusters, indicates a clear
separation between groups, confirming that con-
cerns are structured around well-defined domains.

As discussed in section 2, the Roland Berger
report (Berger and Bluenove, 2019) categorized
citizen concerns into eight thematic areas. Our
findings partially confirm these broader categories,
while offering more granular insights into specific
concerns raised by citizens. For instance, issues
related to purchasing power and taxation emerge
in our results through distinct clusters focusing on
pension revaluation, the reinstatement of the ISF,
or the removal of the CSG tax. Similarly, the de-
mand for institutional reforms, present in Berger’s
category Democracy and Citizenship, is reflected
in our clusters through topics such as reducing the
number of deputies or implementing mandatory
voting. Unlike the Berger synthesis, wwhich relied
on opaque methods and broad predefined themes,
our graph-based clustering approach reveals more
specific, bottom-up topics that better capture the
fine structure of citizens’ discourse.

8 Conclusions and Prospects

This study presented a semantic analysis of a real-
world corpus collected during a period of social

unrest, aiming to understand citizens’ concerns
through the comparison of several combinations
of language models with community detection al-
gorithms. We found that the most effective com-
bination for this purpose was CamemBERT-1arge
for sentence representation paired with the Louvain
algorithm for community detection. PCA played
a beneficial role by enhancing cluster separation
and reducing intra-cluster dispersion, as shown by
the decrease in the DBI and the increase in the
CHI. Given the large number of redundant clusters,
a merging strategy was attempted: HC proved to
be the most effective, grouping clusters on similar
themes while improving compactness and homo-
geneity, thus strengthening clustering quality.

The cluster analysis revealed that citizen con-
cerns focus mainly on economic, fiscal, and politi-
cal issues. Recurring topics include pension reform
(pension revaluation, removal of the CSG tax), tax-
ation (restoration of the ISF, tax reduction), and
institutional reforms (reduction in the number of
deputies, removal of political privileges). Citizen
participation, notably through citizens’ initiative
referendums (RIC) and compulsory voting, is also
a major concern. Wage increases constitute another
point of interest, though more diverse.

Looking forward, a key perspective is to extend
this analysis to the full CC corpus using supercom-
puters to overcome computational limitations. This
would provide a more precise overview of French
citizens’ concerns during the Yellow Vest crisis
and just before the COVID lockdown. Moreover,
a detailed analysis of raw texts within each cluster
would refine semantic interpretations and improve
understanding of the underlying themes.
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