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Abstract

In a successful dialogue, participants come to
a mutual understanding of the content being
communicated through a process called con-
versational grounding. This can occur through
language, and also via other communicative
modalities like gesture. Other kinds of actions
also give information as to what has been under-
stood from the dialogue. Moreover, achieving
common ground not only involves establish-
ing agreement on a set of facts about discourse
referents, but also agreeing on what those enti-
ties refer to in the outside world, i.e., situated
grounding. We use examples from a corpus of
multimodal interaction in a task-based setting,
annotated with Abstract Meaning Representa-
tion (AMR), to explore how speech, gesture,
and action contribute to the construction of
common ground. Using a simple model of in-
formation state, we discuss ways in which exist-
ing annotation schemes facilitate this analysis,
as well as information that current annotations
do not yet capture. Our research sheds light on
the interplay between language, gesture, and
action in multimodal communication.

1 Introduction

In dialogue, the concept of common ground refers
to the set of presuppositions held by the partici-
pants, propositions that they agree to treat as true
(Stalnaker, 1978). The process by which common
ground is constructed over a dialogue is known
as (conversational) grounding (Clark and Brennan,
1991). Formal models of dialogue have been devel-
oped to track how common ground (and more gen-
erally, information state) evolves over the course
of an interaction (Poesio and Traum, 1997; Cooper
and Larsson, 1999; Ginzburg, 2012).

Much work examining the role of non-linguistic
modalities in communication focuses on gesture
(Kendon, 2004; McNeill, 2008; Lascarides and

Figure 1: Example of multimodal communication in
a task-based setting (Wang et al., 2017). On the left,
the signaler describes part of the structure to be built:
he says, “It starts in the top left; there’s a block”, and
makes a deictic gesture with his left hand. On the right,
the actor puts a block in the top left corner of the table
(note that both videos are mirrored).

Stone, 2009). This includes analyses of the seman-
tic contents of gestures (Ebert and Ebert, 2014;
Schlenker, 2018), and proposals for integrating
gesture into models of dialogue (Lücking and
Ginzburg, 2020).

More general types of actions can also affect
dialogue context, especially in real-world or em-
bodied settings (Tam et al., 2023). Within these
settings, referential grounding is the process by
which interlocutors anchor linguistic expressions
to actual entities, relations, or events in the shared
environment. When considering the perception and
embodiment of participants, situated grounding is
used (Kordjamshidi et al., 2025). In other words,
while conversational grounding focuses on “what
was said”, referential grounding ensures everyone
agrees on “what is being talked about”.

In this paper, we present a simple information
state model of dialogue that integrates both propo-
sitional updates (conversational grounding) and ref-
erential anchoring (situated grounding). We walk
through a dialogue fragment from a corpus of task-
based multimodal interaction (Lai et al. (2024);
Wang et al. (2017); an example is shown in Fig-
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ure 1), annotated with AMR (Banarescu et al.,
2013) for speech and gesture (Brutti et al., 2022;
Donatelli et al., 2022), illustrating how speech,
gesture, and object-directed actions co-construct
and update the common ground. We assess the
strengths and limitations of current annotations for
capturing multimodal grounding phenomena, and
argue for the importance of situational information
in dialogue interpretation.

2 Related Work

Information state theories of dialogue are based on
the idea that dialogue acts change the context avail-
able to participants (Fernández, 2022). At the most
basic level, this includes the common ground, or
shared assumptions of the participants (Stalnaker,
1978). Over time, the scope of the information state
has expanded to handle different types of utterances
beyond assertion; interrogatives are commonly han-
dled via a set or stack of questions under discussion
(Roberts, 2012), while there are various theories
for the meaning of imperatives (Kaufmann, 2012;
Portner, 2004; Barker, 2012). Formal information
state theories include Poesio and Traum (1997);
Cooper and Larsson (1999); and Ginzburg (2012).

Several dialogue corpora analyze the conversa-
tional grounding process and the impact of situated
grounding or information about the shared environ-
ment. Among them, Mohapatra et al. (2024) anno-
tate two corpora with (conversational) grounding
acts and grounding units (Traum, 1995). The STAC
corpus contains multi-party Settlers of Catan chats
annotated with discourse structure and dialogue
acts (Asher et al., 2016); Martinenghi et al. (2024)
experiment with using large language models to
predict the dialogue acts. Zhu et al. (2023) present
the FIREBALL dataset of Dungeons & Dragons
games, showing that adding game state informa-
tion to the dialogue history can improve narration
generation. Kruijt et al. (2024) develop the SPOT-
TER framework to investigate linguistic convention
formation in a task referentially grounded in vi-
sion. The SCOUT corpus of situated human-robot
dialogues (Lukin et al., 2024) is annotated with
Dialogue-AMR (Bonial et al., 2020) and relations
between utterances (Carletta et al., 1996; Traum
et al., 2018). The Weights Task Dataset of situated
interaction is annotated with several modalities in-
cluding speech and gesture (Khebour et al., 2024a);
Khebour et al. (2024b) perform common ground
tracking, focusing on the emergence of facts.

3 Analyzing Multimodal Interaction

3.1 Setting
We draw examples in this paper from the EGGNOG
corpus of task-based multimodal communication
(Wang et al., 2017). Two participants are located in
separate rooms, connected through video and audio.
One person, the signaler, has an image of a block
structure, and instructs the other person, the actor,
on how to build the structure. For part of the corpus,
Lai et al. (2024) annotated the signaler’s speech and
gesture with AMR (Banarescu et al., 2013; Brutti
et al., 2022; Donatelli et al., 2022). While they did
not annotate the actor’s actions, our examples use
another AMR extension, Action AMR (Tam et al.,
2023), to describe them.

3.2 Information State
We use a simple model of information state, in-
spired by Ginzburg (2012)’s dialogue gameboard.
Our model M = (C,Q, Ts, Ta, E, g) contains the
common ground C, which we assume to have a
similar structure to a file card (Heim, 1982) or
Discourse Representation Structure (Kamp, 2002),
namely, that it stores a set of discourse referents
and facts or shared beliefs about them. It also con-
tains a set of questions under discussion Q. We
take imperatives to denote actions; while Barker
(2012) does not prescribe any specific data struc-
ture for these, we adopt Portner (2004)’s concept
of a To-Do List T (one each for the signaler s and
actor a) to handle actions. To describe the environ-
ment in which the participants are situated, we use
a list E containing the objects in the environment
(including the agents themselves), and the previ-
ous actions performed, both communicative and
not; this is similar to the “common ground struc-
ture” in Pustejovsky and Krishnaswamy (2021) and
Lai et al. (2021). Finally, to represent the situated
grounding of objects and actions to the environ-
ment, we use an embedding or grounding function
g. This is similar to the notion of an embedding in
Discourse Representation Theory (Kamp, 2002), a
function mapping discourse referents to elements
in a model; here, the “model” comprises the envi-
ronment E in which the agents are situated. For
simplicity, we assume that the information state
is an objective structure (i.e., not relative to any
particular agent), and that all of its components
are public; while each agent is assigned their own
To-Do List, they also have access to the other par-
ticipant’s list.
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Figure 2: Initial state for our example.

3.3 Example

We illustrate the dynamics of our information state
using an example from the corpus. We note that
because of the task-based nature of the interaction,
the state does not begin empty. Both participants
have prior information about the task, given by the
experimenter or from previous trials; the common
ground begins with these task-based presupposi-
tions (see additional discussion in Section 4). Sim-
ilarly, “what is the shape of the structure?” can be
seen as an overarching question that begins in Q,
the signaler has the task of communicating how
to build the structure in Ts, and the actor has the
task of actually building the structure in Ta. The
environment contains the participants, the actor’s
table1, and the blocks, at least2. Finally, our exam-
ple begins with the signaler already having given
one instruction and the actor having put a block on
the table, as shown in Figure 2.

In the corpus, signalers generally communicate
their instructions through a combination of direct
commands, and/or describing some aspect of the
eventual structure. Here, the signaler does the for-
mer, issuing the imperative “Take another block;
put it next to it” and gesturing towards a location
on his table, as shown in Figure 3 (an example
of the latter follows in Section 4). The signaler’s
communicative act adds discourse referents to the
common ground and actions to the actor’s To-Do
List; the communicative act is itself recorded in

1The signaler and actor being in different rooms compli-
cates things somewhat. The signaler and actor both have tables
in their rooms, and the signaler often uses locations on their ta-
ble to refer to locations on the actor’s table, raising interesting
questions of perspective and frame of reference. Ultimately,
the actor’s table and the locations on it are the ones relevant to
the completion of the task.

2One could argue that the environment should also include
the locations in space available to the participants. Assum-
ing a continuous space, enumerating every possible location
would not be possible, so we allow for actions to dynami-
cally generate locations as needed, a strategy employed by
Krishnaswamy and Pustejovsky (2021).

(1) “Take another block; put it next to it.”
(a / and
:op1 (t / take-01 :mode imperative

:ARG0 (y / you)
:ARG1 (b / block

:mod (a2 / another)))
:op2 (p / put-01 :mode imperative

:ARG0 y
:ARG1 b
:ARG2 (n / next-to

:op1 (i / it))))

(2) Gesture for “put here”.
(g / gesture-unit
:op1 (d / deixis-GA

:ARG0 (s / signaler)
:ARG1 (l / location)
:ARG2 (a / actor))

:op2 (i / icon-GA
:ARG0 s
:ARG1 (p / put-01)
:ARG2 a))

Figure 3: The signaler gives the actor an instruction
using speech (1) and gesture (2). Colors denote corefer-
ence relations between the AMRs.

the environment. These discourse referents and
actions come from the speech and gesture AMRs,
also shown in Figure 3. In this case, the signaler
references a new block b to be placed at a new
location l, and places take (t) and put (p)
actions into Ta.

The actor shows her understanding of the sig-
naler’s instructions by performing the referenced
actions. The action and its corresponding AMR are
shown in Figure 4. In the action AMR, note that the
action and its arguments are not discourse objects,
but rather objects in the world, that is, they are ele-
ments of E; for clarity, we use capital letters in the
action AMR to mark this distinction. In perform-
ing the action, the actor identifies entities in the
discourse with entities in the world, and proposes
this identification to the signaler. That is, she is sug-
gesting that g(b) = B2, g(l) = L2, g(p) = P2,
and (given a suitably subevent structure for put,
such as in Krishnaswamy and Pustejovsky (2021)),
g(t) is a subevent of P2.

Note that the actor’s action does not automati-
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(3) Actor puts another block next to the first block.

(P2 / put-01
:ARG0 (A / actor)
:ARG1 (B2 / block)
:ARG2 (L2 / location))

Figure 4: The actor carries out the signaler’s instruc-
tion. Proposed situated grounding between the action
AMR and the communicative act is shown with the same
colors as above (a subevent of the actor’s put action
corresponding to the signaler’s take instruction).

cally update the situated grounding function g; it
is now up to the signaler to accept or reject the ac-
tor’s proposals. Mirroring Ginzburg (2012)’s treat-
ment of statements yet to be accepted, the actor’s
suggestions become questions under discussion,
(g(b) = B2)?, and so on. If the signaler is satisfied
with the actor’s action, they can either give explicit
positive acknowledgment, or implicitly accept by
moving on to the next instruction; either way it
is the signaler’s acceptance that updates g. Other-
wise, if there is something wrong, the signaler can
either say or gesture so, and/or provide additional
instruction to correct the misunderstanding.

In this example, the speaker’s next communica-
tive act is the utterance “Spread them apart a little
bit but not as wide as a full block”, with a corre-
sponding “spread apart” gesture. While the actor’s
choice of block may have been appropriate, and
(g(b) is thus set to B2), the signaler intended there
to be a gap between the blocks, and the actor’s pro-
posal of (g(l) = L2)? is not accepted. The actor
responds by moving both blocks to new locations a
suitable distance apart; this represents a proposal
not only to set the location of the second block,
but also to update the location of the first block.
The new proposals are eventually accepted by the
signaler, and the dialogue continues.

4 Discussion and Conclusion

Within the corpus, some signalers use what we can
call the result present tense, describing the con-
figuration resulting from an action in the present,
rather than giving an imperative. In fact, exclud-

ing one-word utterances, declarative sentences out-
number imperatives by almost two to one (191 to
97). In one example, the signaler says “Starting
from the top, moving to your left, down four di-
agonally a row with the corners touching.” The
analysis of such utterances can be formalized in a
number of ways. One approach, suggestive of Ross
(1970)’s performative analysis, is to treat them like
implicit imperatives: one could imagine each state-
ment beginning with a covert “Make it true that...”.
These instructions would then be added to the ac-
tor’s To-Do List, in the same way as explicit im-
peratives3. Another approach is to treat them as
standard declaratives, with the actor’s subsequent
actions determined by pragmatic effects. Following
Ginzburg (2012), declarative statements are offered
as questions under discussion, which the actor can
either accept or reject. Without an imperative, there
is no direct update to the actor’s To-Do List; how-
ever, assuming that they accept the statement, and
the initial overarching task of building the struc-
ture remains in Ta, they will change the state of
the world (i.e., move blocks around) to make the
signaler’s description true.

The challenge of ambiguous statements that re-
quire context for correct interpretation are well-
established in dialogue literature (Grice, 1975). In
sampling our corpus, we encounter two distinct
kinds of ambiguity that require situated informa-
tion to arrive at the correct interpretation. First, we
notice several instances of presuppositions that are
connected to the setup of the block-building task.
These presuppositions are triggered with canonical
utterances such as “again”, “the same”, or “also”
(Frege, 1892; Strawson, 1950; Stalnaker, 1975).
In one interaction, the signaler begins with the
statement, “so you will begin with a grid structure
again”, referencing a previous interaction that re-
quired a grid-like spatial understanding of the block
orientation on the table. We notice this throughout
interactions: both signalers and actors approach
the task with an implicit and often shared under-
standing of constraints on block structures and their
orientation in the physical space.

In the same interaction, the signaler instructs the
actor to create “the same pattern” with blocks in a
new area of the table. Here, we encounter a second,
partially overlapping challenge of multimodal am-
biguity: multimodal coreference. In the case of the
block pattern, the instruction and subsequent action

3We thank an anonymous reviewer for this suggestion.
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are potential instances of the so-called sloppy iden-
tity effect (Ross, 1967), in which the same phrase
can be interpreted with different arguments, i.e.,
blocks (Partee, 1975; Webber, 1978; Carnie, 2021).
Such multimodal coreference can also be under-
stood as coreference under transformation (Rim
et al., 2023), a category easier to annotate and help-
ful in understanding sequences of events. Here,
while the concept of a block pattern is stable in
identity, the concept is applied to a new instance
that requires situated knowledge to enact correctly.

Using AMR for both speech and gesture allows
multimodal coreference relations throughout the di-
alogue and between the modalities to be marked us-
ing Multi-sentence AMR (O’Gorman et al., 2018).
Meanwhile, using AMR for action facilitates align-
ment and binding from the communicative modal-
ities to the local environment, allowing for easier
identification of situated grounding. However, as
the Lai et al. (2024) corpus annotates only commu-
nication from the signaler, there are certain aspects
of conversational grounding, such as the signaler’s
understanding of the actor’s communicative acts,
that the annotations do not capture yet. A complete
analysis of bidirectional grounding processes will
require the rest of the corpus to be annotated with
the actor’s actions, in addition to their speech and
gesture. Our model, focusing on describing what
identifications are made between discourse entities
and objects in the real world, sidesteps the question
of how agents make these identifications. Ken-
nington and Schlangen (2015) describe a “words
as classifiers” approach to situated grounding of
words and phrases in perceptual scenes. Further-
more, our findings are limited to a single corpus,
and applying this approach to other dialogue types
will reveal new insights. For example, in the block
structure-building task, the signaler knows what
structure is to be built, and the actor knows this,
and therefore accepts the signaler as an authorita-
tive source of information. Additionally, the task-
specific presuppositions that define the initial dia-
logue state require knowledge of each new context.
These factors point to clear next steps for extending
multimodal semantic annotation for the analysis of
situated dialogue.
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