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Abstract

Theory of Mind presents a fundamental
challenge for Large Language Models (LLMs),
revealing gaps in processing intensional
contexts where beliefs diverge from reality.
We analyze six LLMs across 2,860 annotated
stories, measuring factors such as idea density,
mental state verb distribution, and perspectival
complexity markers. Notably, and in contrast
to humans, we find that LLMs show positive
correlations with linguistic complexity. In fact,
they achieve high accuracy (74-95%) on high
complexity stories with explicit mental state
scaffolding, yet struggle with low complexity
tasks requiring implicit reasoning (51-77%).
Furthermore, we find that linguistic markers
systematically influence performance, with
contrast markers decreasing accuracy by 5-9%
and knowledge verbs increasing it by 4-10%.
This inverse relationship between linguistic
complexity and performance, contrary to
human cognition, may suggest that current
LLMs rely on surface-level linguistic cues
rather than genuine mental state reasoning.

1 Introduction

While Large Language Models (LLMs) demon-
strate remarkable capabilities in code generation
(Jiang et al., 2024), multilingual translation (Zhu
et al.,, 2024), and long-context conversational
memory (Liu et al., 2024), their performance
on social reasoning tasks remains fundamentally
unreliable.  Although LLMs are approaching
human accuracy on simple false-belief tests
(Moghaddam and Honey, 2023; Kosinski, 2024),
their inconsistent patterns on more sophisticated
tasks requiring social reasoning (Sap et al., 2022;
Kim et al., 2023), suggest they rely on mechanisms
fundamentally different from human cognition.
At the heart of this reasoning lies Theory of
Mind (ToM), the human ability to model others’
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mental states, especially when their beliefs contra-
dict reality (Premack and Woodruff, 1978). Clas-
sic false-belief tasks, such as the Sally-Anne test,
probe this ability by requiring a model to predict
an agent’s actions based on their incorrect beliefs.
Computationally, this requires processing inten-
sional contexts created by attitude verbs like “be-
lieve,” where the truth of a proposition is evalu-
ated relative to a subjective perspective rather than
objective reality (Montague, 2008). Recent find-
ings reveal that LLMs capable of passing standard
false-belief tests often fail on their minor varia-
tions (Ullman, 2023). This suggests they lack a
robust understanding of how mental state verbs cre-
ate distinct semantic contexts that block standard
entailment (Karttunen, 1973).

In this paper, we empirically analyze six LLMs
on ToM tasks to understand their failure patterns
on tasks requiring semantic reasoning. We exam-
ine 2,860 stories by quantifying linguistic features
related to information structure (idea density) and
lexical patterns (mental state verb density). We
also manually annotate each story for its level of
perspectival complexity and linguistic markers. We
address three key research questions: (RQ1) To
what extent do idea density and mental state verb
density correlate with LLM performance on mental
state reasoning? (RQ2) How do linguistic markers
of perspectival complexity influence model perfor-
mance on ToM tasks? (RQ3) What systematic fail-
ures emerge across different model architectures?

We find that LLMs exhibit opposite correlations
to humans in terms of linguistic complexity, yet
paradoxically achieve the highest accuracy on
high-complexity stories with explicit mental state
scaffolding. These findings suggest that LLMs
rely on surface linguistic cues rather than genuine
perspective-tracking.
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2 A Semantic Framework for Theory of
Mind

To formally analyze ToM, the capacity to attribute
beliefs, desires, and intentions to oneself and oth-
ers, and to recognize that these states may diverge
from reality (Premack and Woodruff, 1978; Asting-
ton, 1993), we ground our analysis in a multi-agent
epistemic—doxastic logic (Hintikka, 2005; Fagin
and Halpern, 1994). This framework provides a
precise language for representing nested perspec-
tives and allows for systematic categorization of
the perspectival complexity of social reasoning sce-
narios (Karttunen, 1971; Giannakidou, 1998).

A mental-state representation in our framework
consists of an agent a € A from a set of story
participants, an attitude (e.g., knowledge K, belief
B), and a content formula ( expressing a proposi-
tion about events or states. Our formal language
L(1]2)...[n] €xtends propositional logic £ with a set
of modal operators [i], each corresponding to a
mental attitude held by a specific agent. For in-
stance, for agents a,b € A, the formula K,y ex-
presses “a knows ,” and Bpp expresses “b be-
lieves .” These operators can be nested to repre-
sent higher-order ToM, as in K, Bp—p (‘“a knows
that b believes that p is false”).

The semantics are defined using a generalized
Kripke model (Voorbraak, 1992), a tuple

M = <’LUO, VVa {217227 sy Em}a
(01,09,...,0m),
(F1,Fy, ..., Fp),F)

where W is a set of possible worlds, 3; is a
non-empty set of epistemic states for attitude 1,
o; : W — ¥, maps each world to an epistemic
state, I is a set of projection functions that ex-
tract information from an epistemic state, and F is
the valuation function, where = (w, [i]¢) depends
on the epistemic state o;(w). The key insight of
the generalized Kripke models is that epistemic
states are explicitly represented as atomic entities,
not sets of worlds, with nonstandard valuation for
modal operations.

We instantiate this general framework for two
attitudes: objective knowledge and rational belief.
Objective Knowledge.  Modeled as an S5
modality, objective knowledge corresponds to
truthful, introspective information. In an objective
knowledge (OK) model, the truth condition for

K, is given as:
w F Ko iff Vo' € W (k(w') = k(w) = w' F @)

where k(w) is the information state at world w.
This states that ¢ is true in all worlds that are
informationally indistinguishable from w.
Rational Belief. Modeled as a KD45 modality,
rational belief is not necessarily true but is consis-
tent and introspective. In a rational belief (RIB)
model, the belief set ||3(w)||p for a state (w) is
non-empty (consistency) and constant across all
worlds within that set (introspection). The truth
condition for B,y is:

wkE Byp iff Vu' € ||B(w)]p w E .

This states that ¢ is true in all worlds compatible
with the agent’s beliefs.

Veridicality. Following Karttunen (1971, 1973)
and Giannakidou (1998), we classify attitude verbs
by their entailment properties. An operator is
veridical if it entails its complement ¢ in the actual
world (e.g., “know”, “realize”), nomn-veridical
if it carries no such entailment (e.g., “believe”,
“suspect”), and anti-veridical if it entails —p (e.g.,
“pretend”, “imagine”). As a subset of non-veridical
operators (Giannakidou, 2013), an operator F
is anti-veridical if F'¢p is false in an agent’s
epistemic model M (z), i.e., M(x) N [¢] = @.
We note that this distinction can be modeled within
the non-veridical RIB framework by adding a
constraint that all accessible worlds satisfy —¢
(e.g., for attitudes like “pretend” or “imagine”);
however, our analysis focuses on the core attitudes
of knowledge and belief.

Perspectival Complexity. We quantify complex-
ity based on the nesting depth of modal operators
and the number of distinct agents. Depth 0 (no
operators) is simple. Depth 1 with a single agent is
low complexity. Depths 2 with multiple agents are
medium, and depths of 3+ with at least three agents
are high. We also annotate linguistic markers, in-
cluding explicit contrasts (B,¢ A ) and displace-
ment (a proposition ¢ appearing only within the
scope of an operator).

3 Methodology
3.1 Data

For our analysis, we use the English portion
of ToMBench (Chen et al., 2024), a benchmark
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designed to assess ToM capabilities in LLMs.
ToMBench covers 31 distinct aspects of social cog-
nition organized into six categories: beliefs (rea-
soning about divergent or false mental states), emo-
tions (understanding situational feelings), inten-
tions (recognizing goal-directed actions), knowl-
edge (tracking access to information), non-literal
communication (interpreting indirect meaning),
and desire (identifying subjective wants). Repre-
sentative examples from the dataset are provided
in the App. A in Tab. 1. Every instance of the
ToMBench contains a story, followed by a ques-
tion, and four plausible options (A, B, C, D) where
only one answer is correct and the others are high-
quality but misleading wrong answers.

Data annotation. We manually annotated each
instance in the dataset for two key properties:
perspectival complexity and the presence of
specific linguistic markers. We categorized stories
into four levels based on mental state attribution
patterns: simple story (no explicit mental state
attributions), low (single agent with mental
state), medium (multiple agents or belief-reality
contrasts), and high (nested mental states or
three+ agents with contrastive structures). We
tracked three types of linguistic markers: (1)
contrast markers signaling belief-reality divergence
(“but actually,” “however”), (2) displacement
markers indicating perspective shifts (“from X’s
perspective”), and (3) verb types distinguishing
factive (knows, sees) from non-factive (thinks,
believes) mental states. While this surface-level
annotation simplifies true intensional complexity,
which would require analyzing scope ambiguities,
de re/de dicto distinctions, and semantic properties
of embedded clauses, it captures identifiable
correlates that may proxy for deeper semantic
complexity. This approach tests whether LLMs
are sensitive to surface markers of perspective
complexity, even if we cannot directly assess their
handling of formal intensional semantics.

The annotation was performed by a linguistics ex-
pert and validated by a second expert, both au-
thors of this work. All discrepancies were re-
solved through discussion, resulting in a high inter-
annotator agreement (Cohen’s k = 0.90 for com-
plexity and x = 0.95 for markers). A detailed
guide to our annotation criteria is available in
App. A. Additionally, we automatically computed
Idea Density and lexical patterns via Mean Syn-
tactic Verb Dependency for each instance using

Idea
Density 0.407 0.387 0.336 0.43a 0.430 0.423
MSVD
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Figure 1: Heatmap of performance (%) for LLMs and
humans across six ToM categories with the average idea
density and MSVD for stories in each category.

custom scripts based on spaCy.!

Idea Density (ID). Idea density measures the rate
of elementary propositions in a text, normalized
by its length. It serves as a metric for informa-
tional complexity, where lower density has been
linked to cognitive decline and an increased risk of
Alzheimer’s disease (Sirts et al., 2017). The idea
density for a given text is calculated as:

Number of Propositions o
Number of Words

Mean Syntactic Verb Dependency (MSVD). To
capture the expression of characters’ internal states,
which is a key component of ToM (Astington,
1993), we measure the density of state verbs. State
verbs (e.g., think, know, believe, want, feel) de-
scribe cognitive or emotional states rather than
physical actions. A higher frequency of these verbs
can indicate a greater focus on intentionality and
mental representation within a story. For a story .5,
we calculate MSVD as:

Idea Density =

H/;tate( )’
j\avords(é;)

where Ve (S) is the set of lemmatized state verbs
in the text and Nyoras(S) is the total word count.

MSVD(S) = )

3.2 Models

We evaluate several state-of-the-art LLMs on the
ToMBench benchmark, ranging from 1.8B to 70B

"https://spacy.io/
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Figure 2: Pearson correlation between idea density and
task performance. A strong negative correlation is ob-
served for humans, in contrast to most models.

parameter count: LL.ama-3.1-70B (Touvron et al.,
2023), Qwen-2.5-32B (Team, 2025), OLMo-2-
13B (OLMo et al., 2024), Mistral-7B-Instruct-v0.3
(Jiang et al., 2023), Phi-3-Mini-4k-Instruct (Ab-
din et al., 2024), and InternL.M-2.5-1.8 (Cai et al.,
2024). To this end, we prompt these models to
answer the tasks from the dataset discussed above
in the multiple-choice setup.

4 Experiments and Results

RQ1: To what extent do idea density and mental
state verb density correlate with LLM perfor-
mance on mental state reasoning? We first ex-
amine performance across the six ToM categories
shown in Fig. 1, revealing a consistent human ad-
vantage across all categories. To investigate the
relationship between linguistic features and suc-
cess on mental state reasoning tasks, we analyze
the correlation between performance on ToMBench
and two textual features: idea density and MSVD.
We compute the Pearson correlation between these
features and task performance across both the hu-
man baseline and the suite of evaluated LLMs. The
human performance data is derived from the orig-
inal study involving 20 graduate students (Chen
et al., 2024). Our analysis reveals a stark, opposing
relationship between these linguistic features and
performance for humans versus LLMs. In Fig. 2,
we observe a negative correlation for human per-
formance with both ID (r = —0.536) and MSVD
(r = —0.215). This indicates that as texts become
more informationally dense or contain more ex-
plicit mental state verbs, human performance on
the ToM tasks tends to decrease. In direct contrast,
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Figure 3: Pearson correlation between MSVD and task
performance for humans and LLMs. A negative correla-
tion is observed for humans (r = —0.215), while most
models exhibit a positive correlation.
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Figure 4: LLMs performance across perspectival com-
plexity categories.

LLMs consistently show a positive correlation with
these same features. The correlation between per-
formance and ID is positive across most models,
ranging to a moderate » = 0.464. A similar posi-
tive trend is observed for MSVD (see Fig. 3). This
suggests that, unlike humans, LLM performance
and comprehension are enhanced through increased
linguistic scaffolding.

RQ2: How do linguistic markers of perspecti-
val complexity influence model performance on
ToM tasks To investigate the impact of narrative
structure, we evaluated LLLM accuracy across four
levels of perspectival complexity (Fig. 4). Our re-
sults reveal a “complexity paradox:” contrary to
expectations, models achieve peak performance

(74-95% accuracy) on high complexity stories with
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Figure 5: A Jaccard similarity matrix illustrating the
degree of overlap in errors between model pairs, where
higher values signify more similar failure modes.

nested mental states, while struggling most with the
low complexity category (51-77%). This suggests
that explicitly complex narrative structures may
provide a form of linguistic scaffolding that aids
model reasoning more than the subtler challenges
of medium-complexity texts.

RQ3: What systematic failures emerge across
different model architectures? To identify sys-
tematic failures across architectures, we computed
the Jaccard similarity of incorrect responses for
all model pairs, as shown in Fig. 5. The results
reveal a clear cluster of smaller models (Mistral
7B, Phi-3 Mini, OLMo 13B) that exhibit high error
overlap (J =~ 0.5 — 0.55), suggesting they share
a common failure mode. In contrast, the largest
models show more idiosyncratic errors, indicating
they may overcome some specific systematic chal-
lenges. Moreover, we identified 245 stories (8.6%),
where all models fail universally, concentrated in
low (9.7%) and medium (6.9%) complexity levels.
These systematic failures occur despite the pres-
ence of linguistic markers: stories with contrast
markers, knowledge verbs, or moderate MSVD
still cause universal failure when they require rea-
soning beyond surface cues. This pattern reinforces
our finding that LLMs rely on explicit linguistic
scaffolding: they fail systematically when answer-
ing correctly requires inference rather than pattern-
matching on mental state markers.

This aligns with Ross and Pavlick (2019),
who showed NLI models like BERT fail on non-
veridical verbs (e.g., “think”, “believe” ) due to
pattern-matching biases rather than true inference.

In our universal failure cases, similar non-veridical
mental state verbs dominate low-complexity
stories requiring implicit reasoning, while veridical
“knowledge verbs” provide insufficient scaffolding,
extending their veridicality bias to ToM contexts.

5 Related Work

Early ToM evaluations revealed superficial success
on classic false-belief tasks, such as the Sally-Anne
test (van Duijn et al., 2023), prompting more rig-
orous benchmarks. Recent work like ToMBench
(Chen et al., 2024) and EPITOME (Jones et al.,
2024) benchmarks show a recurring pattern of mod-
els handling basic belief-tracking but failing on
tasks requiring pragmatic or social inference.

This weakness in compositional reasoning, also
probed by procedurally generated narratives in
ExploreToM (Sclar et al., 2025), suggests models
exploit statistical shortcuts rather than genuinely
tracking mental states. Other work reveals failures
in more fundamental capabilities, such as the
Two Word Test study (Riccardi and Desai, 2023).
A common finding across these methods is that
models often succeed by exploiting statistical
patterns rather than by genuinely tracking mental
states. However, prior work has not systematically
distinguished between tasks with low and high
intentionality (i.e., simple belief attribution versus
complex deception) or investigated how specific
linguistic features influence LLM performance on
ToM tasks. Our work aims to address these gaps.

6 Conclusions

We analyzed linguistic features in LLM perfor-
mance on ToM tasks, revealing surprising patterns:
(1) LLMs show positive correlations with idea den-
sity and MSVD, opposite to humans’ negative cor-
relations, (2) Models paradoxically excel on high
complexity stories (74-95%) while struggling with
low complexity (51-77%), and (3) All models fail
systematically when implicit reasoning is required.
These patterns suggest LLMs may leverage explicit
linguistic markers rather than genuine mental state
reasoning, though our correlational analysis cannot
prove causation. The complexity paradox, where
explicit mental state scaffolding aids performance,
warrants further causal investigation to understand
whether models truly rely on surface cues or de-
velop deeper representations.
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7 Limitations

While this study provides novel insights into the
relationship between linguistic features and LLM
performance on ToM tasks, we acknowledge sev-
eral limitations that frame avenues for future re-
search. First, our primary metrics, Idea Density and
MSVD, are by design surface-level proxies for in-
formational and perspectival complexity. While ef-
fective for establishing high-level correlation, these
features do not capture the fine-grained syntac-
tic and semantic structures that underpin inten-
sional reasoning. Future work should augment
this analysis with more structurally aware features.
Second, our four-level classification of perspecti-
val complexity may simplify a multifaceted phe-
nomenon into discrete categories. However, this
operationalization was necessary to analyze per-
formance trends. A more fine-grained, continuous
complexity score could enable a more nuanced re-
gression analysis in future studies. Finally, our con-
clusion that LLMs rely on “linguistic scaffolding”
and heuristics is drawn from the observed perfor-
mance patterns and correlations. This study demon-
strates that models behave in a way consistent with
heuristic-based processing, but does not isolate the
precise nature of these heuristics. A crucial next
step, is to move from correlation to causation.
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Story: Xiao Ming receives a bicycle on his birthday.
Ability: Emotion

Question-1: What is Xiao Ming’s emotion?
(A) Embarrassed (B) Happy (C) Disappointed (D) Regretful

Ability: Belief

Question-2: He should be very happy, but he is very disappointed, why?

(A) Xiao Ming worries that riding a bicycle affects his studies. (B) Xiao Ming fears that riding
a bicycle to school makes his classmates laugh at him. (C) Xiao Ming thinks the color of the
bicycle does not match his clothes. (D) Xiao Ming hopes for a computer as a gift, not a
bicycle.

Ability: Emotion

Question-3: Xiao Ming is having a birthday, he hopes for a computer or a new game as a
birthday gift, on his birthday he receives a bicycle. What is Xiao Ming’s emotion at this time?
(A) Embarrassed (B) Happy (C) Disappointed (D) Regretful

Story: Almost every letter to Laura Company contains a check. Today, Laura receives 5 letters.
Laura tells you on the phone “I look at 3 out of 5 letters. There are checks in 2 of the letters.”
Ability: Knowledge

Question-1: Before Laura calls you, how many of these 5 letters do you think contain checks?
(A)0B)1(C)2(D)4

Question-2: After Laura calls you, how many of these 5 letters do you think contain checks?
(A)0OB)1(C)2(D) 4

Table 1: Example of the theory of mind questions from the ToMBench.

A Additional Data Details

In Tab. 1, we show a few examples from the ToMBench that we use for the analysis.
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