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Abstract

Unlike English, which uses distinct forms (e.g.,
had, has, will have) to mark the perfect aspect
across tenses, Chinese and Japanese lack sep-
arate grammatical forms for tense within the
perfect aspect, which complicates Natural Lan-
guage Inference (NLI). Focusing on the per-
fect aspect in these languages, we construct a
linguistically motivated, template-based NLI
dataset (1,350 pairs per language). Experi-
ments reveal that even advanced LLMs strug-
gle with temporal inference, particularly in de-
tecting subtle tense and reference-time shifts.
These findings highlight model limitations and
underscore the need for cross-linguistic evalua-
tion in temporal semantics. Our dataset is avail-
able at https://github.com/Lujie2001/
CrossNLI.

1 Introduction

Recent advances in large language models (LLMs)
have raised important questions about the depth and
limits of their language understanding. While these
models perform well on many standardized bench-
marks, most such evaluations are heavily centered
on English and often overlook linguistic features
that are specific to other languages.

This paper focuses on whether LLMs have
human-like understanding of the perfect aspect of
punctual verbs in Chinese and Japanese. Although
both languages exhibit features that differ from
English (See Section 2.1), there has been no sys-
tematic investigation of how the perfect aspect is
represented or interpreted in these languages within
the NLI framework.

To address this gap, we construct a challenging
dataset targeting the interpretation of the perfect as-
pect with punctual verbs (e.g., die) in Chinese and
Japanese. Our dataset is linguistically motivated,
template-based, and contains 1,350 sentence pairs
per language.
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Our contributions are as follows:

1. We construct a bilingual NLI dataset focused

on perfect aspect in Chinese and Japanese.

. Our analysis reveals that even the current state-
of-the-art LLMs repeatedly fail on specific
types of problems in our dataset, indicating
that they have not fully acquired a robust or
generalizable understanding of the perfect as-
pect in Chinese and Japanese.

2 Background

2.1 Perfect Aspect in Chinese and Japanese

Following Reichenbach (1947), we analyze the
temporal interpretation of the perfect aspect by ap-
pealing to a three-way temporal distinction: Speech
Time (S), Event Time (E), and Reference Time (R).
In Reichenbach’s framework, different tenses can
be interpreted as different relations between S, E,
and R. In the past, R occurs before S; in the present,
R and S are simultaneous; in the future, R is after
S. Furthermore, in the perfect aspect, E always oc-
curs before R, regardless of tense. In Example (1),
E (“Hanako graduates™) precedes R (“Taro gets
PhD”), thus the overall temporal relation of the
sentence is (S < E < R). Here, A < B signifies that
A takes place before B.

(1)  When Taro gets his PhD next year, Hanako
will have graduated from college.

In addition, the time interval between E and R is
specified by adding temporal adverbs in the main
clause (e.g., “When Taro gets his PhD next year,
Hanako will have graduated from college 3 months
ago’”).

In English, the perfect aspect is marked differ-
ently depending on tense (e.g., had, has, will have).
However, Chinese and Japanese do not morpho-
logically vary aspect markers across tenses. Chi-
nese typically uses the marker “-le( 7)”(Klein et al.,
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2000; Mochizuki, 1997) to indicate the perfect as-
pect regardless of tense and relies on temporal ad-
verbs or context to convey temporal information.
Japanese expresses the perfect aspect using the aux-
iliary “-tei-(- T\ -)”(Kudo, 1995; lori, 2001), com-
bined with either the past “-tei-ta(- T \*-72)” or
non-past “-tei-ru(-C \*-%)” form, reflecting its
binary tense system.!

These aspect markers are also used in other con-
texts and are not exclusively used to express the
perfect aspect. For example, Chinese “le” may also
serve as a modal particle to express urgency or emo-
tional emphasis (e.g., “A#f 7! means “great!”).
Because such non-perfect uses dominate everyday
usage, we hypothesized that LLMs may struggle
to generalize the meaning of the perfect aspect in
these languages.

2.2 Temporal NLI Datasets

There are already some NLI datasets that focus on
aspect (Kober et al., 2019; Prus et al., 2024). Kober
et al. (2019) introduced a carefully curated NLI
dataset with a specific focus on tense and aspect.
However, these studies focus only on English.

Several studies (Hu et al., 2020; Yanaka and Mi-
neshima, 2021, 2022; Sugimoto et al., 2024) have
addressed NLI tasks involving challenging linguis-
tic phenomena in Japanese and Chinese, but they
rarely involve NLI tasks focusing on the perfect
aspect. OCNLI (Hu et al., 2020) is a Chinese NLI
dataset, and JaNLI (Yanaka and Mineshima, 2021)
and JSICK (Yanaka and Mineshima, 2022) are
Japanese NLI datasets. However, they scarcely ad-
dress temporal inference. Jamp_sp (Sugimoto et al.,
2024) is a Japanese temporal inference dataset,
but it does not systematically investigate inference
tasks concerning the perfect aspect.

3 Dataset

Based on tense (past (Pst), present (Pres), future
(Fut)) and the presence (t) or absence (None) of
a temporal adverb in the main clause discussed
in Section 2.1, we designed six Japanese sen-
tence templates based on linguistic literature (Kudo,
1995) and created corresponding Chinese templates.
By using these sentence templates as premises and
hypotheses, we constructed 30 premise—hypothesis
pairs (P, H) of NLI problems for Japanese and

'Other markers such as “guo” (Chinese), “zhe” (Chinese),
and “-ta” (Japanese) may express perfect meanings; however,
this paper primarily focuses on the prototypical “-le” and

(L)

“-tei
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Chinese, respectively. Since the perfect aspect with
punctual verbs expresses a stable temporal relation
in sentences, each (P, H) pair is theoretically ex-
pected to have a unique correct label (entailment
or non-entailment) under various punctual verb
phrases (See a and b in Example (2)). This en-
ables us to generate a large number of (P, H) pairs
with entailment labels by inserting different lexical
items semi-automatically.

(2) a. Pres(t): Hanako has already been dead
for 3 months.
= Pres: Hanako has already been dead.

Pres(t): Hanako has already graduated
from college for 3 months.

= Pres: Hanako has already graduated
from college.

The examples of sentence templates with labels
for Chinese are shown in Table 1. Full examples
of (P, H) pairs (Table 5) and sentence templates in
Chinese and Japanese (Tables 6 and Table 7) can
be found in Appendix B.

We manually collected 45 sets of common lexi-
cal items (nouns and punctual verbs) and clauses
to fill our templates. To minimize semantic influ-
ence, the items were designed to maintain one-to-
one semantic correspondence between Chinese and
Japanese. In total, we generated 1,350 (P, H) pairs
for each language, comprising 405 instances la-
beled as entailment and 945 instances labeled as
non-entailment.

Some studies have noted that uncertainty
may arise in NLI tasks when temporality is
involved (Kober et al., 2019; Pavlick and
Kwiatkowski, 2019). To address this issue, we
limited the verb types to punctual verbs that denote
irreversible changes (e.g., die).

To validate the reliability of the sentences, all
instances in the dataset underwent rigorous review
and were refined by native speakers. Additionally,
to ensure labeling reliability, multiple native speak-
ers independently annotated 30 different (P, H)
pairs. Under a majority voting scheme, their judg-
ments consistently matched the gold labels, demon-
strating high inter-annotator agreement.”

2We collected answers from seven native Chinese speakers
and three native Japanese speakers. The average match rate
between the Chinese responses and the golden label is 94%,
while Japanese is 100%.



Categories Template Example

P: Pst(t) [Event-Past] MBI, [NP] B4 [TIME] T.
(E<R<S) NER RIS L2247 IR, 167 B2 L =41 7.
“When Taro got his PhD last year, Hanako had already for 3 months.”
= H;: Pst [Event-Past] WIE [np] OF T.
(E<R<YS) KR B AEEUS AL BIRHE, {61 &0 7.
“When Taro got his PhD last year, Hanako had already ”
= Hj: Pres(t) [NP] %% [TIME] 1.
(E<S=R) by B8 =4AHT.
“Hanako has already for 3 months.”
= H;s: Pres [NP] B4 T.
(E<S=R) LrBs i T.
“Hanako has already ”
= Hy: Fut(t) [Event-Future] WEME [NP] B4 [TIME] T.
(S<E<R) RN HRHAAE IS L2247 IR, 167 B2 0L =4 H 7.
“When Taro gets his PhD next year, Hanako will have already for 3 months.”
= Hs: Fut [Event-Future] W& [NP] B2 7.
(S<E<R) KEBHAAFE EA1 1207 BT, 67 248 00 7.

“When Taro gets his PhD next year, Hanako will have already

Table 1: Template examples of premise and hypothesis sentences in Chinese. In category column, the symbol (t)
indicates the presence of a temporal adverb in the main clause. The slot [Event-Past] and [Event-Future]
is a subordinate clause containing a temporal expression referring to the past or future, such as “A R K FEIG1E
1 2#AL” (“Taro got his PhD last year”). = indicates entailment and # indicates non-entailment.

4 Experimental Setup

We conducted experiments on multilingual LLMs
and LLMs with enhanced monolingual capabil-
ity with varying parameter scales. The multi-
lingual models we used include GPT-4 (gpt-4-
0613), Claude 3.5 (claude-3-5-sonnet-20241022),
Deepseek-V3 (deepseek-chat), and Llama3.13 (8B
and 70B). The LLMs with enhanced monolingual
capability include the Chinese models Qwen3* (8B
and 32B) and the Japanese models Swallow’ (9B
and 27B). These models cover both multilingual
and language-specialized types.

Each model received every premise—hypothesis
pair in the corresponding language, together with
an instructional prompt that introduces the NLI task
and asks whether the premise entails the hypothe-
sis. Model predictions were then compared with
gold labels to compute classification accuracy. All
experiments were conducted in a zero-shot setting.
Our Japanese prompts were adapted from (Sugi-
moto et al., 2024) and then translated into Chinese
by native speakers. The full Chinese and Japanese
prompts are provided in Appendix A.

hf.co/collections/meta-1llama/
llama-31-669fc079a0c406a149a5738f

‘hf. co/collections/Qwen/
qwen3-67dd247413£f0e2e4£653967%

Shf.co/collections /tokyotech—11m/
gemma-2-swallow-67f2bdf95f03b%e278264241

91

GPT-4 - CN: 80.6 GPT-4 - JA: 72.3

N:1000 N:956 N:956 N:100.0 N:100.0 N:1000 [Ni844 | N:91.1 N:956 N:100.0
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4 £1000

E267 E356 [ VA

= N:1000 | N:889 N:B22 =4 N:100.0 N:100.0

1000 E:1000 E100.0 g E67 E00

Pst Fut Pst Fut

Pst(t) Pres(t)  Pres

Premise

Pst(t) Pres(t)  Pres

Premise

Fut(t) Fut(t)

Figure 1: Detailed results from GPT-4 in Chinese and
Japanese.The overall accuracy is shown in the title.
E/N:number in cells shows the gold label and the accu-
racy for each (P, H) pair.

5 Results and Discussion

Table 4 shows the average accuracy of tested mod-
els on our dataset. Figure 1 shows the detailed
results of GPT-4. See Appendix C for detailed
results of other models.

Comparison between models As shown in Ta-
ble 4, Claude 3.5 achieved the best overall per-
formance, outperforming GPT-4—the second-best
model—by over 10% in both Chinese and Japanese.

Most models performed similarly on Chinese
and Japanese, with accuracy differing by less than
5%. However, Llama-8B was a notable outlier,
showing a large performance gap of 26.2% (Chi-
nese: 37.3%, Japanese: 65.6%). Notably, Llama-
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Tense of (P, H) Label GPT-4 Claude3.5 Deepseek-v3 Llama-8B Llama-70B Qwen3-8B Qwen3-32B Swallow-9B Swallow-27B
(Pst(t), Pres(t)) N 0.0/0.0 77.8/2.2 0.0/0.0 0.0/17.8 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0 0.0/0.0
(Pst(t), Pres) E  100.0/100.0 100.0/97.8 100.0/100.0 100.0/57.8 100.0/95.6 100.0/100.0 100.0/100.0  95.6/62.2 100.0/62.2
(Pst, Pres(t)) N  100.0/100.0 100.0/100.0 100.0/100.0 0.0/100.0  93.3/80.0  91.1/62.2 51.1/75.6 93.3/62.2 15.6/62.2
(Pst, Pres) E  100.0/100.0 95.6/84.4 100.0/100.0 100.0/62.2 100.0/88.9 100.0/100.0 100.0/100.0 100.0/60.0  100.0/60.0
(Fut(t), Pres(t)) N 6.7/0.0 91.1/24.4 0.0/0.0 0.0/51.1 8.9/8.9 0.0/0.0 0.0/2.2 0.0/0.0 0.0/0.0
(Fut(t), Pres) N 0.0/0.0 53.3/20.0 0.0/0.0 2.2/62.2 0.0/37.8 0.0/0.0 2.2/2.2 13.3/4.4 6.7/8.9
(Fut, Pres(t)) N 100.0/97.8 100.0/100.0 100.0/100.0 11.1/95.6  97.8/93.3  97.8/46.7 48.9/82.2 97.8/62.2 51.1/60.0
(Fut, Pres) N 0.0/0.0 86.7/42.2 2.2/0.0 0.0/51.1 0.0/73.3 0.0/0.0 0.0/33.3 0.0/24.4 2.2/15.6

Table 2: Model accuracy (%) when the premise is in the past or future, and the hypothesis is in the present tense.
Left side of “/” shows accuracy in Chinese cases, and the right side shows Japanese cases. E indicates entailment
labels and N indicates non-entailment labels. The rows in boldface indicate the questions with lexical overlap.

Model Language Accuracy (E/N)
Llama-8B CN 92.6% / 13.5%
JA 45.2% 1 71.3%
Qwen3-8B CN 44.6% / 74.6%
JA 62.7% 1 71.4%
Swallow-9B CN 46.9% / 80.2%
JA 32.6% / 48.4%

Table 3: The differences in accuracy between entailment
and non-entailment cases for Llama-8B, Qwen3-8B and
Swallow-9B.

Model Accuracy (CN/ JA)
GPT-4 80.6% / 72.3%
Claude3.5 91.5% 176.7%
Deepseek-v3 77.3% /1 70.1%
Llama-8B 37.3% 1 65.6%
Llama-70B 75.8% 1 72.3%
Qwen3-8B 74.2% | 68.8%
Qwen3-32B 51.4% / 56.6%
Swallow-9B 70.2% | 43.6%

Swallow-27B 54.9% / 42.7%

Table 4: Overall accuracy of each model on our dataset.

8B shows an accuracy gap of nearly 80% between
instances labeled as entailment and those labeled
as non-entailment (See Table 3). Given that the
contexts in which the perfect aspect appears in Chi-
nese are more homogeneous, this result suggests
that multilingual models with smaller parameter
sizes may struggle to generalize the meaning of the
perfect aspect in Chinese.

Furthermore, LLMs with enhanced monolingual
capability (Qwen3 and Swallow) exhibit a negative
correlation between accuracy and model size. We
aim to explore this phenomenon in greater depth in
future studies.

Comparison based on linguistic phenomena
When the tense of the premise and the hypothesis
is the same, models with parameter sizes over 32
billion achieve near-perfect accuracy, while those
with lower parameter sizes still struggle with it.
Example (3) shows a case of (P: Pst(t), H: Pst).
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(3) Pst(t): ABBEJEEIRIRANE, EFE
ZR=KT.,
“When Taro came home last week, Hanako
had already been dead for 3 days.”
# Pst: KBR L& [B] B SRGF(%, {61
CA T,
“When Taro came home last week, Hanako
had already been dead.”

This demonstrates that models with larger param-
eter sizes can capture the semantic nuances intro-
duced by temporal adverbs.

However, when the tense of the premise and the
hypothesis differ, the situation becomes more com-
plex. In cases where the premise is the past or fu-
ture and the hypothesis is the present (e.g., (P: Fut,
H': Pres), we found all models except Claude3.5
consistently predict entailment (See Table 2). One
possible reason is that the models rely on lexi-
cal overlap heuristics mentioned in (McCoy et al.,
2019) to solve these problems. In Chinese, since
the aspect marker “/e” applies across all tenses, lex-
ical overlap naturally occurs. In Japanese, sentence
pairs where both the premise and the hypothesis use
the same perfect aspect marker (e.g., (Fut, Pres))
involve lexical overlap. Examples (4) and (5) illus-
trate cases where lexical overlap occurs.

(4) Fut: KEBHAAERZERAARHE, 1678
SRR
“When Taro graduates from college next
year, Hanako will have already quit her
job.”
# Pres: {L T C&EREIR T,
“Hanako has already quit her job.”

Fut: RERACRERZE 2 AT L & &,
fEFire o {IZ2thzFHHDTWDS,
“When Taro graduates from college next
year, Hanako will already have quit her
job.”

# Pres: {L 322 FHOT WS,
“Hanako has already quit her job.”

(&)



To our surprise, in Japanese cases where the
premise and hypothesis use different tense markers,
models still tend to incorrectly predict entailment,
as illustrated by Example (6), in which “-tei-ta” is
used in the premise and “-fei-ru” in the hypothe-
sis. This result may suggest that the models’ low
accuracy in handling the perfect aspect in both Chi-
nese and Japanese is not merely a consequence of
heuristic biases, but also reflects their incomplete
understanding of the semantic distinction between
the Japanese perfect aspect marker “-fei-fa” and the
simple past marker “-fei-ru’”.

(6) Pst(t): KESAVEBEIZHKITH - 72 & &,
fEFIFBEIZ ZHENZIEA T W,
“When Taro came home last week, Hanako
had already been dead for 3 days.”

# Pres(t): /61X = HAETIZILA TW
o
“Hanako has already been dead for 3 days.’

’

6 Conclusion

In this study, we presented a bilingual NLI dataset
targeting the interpretation of the perfect aspect
with punctual verbs in Japanese and Chinese. Our
results show that even state-of-the-art LLMs of-
ten fail to capture the correct temporal relations,
especially when tense and reference times differ
between sentences. Our findings highlight the need
for evaluation benchmarks that are both linguisti-
cally diverse and sensitive to temporal inference.

7 Limitation and Future Work

One limitation of this study is that our experiments
deliberately include only punctual, irreversible
verbs (e.g., die) to avoid truth-conditional ambi-
guities. Consequently, our findings do not yet gen-
eralize to verbs that occur in perfect-progressive
constructions. Extending coverage to such verb
classes is left for future work.

Another limitation is that our experiments are
only performed in a zero-shot setting. We plan to
expand the range of prompt formats used in future
experiments.

Finally, some phenomena highlighted in Section
5 remain speculative, most notably the negative
scaling trend observed for the Qwen3 series and
the Swallow series. We will design additional con-
trolled experiments to validate or refute these hy-
potheses.
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A Prompts

Chinese:

$87~: M entailment, non-entailment /7 [B]Z5 Fij &
FIEIZ AR R AT 245 HIERE.

PR

- U SR BN IE L B B AR R IR SR AT IR
S H %, MI%IH entailment.

- G0 5R AT AR A AL T ¥ R UE B B ST e L
non-entailment.

- BB I & B AL ARTHS [R] A5

- BURAIEIE B A B S BLLE.

i {premise}

f&i%: {hypothesis}

BE:

Japanese:

fRm: Bifd & IKE DB fR % entailment,non-
entailment D H17H2 5 [AE L TL 723 WA
ARETT.

il

- BUER D S ARG A, G B RG50S R 2
HAWTEHAEETH 554 1E entailment & H
7

SRR D D E UL THAREHARKT UK
D 37272\ 354 1 non-entailment & )

- BIHR & AR 3 PRI 7 R 73 2 B I L T
AN

- AR L IRE D EERF 2 BifE L T 5
if2: {premise}

i@t {hypothesis}

B A

English translation:

Instruction: Answer the relationship between
the premise and the hypothesis with one of the
following: entailment or non-entailment. No
explanation is needed.

Constraints:

- If the hypothesis can be deduced from the premise
through logical reasoning or common sense
knowledge, output entailment.

- If the truth of the premise does not guarantee the
truth of the hypothesis, output non-entailment. -
There is no omission of any temporal information
in both the premise and hypothesis.

- The utterance time for both the premise and
hypothesis is the present.

Premise: {premise}

Hypothesis: {hypothesis}

Answer:
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B Templates

Table 5 shows all (P, H) templates and their labels
in our dataset. Table 6 and Table 7 show Chinese
and Japanese sentence templates used to create our
dataset.

C Detailed Results

Figure 2 and Figure 3 show detailed results of all
models under our dataset.



Premise Hypothesis Example Label

Pst(t) When Taro got his PhD last year, Hanako had already been dead for 3 months.
Pst When Taro got his PhD last year, Hanako had already been dead. Entailment
Pres(t) Hanako has already been dead for 3 months. Non-Entailment
Pres Hanako has already been dead. Entailment
Fut(t) When Taro gets his PhD next year, Hanako will have already been dead for 3 months. ~ Non-Entailment
Fut When Taro gets his PhD next year, Hanako will have already been dead. Entailment

Pst When Taro got his PhD last year, Hanako had already been dead.
Pst(t) When Taro got his PhD last year, Hanako had already been dead for 3 months. Non-Entailment
Pres(t) Hanako has already been dead for 3 months. Non-Entailment
Pres Hanako has already been dead. Entailment
Fut(t) When Taro gets his PhD next year, Hanako will have already been dead for 3 months.  Non-Entailment
Fut When Taro gets his PhD next year, Hanako will have already been dead. Entailment

Pres(t) Hanako has already been dead for 3 months.
Pst(t) When Taro got his PhD last year, Hanako had already been dead for 3 months. Non-Entailment
Pst When Taro got his PhD last year, Hanako had already been dead. Non-Entailment
Pres Hanako has already been dead. Entailment
Fut(t) When Taro gets his PhD next year, Hanako will have already been dead for 3 months.  Non-Entailment
Fut When Taro gets his PhD next year, Hanako will have already been dead. Entailment

Pres Hanako has already been dead.
Pst(t) When Taro got his PhD last year, Hanako had already been dead for 3 months. Non-Entailment
Pst When Taro got his PhD last year, Hanako had already been dead. Non-Entailment
Pres(t) Hanako has already been dead for 3 months. Non-Entailment
Fut(t) When Taro gets his PhD next year, Hanako will have already been dead for 3 months. ~ Non-Entailment
Fut When Taro gets his PhD next year, Hanako will have already been dead. Entailment

Fut(t) When Taro gets his PhD next year, Hanako will have already been dead for 3 months.
Pst(t) When Taro got his PhD last year, Hanako had already been dead for 3 months. Non-Entailment
Pst When Taro got his PhD last year, Hanako had already been dead. Non-Entailment
Pres(t) Hanako has already been dead for 3 months. Non-Entailment
Pres Hanako has already been dead. Non-Entailment
Fut When Taro gets his PhD next year, Hanako will have already been dead. Entailment

Fut When Taro gets his PhD next year, Hanako will have already been dead.
Pst(t) When Taro got his PhD last year, Hanako had already been dead for 3 months. Non-Entailment
Pst When Taro got his PhD last year, Hanako had already been dead. Non-Entailment
Pres(t) Hanako has already been dead for 3 months. Non-Entailment
Pres Hanako has already been dead. Non-Entailment
Fut(t) When Taro gets his PhD next year, Hanako will have already been dead for 3 months.  Non-Entailment

Table 5: All (P, H) templates and their labels. Here, we only present the English translation of one example to
illustrate the correspondence between the (P, H) pair and their label in our dataset. As mentioned in Section 3, the
label remains unchanged even when different punctual verbs are used.

Category | Template | Example
Pst(t) [Event-Past ] R, [np]ELE T FH b JE R SR, IIATE T
Pst [Event-Past]MI{E, [Np]CL T b EJE S 5, LA TR T
Pres(t) [NP] B4 T IIAEE 7
Pres [NP] EZ T 1A B T
Fut(t) [Event-Future] %, [np]E% g el RASH TAERIEHE, (LIRS T
Fut [Event-Future] M, [np] B4 7 TEfE A H TAERRHE, (LARBES 7
Table 6: Sentence Templates for Chinese.
Category | Template | Example
Pst(t) [Event-Past] & &, [NP]IX[TIME]RIIZT TIT H 2 HE o L7z e & IiARIE—HEERNIZ T TIZ
Pst [Event-Past] & &, [NP]IZTTIT M2 HE -k U7z & & LRI TIZ
Pres(t) NP1 X [TIME] RIZ AR — AR R
Pres [NP] X AR

Fut(t)

Fut

[Event-Future] & &,

[Event-Future] & &,

[NP] I [TIME]BTIZ

NPl E 5 < IZ

VERED A AR S 2 & &, A M AT
ERED R AT 2 & &, AR o<z

Table 7: Sentence Templates for Japanese.
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Figure 2: Results on our Chinese dataset. The overall accuracy is shown in the title. E/N:number in cells shows the
gold label and the accuracy for each (P, H) pair.
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Figure 3: Results on our Japanese dataset. The overall accuracy is shown in the title. E/N:number in cells shows the
gold label and the accuracy for each (P, H) pair.

97



