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Abstract

Position paper: In many African countries, the
informal business sector represents the back-
bone of the economy, providing essential liveli-
hoods and opportunities where formal employ-
ment is limited. Despite, however, the growing
adoption of digital tools, entrepreneurs in this
sector often face significant challenges due to
lack of literacy and language barriers. These
barriers not only limit accessibility but also in-
crease the risk of fraud and financial insecurity.
This position paper explores the potential of
conversational agents (CAs) adapted to low-
resource languages (LRLs), focusing specifi-
cally on Mooré, a language widely spoken in
Burkina Faso. By enabling natural language
interactions in local languages, AI-driven con-
versational agents offer a promising solution to
enable informal traders to manage their finan-
cial transactions independently, thus promot-
ing greater autonomy and security in business,
while providing a step towards formalization
of their business. Our study examines the main
challenges in developing AI for African lan-
guages, including data scarcity and linguistic
diversity, and reviews viable strategies for ad-
dressing them, such as cross-lingual transfer
learning and data augmentation techniques.

1 Introduction

Commerce, particularly in the informal sector,
plays an essential role in the economy of most
African countries. A significant portion of the pop-
ulation is involved in informal trading activities,
which include small-scale retail, street vending, and
local artisan markets (Martínez and Short, 2022).
In urban areas, vibrant markets abound, where ven-
dors offer a wide array of goods, from fresh pro-
duce to handmade crafts, providing a livelihood for
many families. The informal sector is especially
vital for job creation in contexts where formal em-
ployment opportunities remain scarce (Martínez
and Short, 2022). Recently, technological advance-

ments have significantly transformed informal com-
merce.
Problem Statement. Consider, for example, an
entrepreneur in the bustling retail sector who oper-
ates a successful shop specializing in local crafts
and essential goods. Leveraging digital tools, they
use mobile payment1 platforms to streamline op-
erations and improve customer convenience, en-
abling fast and accessible transactions via smart-
phone technology. However, despite the opera-
tional advantages of these digital platforms, the
businessman may face challenges in exploiting the
technology due to limited literacy skills and the fact
that most of the existing solutions are not inclusive
to enable easy use in case of linguistic barriers.
This can potentially lead them to seek assistance
from other people. As a result, they often may
rely on others for instance to check their balance or
make payments on their behalf, a practice which,
while necessary, presents potential security risks.
This dependence on outside help unintentionally
increases their vulnerability to fraud, as sharing
sensitive information with third parties can compro-
mise their financial security (Anthony et al., 2024).
The potential of technology to empower is then
undermined when these tools remain inaccessible
to a large portion of the population. With recent
advances, Artificial Intelligence (AI) has the poten-
tial to act as a powerful lever, enabling accessible
technology use through conversational agents that
communicate in users’ native languages, making
digital tools universally approachable.
AI-based Conversational Agent as a Solution.
Conversational agents (CAs) are software systems
designed to simulate interactions with real peo-
ple (Khatri et al., 2018). They interact with users
using written or spoken natural language, as well as

1With a large portion of the population lacking access to
traditional banking services, mobile payment platforms have
emerged as a vital tool for facilitating transactions (Osabutey
and Jackson, 2024).
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gestures and other non-verbal expressions (Mariani
et al., 2023). Recent AI-powered agents, such as
Amazon’s Alexa, Apple’s Siri, and Google Assis-
tant, have become popular around the world due
to their ability to help users with everyday tasks.
Indeed, AI-powered CAs can perform tasks such
as setting reminders, checking balances, and an-
swering questions through simple voice commands
or text input. Then, they reduce the need for ex-
tensive technological knowledge, making digital
interactions more accessible to users across vary-
ing literacy and technological levels. However,
despite the rapid development of conversational
AI, most agents are designed to work effectively in
high-resource languages such as English, Spanish
and Mandarin. African languages are significantly
under-represented in technology, despite the fact
that Africa is home to around a third of the world’s
languages. This under-representation is largely due
to the fact that these languages are Low-Resource
Languages (LRLs). So, millions of native speak-
ers in Africa are therefore unable to use technol-
ogy tools effectively in their daily or professional
interactions because they speak LRLs2. The de-
velopment of CAs in LRLs, particularly African
languages, would enable greater inclusion in com-
munities as they would enable individuals to use
technology in their native language, creating more
personalized and accessible interactions that pro-
mote financial independence and business auton-
omy (Magueresse et al., 2020). For example, using
a conversational agent, the entrepreneur could ver-
bally request his account balance in his own words.
The agent would then respond by providing the
requested information via voice output, eliminat-
ing the need for external assistance and protecting
the entrepreneur from the vulnerabilities that this
entails.

The main challenge in developing CAs for
African languages is data scarcity. These languages
often lack the datasets needed to effectively train AI
models, and they often lack the resources to create
and collect sufficient data for language processing
models. A another challenge is the diversity of
these languages. African languages generally have
a wide range of accents and dialects. Even within
the same language, pronunciation, vocabulary and
grammatical structures can vary considerably from
one region to another and from one social group

2Africa and India collectively host approximately 2,000
low-resource languages and are home to over 2.5 billion in-
habitants (Magueresse et al., 2020).

to another within the same region (way). These
variations can result in misunderstandings and mis-
interpretations by Natural Language Processing
(NLP) models.
Contribution This position paper lays the ground-
work for developing an AI-based conversational
agent for low-resource African languages (LRLs).
We focus on Mooré (also known as Moré), the
most widely spoken national language in Burkina
Faso, spoken by 52.9% of the country’s 20.5 mil-
lion people (INSD, 20293). Mooré is the native
language of the Mossi people and belongs to the
Niger-Congo language family’s Gur (Voltaic) sub-
group. While prevalent in Burkina Faso, Mooré is
also spoken in neighboring Benin, Côte d’Ivoire,
Ghana, Togo, and Mali. Despite its widespread
use, Mooré remains a low-resource language due
to its primarily oral tradition, with limited written
resources available. We explore in particular, the
potential solutions for developing conversational
agents for LRLs like Mooré, particularly those de-
signed to assist with informal business manage-
ment as a sweet spot for adoption of these agents.
Indeed, the informal sector is keen for adopting
innovations that could add value to their business.
Yet, it is also the place where innovation is hardest
to implement due to the high literacy rates. Conver-
sational agents then constitute a formidable bridge
if we can overcome the challenges related with
LRLs. By analyzing the unique challenges posed
by LRLs, we investigate how state-of-the-art NLP
techniques can be adapted and applied to overcome
these limitations. Our methodology involves iden-
tifying key challenges, such as data scarcity, lan-
guage model adaptation, and cultural nuances, and
then proposing tailored solutions based on relevant
NLP techniques. Our work makes the following
contributions.

• We highlight the need for more inclusive so-
lutions and discuss how AI-based conversa-
tional agents for low-resource languages can
serve as a bridge to closing literacy gaps in
Africa, empowering marginalized communi-
ties, and promoting digital inclusion.

• We establish a foundational framework for de-
veloping AI-based conversational agents tai-
lored for low-resource languages, with a focus
on addressing the unique challenges posed by
linguistic scarcity and complexity.

3https://www.insd.bf/fr/resultats

https://www.insd.bf/fr/resultats
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• We propose adapted solutions to overcome
the challenges of low-resource languages by
leveraging state-of-the-art techniques in natu-
ral language processing (NLP), including data
augmentation and multilingual model integra-
tion.

2 Background

2.1 Low-Resource Languages

According to UNESCO’s World Atlas of Lan-
guages4, there are 8,324 languages (spoken and
signed) documented by governments, public institu-
tions and academic communities, of which around
7,000 are still in use. However, most current NLP
research focuses on 20 of the world’s 7,000 lan-
guages (Magueresse et al., 2020). Most of the
world’s languages are therefore LRLs.
Over the past decade of efforts to create language
resources for under-served languages, several terms
have emerged to describe these languages, includ-
ing ‘low density’, ‘less commonly taught’, ‘under-
resourced’ and ‘under-resourced’ (Cieri et al.,
2016). (Magueresse et al., 2020) defined Low-
Resource Languages (LRLs) as languages that are
less studied, resource-scarce, underrepresented in
digital formats, and less commonly taught. In this
paper, the term ‘LRLs’ refer to languages that ex-
hibit one or more of these characteristics, with a
particular emphasis on data scarcity. We focus on
African LRLs.

African low-resource languages LRLs have
unique characteristics and challenges that impact
their representation in technology and natural lan-
guage processing (NLP). Here is an overview
of the main characteristics. Limited digital re-
sources and data scarcity are major challenges for
the development of NLP models for African lan-
guages (Thangaraj et al., 2024). The digital pres-
ence of many African languages is largely limited
to informal sources, such as social media, which
complicates data collection and processing. As
a result, there is a critical lack of the large anno-
tated datasets required for effective model training.
This lack affects a variety of key resources, in-
cluding digital text corpora, speech transcription
datasets and labelled data tailored to specific NLP
tasks, hampering the ability to develop robust lin-
guistic technologies for these languages. In addi-
tion, African languages are often characterised by

4https://unesdoc.unesco.org/ark:/48223/
pf0000380132

high linguistic complexity (Thangaraj et al., 2024).
Many have agglutinative or highly inflectional mor-
phology, where a single word can encode multiple
layers of meaning through prefixes, suffixes or in-
ternal modifications. This morphological richness
poses problems for NLP tasks such as tokenization
and stemming, as standard techniques can struggle
to break down these complex structures accurately.
Many African languages also rely on tonal distinc-
tions, i.e. variations in pitch that can completely
change the meaning of a word. Accurately cap-
turing pitch in written and spoken data is difficult,
especially as pitch marks are often omitted from in-
formal texts, leading to ambiguity and potential er-
rors in training data. African languages are also of-
ten characterised by limited access to standardised
writing systems, largely due to the predominance of
oral traditions over written literacy. Many of these
languages lack standardised orthographies and con-
sistent conventions for spelling, punctuation and
grammar (Thangaraj et al., 2024). This lack of
widely accepted standards complicates data pro-
cessing and poses consistency problems for NLP
applications, as variations in written forms can lead
to inconsistencies in model learning and evaluation.
These languages also encompass a wide range of
dialects, with significant regional variations in vo-
cabulary, grammar and pronunciation (way). This
linguistic diversity complicates the development of
standardised NLP models that work reliably across
all dialects, as models trained on one dialect do not
necessarily generalise to others.

2.2 Conversational Agent
The concept of machines interacting with humans
in a conversational way originated with the Tur-
ing test in 1950. The practical implementation
of this concept began with early systems such as
ELIZA (Weizenbaum, 1966) and PARRY (Colby,
1981), which relied on rule-based approaches;
these systems used predefined rules and templates
to process user input and generate responses. How-
ever, advances in artificial intelligence have since
enabled the development of conversational AI, a
specialised area of AI. Conversational AI is de-
fined as "the study of techniques for developing
software agents capable of engaging in natural con-
versational interactions with humans" (Khatri et al.,
2018).

Conversational AI leads to AI-powered conver-
sational agents (CAs), which are “software systems
designed to mimic interactions with real people”

https://unesdoc.unesco.org/ark:/48223/pf0000380132
https://unesdoc.unesco.org/ark:/48223/pf0000380132
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through conversation in written and spoken natu-
ral language, as well as through gestures and other
nonverbal expressions (Mariani et al., 2023). These
systems are referred to by several terms based on
their application and functionality, such as chatbots,
smart bots, intelligent agents, conversational user
interfaces, conversational AI systems, personal dig-
ital assistants, virtual personal assistants, or dia-
logue systems (Kusal et al., 2022). Conversational
agents (CAs) are versatile tools employed across
various domains to perform a wide range of valu-
able tasks. In the business sector, they are widely
used for marketing, engaging customers through
personalized interactions, and providing 24/7 cus-
tomer support (Bavaresco et al., 2020). In health-
care, CAs function as personal health assistants,
reminding patients to take medications, scheduling
appointments, delivering medical information, and
offering preliminary health (Laranjo et al., 2018).
In the education sector, these agents serve as per-
sonal tutors, assisting students with homework,
explaining complex concepts, offering study tips,
and supporting language learning (Darvishi et al.,
2024). Within the entertainment industry, CAs
enhance user experiences by assisting players in
digital games (Kusal et al., 2022).

2.3 Conversational Agents for Low-Resource
Languages

While popular conversational agents such as Ama-
zon Alexa, Apple Siri and Google Assistant pri-
marily support high-resource languages (HLRs),
they have begun to include a limited selection of
LRLs. For example, Google Assistant5 now sup-
ports Swahili, a language widely spoken in East
Africa with over 16 million native speakers, as
well as Hindi and Indonesian. Apple Siri6 supports
Malay and Thai, although functionality in these
languages is more limited than in HLRs, often lim-
iting users to simple voice commands. Siri also sup-
ports Hebrew and Arabic, languages that present
unique challenges due to the distinct directional-
ity of the script and complex phonetic structures.
Amazon Alexa7, although its range of low-resource
languages is more limited, supports Hindi, improv-
ing accessibility for speakers in India. Although
these platforms are making progress in terms of in-
clusion, support for LRLs remains limited. In par-

5https://assistant.google.com/
6https://www.apple.com/siri/
7https://www.amazon.com/b?node=21576558011&

ref_=alxcom_lrnmore_btn_23

ticular, the availability of localized responses, the
recognition of dialectal variations and the handling
of complex linguistic features typical of African
and other LRLs are often insufficient, resulting in
less robust functionality than for HLRs.

African languages remain underrepresented in
the field of conversational AI, although recent stud-
ies are increasingly exploring the feasibility of de-
veloping conversational agents for these languages.
For example, (Awino et al., 2022) developed a
Swahili conversational AI voicebot for customer
support tasks, while (Adewumi et al., 2023) created
a corpus to investigate cross-lingual transfer for di-
alogue generation in African LRLs. (Ogundepo
et al., 2023) introduced a cross-lingual question-
answering dataset with over 12,000 questions in 10
geographically diverse African languages. (Ogueji
et al., 2021) examined the viability of Transformer-
based multilingual language models, pretrained
from scratch, for 11 African languages. Addition-
ally, several community-driven initiatives and re-
search groups, such as the Masakhane Research
Foundation8, KenCorpus9, and Ghana NLP10, are
focused on building NLP models tailored for
African languages.

3 Addressing Challenges in Low Resource
Language Conversational Agents

Researchers have investigated various solutions for
overcoming linguistic and resource limitations in
developing conversational agents for low-resource
languages (LRLs). This section presents some of
these approaches.

3.1 Data Augmentation
The lack of data is a major obstacle to the devel-
opment of effective conversational agents in LRLs.
Data augmentation techniques come to the rescue
by creating synthetic data or manipulating exist-
ing data to enrich the training dataset. This part
presents some common techniques.

Back-translation is a technique that uses HRL
to create synthetic data for the target LRL by trans-
lating and back-translating sentences. For exam-
ple, (Adewumi et al., 2023) used this method to
create a dialogue dataset for six African languages
from MutiWOZ (Budzianowski et al., 2018), an En-
glish dialogue dataset. This technique allows addi-
tional training data to be created, capturing aspects

8https://www.masakhane.io/
9https://kencorpus.maseno.ac.ke/

10https://ghananlp.org/

https://assistant.google.com/
https://www.apple.com/siri/
https://www.amazon.com/b?node=21576558011&ref_=alxcom_lrnmore_btn_23
https://www.amazon.com/b?node=21576558011&ref_=alxcom_lrnmore_btn_23
https://www.masakhane.io/
https://kencorpus.maseno.ac.ke/
https://ghananlp.org/
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of the original language structure, and is particu-
larly useful when domain-specific data for LRLs is
limited. However, back-translation can also intro-
duce errors or biases from the HRL, hence the need
for careful selection of the LRL to ensure structural
compatibility and minimise potential distortions.

Synonym replacement (Kolomiyets et al.,
2011) is a word substitution technique that de-
scribes the paraphrasing transformation of text in-
stances by replacing certain words with synonyms
to create variations in sentences.

Synthetic data generation is a technique used
to create artificial data, such as text conversations or
voice recordings, based on predefined rules or mod-
els. This approach creates new data from scratch
by using generative models, such as GPT (Brown
et al., 2020) or other transformer-based models, to
produce text that simulates the characteristics and
patterns of the target language.

Audio data augmentation techniques such as
noise injection, time stretching, pitch shifting, and
reverberation can be valuable methods for enhanc-
ing audio datasets (Wei et al., 2020).

It is essential to ensure that the source data used
for augmentation is high quality and error-free. In
addition, adapting data augmentation techniques to
the specific domain of the conversational agent is
essential to achieve optimal results.

3.2 Cross-Lingual Transfer Learning
Cross-linguistic transfer learning is an NLP ap-
proach in which knowledge from high-resource
languages (such as English) is transferred to low-
resource languages in order to improve the perfor-
mance of models in those languages (Thangaraj
et al., 2024). This technique is based on the as-
sumption that languages, particularly those from
the same language family, share certain underlying
linguistic structures and semantic relationships. By
transferring knowledge from a well-trained source
language model, it may be possible to improve
the learning process of the target language model,
resulting in more accurate performance in LRL ap-
plications. Cross-lingual transfer capabilities are
evaluated in different architectures, such as mono-
lingual and multilingual.

Monolingual models are trained exclusively
on a single language, allowing them to better
capture linguistic details and nuances. By ex-
ploiting language-specific features and resources,
these models can achieve higher accuracy in tasks
such as translation, text generation, and classifi-

cation (Thangaraj et al., 2024). (Gogoulou et al.,
2022) investigates the feasibility of adapting ex-
isting monolingual models to the target language
and examines their downstream performance com-
pared to a model trained from scratch in that target
language. Their results indicated that knowledge
from the source language significantly enhanced
the learning of both syntactic and semantic aspects
in the target language. However, it can be difficult
to find pre-trained models in HRLs for each cor-
responding LRL, as most pre-trained monolingual
models are mainly trained in English, Mandarin,
and so on.

Multilingual pre-trained language models such
as mBERT (Pires et al., 2019) and XLM-R (Lample
and Conneau, 2019), are trained on large datasets
in multiple languages, enabling them to general-
ize and recognize patterns in different languages.
By creating shared linguistic representations, these
models facilitate the transfer of knowledge from
HRLs to LRLs, thereby improving the performance
of NLP tasks in low-resource contexts. However,
these models are strongly influenced by the datasets
on which they are trained. A biased training set
that favours large corpora of specific languages
may result in sub-optimal performance for under-
represented languages (Thangaraj et al., 2024).

Case of African LRLs
African languages face a severe lack of training
data and are often under-represented in multilin-
gual datasets. Since the quality and quantity of
multilingual data significantly influence the perfor-
mance of cross-linguistic transfer learning models,
the application of this method to African languages
presents challenges. In addition, these languages
often have complex grammatical structures and
high linguistic diversity, further complicating the
effectiveness of cross-linguistic transfer. However,
recent research has begun to explore solutions for
improving cross-linguistic transfer capabilities for
African languages. (Ogueji et al., 2021) investi-
gated the feasibility of pre-training multilingual
language models exclusively on LRLs, without
any transfer from HRLS. They presented AfriB-
ERTa, a transformer-based multilingual language
model trained on 11 African languages, which out-
performs mBERT and XLM-R in tasks such as
text classification and Named Entity Recognition
(NER). This study paves the way for the devel-
opment of multilingual models exclusively pre-
trained on African languages.
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3.3 Zero-shot and Few-Shot Learning

Zero-learning is a technique that allows a model
trained in one language to perform tasks in another
language without further fine-tuning (Pourpanah
et al., 2023). This approach is both flexible, as
it allows the model to perform tasks without task-
specific training, and cost-effective, as it eliminates
the need for additional training data. Few-shot
learning is a technique in which the model requires
only a small amount of data in the target language
to achieve better performance (Pourpanah et al.,
2023). This approach often outperforms zero-shot
learning, as it allows to work with contextual data
while requiring only a minimum amount of data.

These techniques are essential in cross-lingual
transfer learning, enabling models to learn from
only a few or even zero examples in the target
language by leveraging knowledge from related
languages. Multilingual models such as mBERT
and XLM-R enable zero-shot or few-shot learning,
often achieving strong performance in languages
on which they have not been directly trained (Pires
et al., 2019) (Lample and Conneau, 2019).

Zero-shot and few-shot learning are particularly
advantageous in low-resource scenarios (Kuo and
Chen, 2022), as they minimise the need for ex-
tensive target language data. These techniques
hold promise for addressing data scarcity in the
development of conversational agents for African
LRLs. However, they come with limitations: zero-
shot transfer may lack accuracy when handling
language-specific expressions or or specialised and
complex top. Furthermore, few-shot learning relies
heavily on the quality of the example data provided;
if these examples are suboptimal, the performance
of the model may be compromised.

4 Methodology

4.1 Approach

In this work, we adopt a modular architecture 1
to design and build the conversational agent (CA),
as it is particularly effective for task-based dia-
logue systems. This architecture decomposes the
overall task into a series of sub-tasks, allowing
each module to be trained independently, as sug-
gested by (Razumovskaia et al., 2022). The system
comprises three primary modules: (1) the Natural
Language Understanding (NLU) module, which
processes user input to accurately interpret inten-
tions and extract relevant entities; (2) the Dialogue
Management (DM) module, which determines the
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Figure 1: Conversation Agent - Modular Pipeline

appropriate system actions based on the current
state of the conversation; and (3) the Natural Lan-
guage Generation (NLG) module, which generates
contextually relevant responses based on user input.
Since our system is voice-based, we also incorpo-
rate speech recognition and speech synthesis tech-
nologies to enable seamless spoken interactions.

Building on this modular foundation, we propose
the development of a task-oriented AI conversa-
tional agent specifically designed for the commerce
sector. The system aims to automate essential tasks
such as sales management, stock tracking, and elec-
tronic transactions, offering a self-service interface
that is particularly useful for underserved popula-
tions, including illiterate users. To enhance acces-
sibility, we are considering a voice-based conversa-
tional agent that enables users to interact with the
system through spoken Mooré. Given that Mooré
is a low-resource language with limited digital re-
sources, this approach is intended to bridge the gap
in accessibility and usability, particularly in regions
where literacy levels are low. The key challenges lie
in both the scarcity of data and the linguistic com-
plexity of Mooré. To address these challenges, we
propose an innovative approach that combines data
augmentation techniques with multilingual models
and transfer learning. This strategy will help miti-
gate the lack of large-scale datasets for Mooré and
improve the conversational agent’s performance
in understanding and generating responses. Cur-
rently, there is no publicly available Mooré dataset
suitable for training a conversational AI system.
As a result, we will undertake data collection ef-
forts to build a comprehensive, domain-specific
Mooré dataset. This will be complemented by the
application of data augmentation techniques, such
as synthetic data generation and language model
fine-tuning, to further enhance the dataset’s cov-
erage and diversity. In addition, we will leverage
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pre-trained multilingual models for various natu-
ral language processing (NLP) tasks, focusing on
those trained on languages that are linguistically
similar to Mooré. By fine-tuning these models, we
aim to improve the conversational agent’s ability
to handle tasks such as intent recognition, slot fill-
ing, and dialogue management in the context of a
low-resource language. This approach is expected
to result in a robust, scalable AI-powered conver-
sational agent that can be deployed in commercial
settings to serve a wide range of users, including
those with limited literacy skills, while overcom-
ing the challenges posed by linguistic diversity and
data scarcity.

4.2 Data Collection and Pre-Processing

Developing CAs for African LRLs like Mooré re-
quires a robust and multifaceted data collection
and prep-rocessing strategy to address the scarcity
of linguistic resources. A foundational method in-
volves leveraging publicly available text and speech
corpora, such as transcripts of radio broadcasts, TV
shows and interviews, folk tales, religious texts,
and educational materials created in Mooré. These
culturally rich sources provide a diverse linguistic
base and can be digitized, segmented, and anno-
tated for use in natural language processing (NLP)
tasks. This effort can be significantly enhanced
through partnerships with local organizations, in-
cluding non-governmental organizations (NGOs),
cultural institutions, and academic groups. Col-
laborations with these stakeholders offer access to
linguistic and cultural expertise, facilitate targeted
data collection in urban and rural areas, and ensure
datasets are linguistically and culturally accurate
through expert validation.
To further enrich the dataset, a community-driven
approach via crowdsourcing initiatives is proposed.
Engaging native speakers through digital platforms
allows for the collection of conversational data and
feedback. A mobile-friendly platform could be de-
veloped where users contribute voice recordings,
translations, and annotations. This can encourage
contributions from speakers of various dialects to
ensure linguistic diversity. This approach not only
expands the dataset but also empowers the com-
munity to actively participate in preserving and
enhancing their language’s representation in tech-
nology.
Collaboration with community-driven Projects
such as Mashakane, is another critical element.
Partnering with such projects enables the use of

existing tools and frameworks tailored for low-
resource language processing, expands datasets
through collaborative community efforts, and pro-
vides pre-trained models that can serve as a starting
point for developing Mooré conversational agents.
These collaborations bring technical expertise and
a network of contributors committed to the broader
goal of advancing inclusivity in AI for African lan-
guages.

The collected data must undergo a rigorous pre-
processing phase to ensure its quality and usabil-
ity for training conversational agents. The first
step involves tokenization and normalization of
text data to address variations in spelling, grammar,
and script usage, creating a standardized format
for analysis. This step is crucial for languages
like Mooré, which may exhibit significant ortho-
graphic and syntactic variations across different
speakers and contexts. Additionally, dialect tag-
ging will be employed, where annotators label data
according to regional or dialectal differences. This
nuanced approach ensures that the final models can
capture and respond to the linguistic diversity in-
herent in Mooré. For audio data, noise reduction
is a critical step. Speech recordings will be pro-
cessed to remove background noise, interruptions,
and other non-linguistic sounds that could inter-
fere with the performance of speech recognition
systems. This ensures clarity and accuracy in subse-
quent processing stages. To maintain the dataset’s
integrity, a robust quality assurance process will be
implemented. Linguists and native speakers will
validate the dataset to ensure that it is linguistically
accurate, culturally relevant, and representative of
the Mooré language. This validation step is essen-
tial for creating conversational agents that are not
only effective but also respectful of the cultural and
linguistic nuances of the target community.

4.3 Data Augmentation

We address the data scarcity challenges in de-
veloping a conversational agent for low-resource
languages by building two distinct datasets, each
tailored to specific Natural Language Processing
(NLP) tasks essential for our system.

4.3.1 Speech Recognition & Synthesis Dataset
The first dataset (cf. Figure 2) comprises audio
recordings paired with corresponding text transcrip-
tions, facilitating the training of both speech recog-
nition and speech synthesis models. Each audio
file includes an alignment file that maps audio seg-
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ments with their respective transcriptions, ensuring
precise matching for effective training. The dataset
will be used in the Speech Recognition and Speech
Synthesis modules in the system.

To enhance this dataset despite limited data avail-
ability, we apply various audio data augmentation
techniques, including:

• Noise Injection: Adding background noise to
audio samples to simulate different environ-
ments.

• Time Stretching: Modifying the speed of
audio without affecting pitch, allowing the
model to handle variations in speaking rates.

• Pitch Shifting: Changing the pitch of audio
samples to account for variations in speaker
pitch.

• Reverberation: Adding echo effects to simu-
late different acoustic environments.

These augmentations aim to diversify the dataset,
improving the robustness and generalizability of
the Speech Recognition and Speech Synthesis mod-
els.

4.3.2 Textual Data for NLP Tasks
The second dataset (cf. Figure 3), focusing on tex-
tual data, is designed to support tasks like Natural
Language Understanding (NLU) and Natural Lan-
guage Generation (NLG), which are essential for
modules such as Natural Language Understand-
ing, Semantic Frame construction, System Action
selection, and Natural Language Generation.

To expand this textual dataset and overcome data
scarcity, we employ text-based data augmentation
techniques, including:

• Synonym Replacement: Replacing words
with their synonyms to create varied expres-
sions while retaining the original meaning.
This technique is particularly useful in Mooré,
where NLP resources are scarce, making it
an effective yet straightforward augmentation
method.

• Paraphrasing: Rewriting sentences with al-
ternative phrasings to increase linguistic di-
versity, providing additional training samples
for robust language understanding and gener-
ation.

These techniques will enrich the dataset, en-
abling the Natural Language Understanding and
Natural Language Generation modules to better
identify user intent, recognize entities, and gener-
ate coherent responses in Mooré.

In summary, both datasets and their respective
augmentation techniques are designed to address
specific challenges in low-resource language pro-
cessing, enhancing the performance of each mod-
ule within the conversational agent system.

4.4 Natural Language Processing (NLP) Tasks

To develop a conversational agent (CA) using a
modular architecture, several essential NLP tasks
are distributed across specialized modules. Each
module is designed to handle a specific aspect of
language processing, enabling the CA to function
effectively by training specialized NLP models in-
dependently for each task.

Among all modules, the the Natural Language
Understanding (NLU) module is the most challeng-
ing. It is responsible for two main sub-tasks: intent
classification and slot filling (Razumovskaia et al.,
2022).

• Intent Classification: This task identifies the
user’s goal or intent in a conversation, en-
abling the CA to interpret the purpose behind
user input. It can be approached as a clas-
sification problem, where each user input is
categorized into a predefined intent class, or as
a question-answering task to extract specific
responses based on user queries.

• Slot Filling: This task involves extracting rel-
evant entities or "slots" from user input, such
as names, dates, or locations, which are nec-
essary for generating accurate responses. Slot
filling is commonly modeled as a span ex-
traction task, where the model identifies and
labels key pieces of information in the input
text.

For both tasks, we employ cross-lingual trans-
fer learning in zero-shot or few-shot learning set-
tings. This approach leverages pre-trained multilin-
gual models, which have proven effective in low-
resource language (LRL) contexts. By transferring
knowledge from high-resource languages to Mooré,
our target language, we can bypass the scarcity of
labeled data. The pre-trained models will be care-
fully selected based on the linguistic similarity be-
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tween their source languages and Mooré, ensuring
effective adaptation.

To inform this model selection, the initial phase
of our work involves a linguistic similarity anal-
ysis between African languages — particularly
Mooré — and various high-resource languages.
By calculating similarities in structure, vocabulary,
and grammar, this analysis will identify languages
that share structural or lexical characteristics with
Mooré. This step facilitates the adaptation of re-
sources and methodologies from high-resource lan-
guages to low-resource African languages, improv-
ing model performance in the CA.

5 Conclusion

This position paper underscores the urgent need
for conversational agents (CAs) tailored to low-
resource languages (LRLs) in Africa to improve ac-
cessibility and security in digital tools for informal
commerce. By introducing CAs in languages like
Mooré, entrepreneurs could gain independence in
managing financial transactions, reducing reliance
on third parties and lowering fraud risks.

The paper proposes strategies for addressing
challenges such as data scarcity and linguistic com-
plexity, including cross-linguistic transfer learn-
ing and data augmentation tailored to low-resource
settings. These ideas aim to bridge the digital di-
vide, empowering African language speakers with
greater access to technology and financial auton-
omy. Building on the ideas presented in this posi-
tion paper, future work will focus on investigating
the concrete implementation of these strategies,
with an emphasis on data collection and model
refinement for African languages to foster digital
equity in Africa’s informal economy.

6 Limitations and Future work

We acknowledge that our future implementation
may present several limitations given the chal-
lenges and gaps in the current proposal. One signif-
icant limitation lies in data availability and quality
as the success of data collection strategies depends
on access to high-quality resources, community en-
gagement, and effective partnerships. Furthermore,
ensuring linguistic diversity and accuracy across
dialects remains a persistent challenge that requires
ongoing refinement.
The modular architecture proposed in this work,
while flexible, introduces the potential for error
propagation, as each module contributes its own
error rate to the overall system. This cumulative ef-
fect can compromise the accuracy and performance
of the conversational agent. Addressing this lim-
itation requires robust monitoring and evaluation
mechanisms at every stage of the pipeline.

Finally, this study is focused exclusively on the
Mooré language and its application in informal
commerce. While this targeted scope facilitates in-
depth exploration, it limits the generalizability of
the proposed strategies to other African languages.
Future work should investigate the scalability and
adaptability of these approaches to a broader range
of African languages and diverse use cases, thereby
enhancing their wider applicability and impact.

7 Ethical considerations

The proposed CA system entails ethical and soci-
etal considerations, including ensuring informed
consent, data privacy, and fair compensation in
data collection strategies such as crowdsourcing
and partnerships. Additionally, the agent must pri-
oritize security and reliability to maintain user trust
when handling sensitive data like banking informa-
tion. For instance, integrating voice recognition
can enhance security by enabling users to protect
their actions and ensure authorized access.
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