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Abstract

The accessibility to social media platforms
can be improved with the use of machine
translation (MT). Non-standard features
present in user-generated on social media
content such as hashtags, emojis, and alter-
native spellings can lead to mistranslated
instances by the MT systems. In this pa-
per, we investigate the impact of MT on
offensive language identification in Indo-
Aryan languages. We use both original
and MT datasets to evaluate the perfor-
mance of various offensive language mod-
els. Our evaluation indicates that offensive
language identification models achieve su-
perior performance on original data than
on MT data, and that the models trained
on MT data identify offensive language
more precisely on MT data than the mod-
els trained on original data.

1 Introduction
Social media platforms have seen rapid growth
in popularity in recent years. Several types of
content are shared across these platforms such
as product reviews, discussions on topics rang-
ing from entertainment to politics, and general
commentary on topics like health, social issues,
etc. However, some of this content shared
on social media platforms can include offen-
sive and toxic language, misinformation, etc.,
and can be harmful to individuals. Offensive
content can include pejorative language (Dinu
et al., 2021), cyberbullying (Rosa et al., 2019),
hate speech (Röttger et al., 2021), targeted
insults (Kwok and Wang, 2013; Basile et al.,
2019), and many others. Machine-learning
approaches have been used to moderate such
content and mitigate its spread (Weerasooriya
et al., 2023).

The content posted on these social media
platforms is written in several languages and

dialects. While most of the research on offen-
sive language identification has been grounded
around high-resources languages like English,
German, and Spanish (Zampieri et al., 2019b;
Risch et al., 2021; Basile et al., 2019), re-
cently, this research has been extended to
low-resource languages, including the Indo-
Aryan languages (Ranasinghe and Zampieri,
2020; Ranasinghe et al., 2023). Models such
as transformers have achieved state-of-the-art
performance on this task in most of the lan-
guages (Ranasinghe and Zampieri, 2023).
Various social media platforms translate

content between languages using machine
translation models (Gupta, 2021). However,
the non-standard nature of the user-generated
content, the MT content is often mistrans-
lated (Lohar et al., 2017). As most of the
models and high- and low-resource languages
are trained on the original instances from so-
cial media platforms, MT of such content can
be challenging for offensive language detec-
tion models, especially in low-resource lan-
guages. Furthermore, there has not been much
research on offensive language detection of
machine-translated content.
In this paper, we fill this gap by evaluating

the performance of state-of-the-art offensive
language identification models on MT content
in three low-resource Indo-Aryan languages:
Hindi, Marathi, and Sinhala. These three lan-
guages have been spoken by millions of speak-
ers each and have been widely used on social
media platforms, despite their low-resource na-
ture. The presence of language experts to val-
idate the translations was another factor influ-
encing the language choice. This work address
the following research questions:

• RQ1: To what extent does MT impact
the performance of existing state-of-the-
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art offensive language identification mod-
els?

• RQ2: How does training on translated
data affect the model with respect to the
performance?

To answer these questions, we compare the
performance of offensive language identifica-
tion models, trained and evaluated on trans-
lated and non-translated data for the three
aforementioned languages in various scenar-
ios. The main contribution of this paper
is a comprehensive evaluation of state-of-the-
art offensive language identification models on
machine-translated content in Indo-Aryan lan-
guages. We evaluate the performance of fine-
tuned BERT-based models in four scenarios.
The remainder of this paper is structured

as follows: Section 2 presents related work on
MT and social media, Section 3 presents the
datasets used in this paper, Section 4 presents
the models used in our experiments and Sec-
tion 5 presents the results of the experiments
and a comprehensive discussion and analysis.
Finally, Section 6 concludes this paper and
presents avenues for future work.

2 Related Work

Multiple studies have focused on offensive
language identification of multilingual con-
tent (Ranasinghe and Zampieri, 2021; Nozza,
2021; Jiang and Zubiaga, 2024; Mnassri et al.,
2024). While there have been various competi-
tions organized for the task (Basile et al., 2019;
Zampieri et al., 2020; Satapara et al., 2022;
Ranasinghe et al., 2023). Transformer mod-
els such as BERT (Devlin et al., 2019) have
achieved state-of-the-art performance in these
datasets. Studies have also been conducted
to understand the generalizability of the offen-
sive language models (Dmonte et al., 2024).
Zampieri et al. (2023a) introduces a subse-
quent task that identifies offensive spans and
their associated targets. The language under-
standing capabilities of the recent Large Lan-
guage Models (LLMs) have highlighted their
ability to identify offensive content. These
models, when evaluated with in-context learn-
ing approaches on English offensive language
datasets, achieve comparable performance to
the fine-tuned BERT-based models (Zampieri

et al., 2023b). However, these studies do not
consider the machine-translated content. MT
is however used to augment offensive language
datasets with more instances to train machine
learning models (Beddiar et al., 2021). El-
Alami et al. (2022) translate English tweets
to Arabic using Google machine translation
API and train models to classify offensive
tweets. Dmonte et al. (2025) develop machine-
translated datasets for five high- and low-
resource languages and use these to under-
stand the impact of MT on offensive language
detection.

Lohar et al. (2018) and Saadany et al. (2021)
explored the impact of MT on sentiment anal-
ysis task, while a Naive Bayes model was
trained for sentiment analysis of English re-
views translated to Greek and Italian (Bilianos
and Mikros, 2023). Other works that utilized
MT for sentiment analysis include a metric to
assess the sentiment similarity between MT
content and reference content () to identify
the mistranslations of sentiments. While Si
et al. (2019) propose a Neural Machine Trans-
lation(NMT) model that utilizes a two-step
approach which first generates a sentiment la-
bel and then uses this sentiment label to train
an NMT model. The work by Saadany and
Orǎsan (2020) translates Arabic to English us-
ing three NMT models, where two of these
models are sentiment sensitive.

3 Data

The original datasets used in the paper are
presented in Table 1. For English, we use the
OLID (Zampieri et al., 2019a), a popular of-
fensive language dataset in English, described
in Section 3.1. While for Hindi, Marathi, and
Sinhala, the datasets described in Section 3
were used. We further use the OLID dataset
translated to the three languages from the MT-
Offense (Dmonte et al., 2025) benchmark. The
translated (MT) and original versions of the
datasets used to evaluate the performance of
offensive language identification systems in the
following scenarios:
1. ORIG-ORIG: Original training - original
test;
2. TRAN-TRAN: MT training - MT test;
3. ORIG-TRAN: Original training - MT
test;
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Training Testing
Language Dataset Inst. OFF % Inst. OFF % Sources Reference
English OLID 13,240 0.33 860 0.27 T Zampieri et al. (2019a)
Hindi HASOC-2019 4,665 0.53 1,318 0.46 T, F Mandl et al. (2019)
Marathi MOLD 2,499 0.35 626 0.33 T Gaikwad et al. (2021)
Sinhala SOLD 7,500 0.42 2,500 0.41 T Ranasinghe et al. (2024)

Table 1: The datasets with the language, the number of instances (Inst.) in the training and testing sets,
the % of offensive instances in each set (OFF %), the data source, and the reference. Data sources are
represented by F - Facebook, I - Instagram, T - Twitter, and Y - YouTube.

4. TRAN-ORIG: MT training - original
test.

3.1 English Dataset
We used OLID (Zampieri et al., 2019a), the
official dataset of the SemEval-2019 Task 6
(OffensEval) (Zampieri et al., 2019b). The
dataset consists of 14,100 tweets manually
annotated according to the following hierar-
chical taxonomy:

Level A if the tweet is offensive (OFF) or
not (NOT).
Level B if the tweet is offensive is it targeted
(TIN) or untargeted (UNT).
Level C If the tweet is targeted is it targeted
to a group (GRP), individual (IND), or others
(OTH).

We only use OLID level A in our experi-
ments. The labels on the language-specific
datasets are mapped to OLID level A. This
dataset was chosen due to the flexibility pro-
vided by its general three-level hierarchical
taxonomy. The OFF class contains all types
of offensive content, from general profanity to
hate speech, while the NOT class contains non-
offensive examples. The three languages we
experiment with in this paper, Hindi, Marathi,
and Sinhala, also follow the OLID taxonomy.

3.2 Indo-Aryan Languages
The following datasets for the Indo-Aryan lan-
guages were used in our experiments. These
datasets are highly popular among the com-
munity and were released recently as part of
different shared tasks.

Hindi (Mandl et al., 2019) For Hindi, we
used the official dataset of the HASOC-2019
competition (Mandl et al., 2019). The hate

speech and offensive language dataset was an-
notated with one of the two labels: Hate
and Offensive (HOF) or Non Hate-Offensive
(NOT). To maintain uniformity in all our
datasets, we map the HOF label is mapped
to the OLID Offensive label.

Marathi (Gaikwad et al., 2021) MOLD,
which was an official dataset in HASOC 2021
(Modha et al., 2021) is used for Marathi.
This dataset has been annotated following the
OLID taxonomy.

Sinhala (Ranasinghe et al., 2024) We use
SOLD as our Sinhala offensive language detec-
tion dataset. SOLD is the official dataset in
HASOC 2023 (Ranasinghe et al., 2023; Sata-
para et al., 2023). It has also been annotated
following the OLID taxonomy.

3.3 MT-Offense
MT-Offense is a benchmark dataset compris-
ing the OLID dataset machine translated into
five low- and high-resource languages. In this
work, we use the three Indo-Aryan languages:
Hindi, Marathi, and Sinhala. The dataset was
created by translating the OLID dataset into
the aforementioned languages with three trans-
lation models for each language. opus-mt-en-
* (Tiedemann and Thottingal, 2020), hence-
forth Trans-1, m2m100_1.2B (Fan et al.,
2021), henceforth Trans-2, and nllb-200-
3.3B (Costa-jussà et al., 2022), henceforth
Trans-3 were used to translate the dataset.
Since opus-mt does not support English to
Sinhala translation, Mbart-50-English-sinhala-
nmt, henceforth Trans-1, was used to trans-
late the data set into Sinhala.

4 Approach
The following sections define the models and
hyperparameters used in our experiments.
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Language Model Source Translation Label Score

Hindi Trans-1 @USER Fist pump was for the troops. - सेना के िलए FREARS पंप था. NOT 0.547
Trans-2 @USER They are really upset about this election

loss.
@USER वे इस चुनाव के नुकसान के बारे में वास्तव में परेशान
हैं।

NOT 0.751

Trans-3 @USER She is gorgeous @USER वह बहुत संुदर है NOT 0.755

Marathi Trans-1 @USER She is beautiful ितची आई सुंदर आहे NOT 0.719
Trans-2 @USER He is a Professional liar @USER तो एक व्यावसाियक खोटारडे आहे OFF 0.683
Trans-3 @USER She is a nut case @USER ती वेडी आहे OFF 0.618

Sinhala Trans-1 @USER @USER Oh noes! Tough shit. අෙපායි නෑ! OFF 0.702
Trans-2 @USER Brennan sure as hell is. @Brennan සැබැවින්ම අපායක් ෙලස. OFF 0.599
Trans-3 @USER why do all crazy liberals have CRAZY

EYES? LOL URL
@USER ඇයි හැම පිස්සු ලිබරල්
ෙකෙනකුටම පිස්සු ඇස් තිෙයන්ෙන්?

OFF 0.680

Table 2: Example instances from the translated datasets. The model refers to the translation model
used. The source language is English and the target is the translation for the corresponding language.
The label is the gold standard label for the original OLID instance. A quality score for each instance is
calculated using the TransQuest quality estimation model and displayed in the column Score.

4.1 Models
Several monolingual and multilingual models
were fine-tuned using both the source lan-
guage and the translated datasets. Mod-
els fine-tuned included XLM-R (Conneau
et al., 2020), henceforth xlm and language-
specific models hindi-bert-scratch (Joshi,
2022a), henceforth mono, marathi-bert-
scratch (Joshi, 2022b), henceforth mono,
and SinBERT-large (Dhananjaya et al.,
2022), henceforth mono, for Hindi, Marathi,
and Sinhala respectively. To investigate if the
models pre-trained with the Twitter data af-
fect the performance on the offensive language
identification task, we experiment with ber-
nice (DeLucia et al., 2022) and twhin-bert-
base (Zhang et al., 2023), henceforth twhin,
models that are specifically pre-trained on
Twitter data.

4.2 Experimental Setup
Since the datasets do not include a pre-
defined development set, we divide the train-
ing dataset into training and development sets
using an 80-20 split. The hyperparameter val-
ues used to fine-tune the models are defined in
Table 3.

4.3 Evaluation Metrics
To evaluate the performance of the models, we
use standard evaluation metrics used in text
categorization. The main metric used is the
F1 score, which is the harmonic mean of preci-
sion and recall scores obtained in the test pre-
dictions. We employ the macro-averaged F1
score to account for the imbalanced nature of

Parameter Value
epochs 3
batch size 8
learning rate 1e-5
adam epsilon 1e-8
warmup ratio 0.06
warmup steps 0
max grad norm 1.0
gradient accumulation steps 1

Table 3: Training parameter specifications for
BERT-based models.

the datasets to ensure a balanced assessment
across all classes.

5 Results and Discussion
In this section, we present the results of the
different models evaluated in the four afore-
mentioned training and testing scenarios.

5.1 ORIG-ORIG
Table 4 shows the performance of the mod-
els trained and evaluated with the source lan-
guage datasets. The results indicate that the
models pre-trained on the Twitter data out-
perform other models in two of the three lan-
guages.

Language xlm mono bernice twhin
Hindi 0.808 0.794 0.847 0.823

Marathi 0.889 0.867 0.609 0.885
Sinhala 0.824 0.807 0.834 0.818

Table 4: F1 of the xlm, mono, bernice, and twhin
models trained on ORIG-ORIG.
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Language
Translated
Training
Dataset

Translated Evaluation Dataset
Trans-1 Trans-2 Trans-3

xlm mono bernice twhin xlm mono bernice twhin xlm mono bernice twhin

Hindi
Trans-1 0.676 0.592 0.679 0.647 0.698 0.608 0.712 0.676 0.731 0.643 0.741 0.682
Trans-2 0.645 0.600 0.689 0.636 0.712 0.641 0.730 0.719 0.707 0.631 0.742 0.684
Trans-3 0.691 0.631 0.691 0.670 0.727 0.652 0.720 0.672 0.755 0.687 0.775 0.708

Marathi
Trans-1 0.419 0.419 0.427 0.419 0.419 0.419 0.419 0.419 0.419 0.419 0.428 0.419
Trans-2 0.455 0.446 0.435 0.489 0.659 0.580 0.657 0.726 0.623 0.536 0.653 0.708
Trans-3 0.480 0.483 0.451 0.479 0.663 0.580 0.660 0.666 0.723 0.653 0.716 0.726

Sinhala
Trans-1 0.712 0.423 0.720 0.722 0.671 0.430 0.578 0.640 0.662 0.475 0.581 0.632
Trans-2 0.647 0.431 0.668 0.693 0.666 0.617 0.692 0.697 0.679 0.625 0.651 0.672
Trans-3 0.626 0.432 0.539 0.545 0.610 0.559 0.579 0.600 0.705 0.657 0.671 0.713

Table 5: F1 score of all the models for TRAN-TRAN. The training dataset model and the evaluation
dataset model refer to the OLID training and test dataset translated using the corresponding models.

5.2 TRAN-TRAN
The performance of all the models fine-tuned
and evaluated with the translated datasets are
shown in Table 5. The results indicate that the
models pre-trained on the Twitter data per-
form better than the other models. Moreover,
the models fine-tuned with the datasets trans-
lated with the Trans-3 models generally out-
perform the models that are trained with the
Trans-1 and Trans-2 translation models.

5.3 ORIG-TRAN
In this scenario, the models are trained with
the source language datasets and evaluated us-
ing the translated test datasets. We report the
performance of the models in Table 6. As seen
for Sinhala, the models pre-trained using the
Twitter dataset and evaluated with datasets
translated using Trans-2 and Trans-3 transla-
tion models underperform the Trans-1 transla-
tion model, while these models outperform or
have comparable performance to the models
evaluated with the Trans-1 dataset in Hindi
and Marathi. The models evaluated using the
Trans-3 translated test datasets generally had
an overall better performance for all the lan-
guages.

5.4 TRAN-ORIG
The models trained on the translated datasets
and evaluated using the source language
datasets were evaluated in this scenario. Sim-
ilar to the other scenarios, the models pre-
trained on the Twitter data outperformed
other models, with bernice performing the
best for all the languages. The performance

Language Model Translated Evaluation Dataset
Trans-1 Trans-2 Trans-3

Hindi xlm 0.496 0.593 0.611
mono 0.542 0.564 0.583
bernice 0.569 0.561 0.626
twhin 0.576 0.621 0.683

Marathi xlm 0.454 0.448 0.481
mono 0.449 0.432 0.459
bernice 0.418 0.486 0.511
twhin 0.443 0.518 0.528

Sinhala xlm 0.427 0.423 0.443
mono 0.419 0.423 0.479
bernice 0.531 0.482 0.475
twhin 0.520 0.456 0.453

Table 6: F1 score of the models on ORIG-TRAN.
The evaluation dataset model refers to the trans-
lated OLID test datasets translated using the cor-
responding models.

of the models in this scenario is reported in
Table 7.

Overall, the multilingual models outperform
the monolingual models in most of the scenar-
ios. The models trained and evaluated with
the source language datasets outperform the
models trained on source language datasets
and evaluated with the translated datasets.
Mistranslations in the translated instances can
contribute to the lower performance of the
models.
The results also indicate that the Trans-2

and Trans-3 translation models perform better
than the Trans-1 models for most languages.
The translation quality of the Trans-3 model
is superior to the other two models. Hence, the
models trained with this data generally tend
to outperform the models trained on the other
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Language Model Translated Training Dataset
Trans-1 Trans-2 Trans-3

Hindi xlm 0.687 0.655 0.743
mono 0.552 0.542 0.577
bernice 0.827 0.830 0.822
twhin 0.779 0.776 0.767

Marathi xlm 0.402 0.661 0.717
mono 0.402 0.580 0.668
bernice 0.402 0.802 0.788
twhin 0.402 0.782 0.753

Sinhala xlm 0.628 0.641 0.649
mono 0.418 0.593 0.612
bernice 0.689 0.670 0.662
twhin 0.640 0.664 0.649

Table 7: F1 score of the models on TRAN-ORIG.
The training dataset model refers to the translated
OLID training datasets translated using the corre-
sponding models.

translated datasets.
The TRAN-TRAN and ORIG-TRAN sce-

narios indicate that the models, when trained
with the translated datasets, significantly out-
perform the models trained on the source lan-
guage datasets. This performance difference
can be attributed to the discrepancies during
the translation of the data from one language
to the other, like mistranslations or irrelevant
translations that are captured by the models
trained with the translated data. Hence, such
models, when evaluated with the translated
data, achieve a better performance. Further-
more, the multilingual models generally out-
perform the monolingual models for the offen-
sive language detection task. The multilingual
models can better capture the discrepancies in
data, especially translation to some other lan-
guage, compared to the monolingual models,
as these models are pre-trained with data from
several languages. The performance difference
of the models in the ORIG-TRAN and TRAN-
ORIG scenarios can also be attributed to this
behavior of the models as indicated in Tables
6, 7.

6 Conclusion

In this work, we presented an evaluation of the
impact of MT on offensive language detection
from English to three Indo-Aryan languages;
Hindi, Marathi, and Sinhala. Unlike the pre-
vious work that used MT to augment the exist-
ing datasets in low-resource languages, in this

work, we study the effects of MT on offensive
language detection.

We answer the two research questions posed
in the introduction. For RQ1, the ORIG-
TRANS experiments show that the models
trained on the source language dataset and
evaluated with the translated datasets mis-
classify the offensive text. This can be at-
tributed to the cultural stereotypes and trans-
lation quality, including mistranslations, irrel-
evant translations, etc. Words that are con-
sidered offensive in one language may not be
offensive in another, and the models trained
on the translated language datasets may not
identify such offensive words, leading the mod-
els to misclassify the text.

The TRANS-TRANS and ORIG-TRANS
experiments answer the RQ2. The results
indicate that models trained on the trans-
lated data outperform the models trained on
the original data when evaluated with the
translated datasets. This behavior can be at-
tributed to the translation patterns learned
during training, which, in turn, improves per-
formance.

As mentioned in Section 5.4, the trans-
lations generated by the automatic machine
translation models consist of several inaccura-
cies and errors. Such errors are propagated
to the offensive language models trained using
this translated data. Hence, content can be
misclassified, limiting the purpose of deploy-
ing the models for social media moderation.
Moreover, cultural stereotypes and language-
specific contextual differences might prompt
the models to misclassify the text. These fac-
tors need to be considered when training on-
line content moderation models.

The inaccuracies and errors from MT are
propagated to the offensive language detec-
tion models that are trained on the trans-
lated data. This can cause the models to mis-
classify the content, limiting the use of such
models for social media content moderation.
Furthermore, cultural stereotypes, along with
language-specific contextual differences, might
prompt misclassification. Factoring these is-
sues during model training can improve the
performance of the online content moderation
models.
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Limitations

In our experiments, we utilize three open-
source translation models. We acknowledge
that the inclusion of proprietary translation
models and APIs like Google Translate API, as
well as advanced LLMs like GPT-4, could po-
tentially produce accurate and higher-quality
translations. This, in turn, may improve
the performance of the models trained on the
translated datasets. Using LLMs like Llama-3
or GPT-4, which have demonstrated superior
performance on several NLP tasks, may yield
better results. We also acknowledge that po-
tential biases may be introduced with the use
of the MT system. While this is certainly a
limitation, this is a common scenario faced by
social media users who have to resort to MT
to be able to understand content in languages
they are not proficient in.
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