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Abstract
Misogyny meme detection is identifying
memes that are harmful or offensive to women.
These memes can hide hate behind jokes or
images, making them difficult to identify. It’s
important to detect them for a safer and respect-
ful internet for everyone. Our model proposed a
multimodal method for misogyny meme detec-
tion in Chinese social media by combining both
textual and visual aspects of memes. The train-
ing and evaluation data were part of a shared
task on detecting misogynistic content. We
used a pretrained ResNet-50 architecture to ex-
tract visual representations of the memes and
processed the meme transcriptions with BERT.
The model fused modality-specific representa-
tions with a feed-forward neural net for classi-
fication. The selected pretrained models were
frozen to avoid overfitting and to enhance gen-
eralization across all classes, and only the final
classifier was fine-tuned on labelled meme rec-
ollection. The model was trained and evaluated
using test data to achieve a macro F1-score
of 0.70345. As a result, we have validated
lightweight combining approaches for multi-
modal fusion techniques on noisy social media
and how they can be validated in the context of
hostile meme detection tasks.

1 Introduction

The rise of misogynistic content on social media
contexts is increasingly problematic, particularly as
social media platforms adopt more multimodal for-
mats such as memes that combine text and images
to propagate problematic, exclusionary, or unfair
messages. In the context of multilingual and multi-
cultural online spaces that include languages such
as Chinese, Tamil, Malayalam, and Hindi-English
code-mixed communities, identifying misuse in-
troduces additional challenges associated with lan-
guage, culture, and multimodal resources.

Recently, researchers have reported the difficul-
ties in identifying misogynistic memes. The au-
thors, (Lu et al., 2024) introduced the ToxiCN-MM

dataset, the first large-scale collection of harmful
memes in Chinese, and proposed a Multimodal
Knowledge Enhanced (MKE) model tailored for
culture-specific meme detection. Their findings
demonstrate the complicated nature of identifi-
cation models and consider the value of contex-
tual and cultural knowledge in detection models.
Similarly, shared tasks and resources such as the
(Chakravarthi et al., 2024) and (Pattanaik et al.,
2025) have taken this research into low-resource
Dravidian languages such as Tamil and Malayalam,
collecting and collaborating on annotated datasets
such as MDMD, which advance the development
of systems that can identify code-mixed, as well as
monolingual, data.

The MIMIC project also released a large set of
human-annotated examples that will detect misog-
yny in Hindi-English code-mixed memes and can
further multimodal hate speech research in minor-
ity languages. These two projects show not only
the need for effective image-text fusion-based mod-
els but also the need to consider cultural aspects of
misogyny and multimodal aspects of the data when
attempting to detect misogyny in online discourse.

The rest of the paper is organized as follows:
Section 2 analyzes the related works done in
the previous research, and Section 3 discusses
the misogyny meme corpus in the current work.
Section 4 contains a detailed discussion of the
proposed models used in the current work. Section
5 explains the experimental results. Section 6
discusses the limitations. In Section 7 concludes
the paper.

2 Related work

The arrival of social media has brought awareness
to the issue of misogyny in multimodal content,
including memes.(Chakravarthi et al., 2025)pro-
vides the overview of the Misogyny Meme Detec-
tion Shared Task for Chinese Social Media. The
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task of detecting misogyny in multimodal con-
tent with the MAMI dataset was handled (Singh
et al., 2023), who found that multimodal models
combining BERT for text and Vision Transformer
(ViT) for images, when pretrained on hate speech
data, substantially outperformed unimodal mod-
els. As noted here, (Liu et al., 2019) introduced
RoBERTa and specifically focused on building on
BERT by reviewing the positive aspect of pretrain-
ing on a significant amount of large-scale data and
longer in both iterations and time. In that evalua-
tion, RoBERTa beat BERT in a variety of language
tasks, reinforcing the trend of using pretrained mod-
els, frozen as feature extractors. In a similar vein,
(Deng et al., 2022) proposed the COLD bench-
mark to identify offensive language in Chinese and
established the claim that Singh et al. (2023)BERT-
based models could identify nuance, including bi-
ases related to race, gender, and region. As multi-
modal approaches matured, the use of pretrained
models for both textual and visual understanding
became increasingly common. Memotion 2.0 was
introduced in a recent study (Ramamoorthy et al.,
2022), and prior studies showed improved meme
sentiment and emotion classification by combin-
ing ResNet-50 for visual features and BERT for
textual features. A recent contribution to the field
(Gasparini et al., 2022) developed a benchmark
dataset for meme-based misogyny detection (both
direct and indirect) and emphasized the importance
of expert annotations in overcoming sociocultural
barriers and interpreting hostile or ironic content.
Another study (Chakravarthi et al., 2024) illustrated
that lightweight classifiers such as MLPs are effec-
tive when used with frozen feature extractors in
multilingual meme classification.

While much of the research has focused on En-
glish and Indian languages, there is limited work
on misogyny detection in multimodal Chinese-
language content. This study addresses that gap by
establishing a pipeline that combines ResNet-50
and BERT, both used in frozen mode, with an MLP
classifier—achieving a macro-averaged F1-score
of 0.70345. This demonstrates the feasibility of
developing a robust misogyny detection model for
Chinese social media using pretrained models and
lightweight classification.

This study expands on previous work by apply-
ing multimodal detection of misogyny to Chinese,
a linguistically and culturally important domain
that has rarely been addressed in existing litera-
ture. Many previous studies were primarily based

on fine-tuning of pretrained models. In this study,
we employed frozen pretrained models (BERT and
ResNet-50) along with a minimal MLP classifier,
to demonstrate that there’s an effective and efficient
usage of pretrained models in this, and many other,
domains. Additionally, our strong performance in
identifying misogyny in Chinese memes indicates
that multimodal pretrained are generalizable to do-
mains beyond English and Indian languages. This
provides more breadth and scalability to online
multilingual safety prevention research.

3 Dataset Description

The task aims to develop a model for Misog-
yny Meme detection. The dataset for the Shared
Task on Misogyny Meme Detection found at
LT-EDI@LDK 2025(Ponnusamy et al., 2024),
(Chakravarthi et al., 2024) has been designed to
support multimodal and multilingual research on
Chinese social media data. The dataset is com-
prised of memes, which consist of both an image
and an accompanying textual component that are
typically captured from an overlay caption or a
comment historically associated with the image.
The image contains a variety of meme formats
shown on online forums. Each of the memes is
assisted by a binary label, "Misogynistic" or "Non-
misogynistic," which conveys whether the meme
generates or expresses any form of gender hatred
or bias. The dataset consists of three (3) datasets
for training, development, and testing. The label
distribution for training and development data is
mentioned in Fig1 and Fig2.

Figure 1: Training Data distribution

4 Proposed Methodology

This study presents a structured multimodal meme
content classification approach into misogynistic
and non-misogynistic classes. The study involves
five basic steps: data preprocessing, feature extrac-
tion, model building, training, and prediction. Each
step is well designed to address the unique chal-
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Figure 2: Development data distribution

lenges of integrating visual and textual information
on low-context social media images.

4.1 Data Preprocessing

It ensures consistency and tidiness on both image
and text modalities. Images are resized to a stan-
dard dimension of 224×224 and normalized via Im-
ageNet mean and standard deviation values. Text
data in the form of meme transcriptions is cleaned
and tokenized with the pretrained BERT tokenizer.
A PyTorch dataset class is employed to refine this
process, ensuring alignment between text and im-
age inputs and efficiently handling both training
and test data formats.

4.2 Feature Extraction

Pretrained models are leveraged based on their sta-
bility to produce rich, high-level representations.
The ResNet-50 model handles visual modality. It is
pretrained on the ImageNet dataset. This model is
frozen to prevent overfitting and preserve common
visual features. At the same time, transcriptions
are passed through a pretrained BERT-base model,
and only the [CLS] token representation (pooler
output) as the sentence-level embedding is used.
Both ResNet-50 and BERT remain untrained to
reduce computational costs and utilize the power
of large-scale pretraining.

4.3 Model Architecture

It combines both modalities by concatenating the
2048-dimensional feature vector for images with
768-dimensional text embeddings to create a 2816-
dimensional feature vector for multimodal rep-
resentation. This vector is categorized using a
lightweight feedforward classifier made of a fully
connected layer, activation of ReLU, dropout reg-
ularization, followed by a classification layer that
outputs logits for the binary classification as misog-
ynist or not-misogynist.

4.3.1 Architecture Workflow
The architecture works in the following steps:

1. Input Processing
Meme images and their corresponding tran-
scriptions are taken as input.

2. Visual Feature Extraction
The image is passed through a frozen ResNet-
50 model, which gives a high-level visual fea-
ture representation of size 2048.

3. Text Feature Extraction
The text is tokenized and passed through a
frozen BERT-base model. The [CLS] token
embedding is used as a 768-dimensional text
representation.

4. Feature Fusion
The image and text features are combined by
simple concatenation to form a single 2816-
dimensional feature vector.

5. Classification
This fused feature is passed through a small
feedforward neural network (MLP) that in-
cludes:

• A fully connected layer with ReLU acti-
vation

• Dropout for regularization
• A final layer that predicts if the meme is

misogynistic or not

4.4 Training Phase

The classifier parameters are trained while the pre-
trained backbone models are frozen. The model
is trained using the Adam optimizer and a cross-
entropy loss function. We use a batch size of 8 and
a learning rate 1e-4 for five training epochs. The
goal of this targeted training is to limit the risk of
overfitting and also to allow the model to converge
faster.

4.5 Prediction

The trained model will be used to predict unseen
test data. Since the test samples now have con-
textual textual information associated with them,
we will use both the images and their text in the
prediction process. The model will interpret this
multi-input to predict the probability of misogyny
of any given sample. The predictions will be saved
in a CSV file, with the predicted labels.
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In summary, this methodology can provide an ef-
ficient and scalable pipeline for multimodal classifi-
cation through the integration of a pretrained visual
and language model with a selection of effective
training and modularity, Multimodal features can
be successfully leveraged while computationally
efficient.

Figure 3: Architecture Diagram of Proposed Work

5 Experimental result

The proposed multimodal misogyny classification
model, using both visual and text features, using
ResNet50 and BERT respectively, shows that the
model is learning sufficiently over the training pe-
riods of interest. The loss steadily decreases over
each of the epochs, which indicates sufficient learn-
ing or convergence; for example, the training loss
drops from approximately 0.55 in the first epoch to
approximately 0.37 in the last epoch.

To assess the generalizability of the model, per-
formance was evaluated on a development dataset,
as shown in Table 1. The evaluation used familiar
classification metrics of accuracy, precision, recall,

and F1-score. The classifier achieved a macro-
averaged F1-score of 0.70345, which means the
performance was balanced across both "Misogyny"
and "Not-Misogyny" classes. The source code for
the proposed approach and found here 1.

Category Precision Recall F1-score
Misogyny 0.74 0.62 0.67

Not-misogyny 0.86 0.92 0.89
Accuracy 0.84

Table 1: Classification report for Development data

6 Limitations

The proposed method is efficient, but it has the
following limitations:

• The ResNet-50 and BERT architectures are
implemented without fine-tuning, which lim-
its the model’s ability to learn task-relevant
features fundamental to the interpretation of
misogynistic content.

• Feature fusion happens by concatenation and
shallow multilayer perceptron, and does not
account for complex interactions between im-
age and text modalities.

• The classification framework provides binary
output only, which does not provide the capac-
ity to distinguish between different types of
misogynistic expression or to discriminate in-
tensity, severity, or type among misogynistic
expressions.

• The model relies on provided transcriptions
and does not extract text from embedded text-
images to assess memes when the meme text
is part of the image.

7 Conclusion

This paper described a multimodal deep learning
approach to the detection of misogyny in memes
by utilizing visual and textual modalities together.
We took visual features from ResNet-50 and tex-
tual features from BERT. Both models used were
frozen to save computational cost and training time,
and we used a light-weight multilayer perceptron
(MLP) to fuse the features and perform binary clas-
sification. Overall, the results exhibited that, even

1https://github.com/SreejaKumaravel/
Misogyny-Meme-Detection
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with minimal fine-tuning, the architecture was ca-
pable of capturing the implicit and explicit clues
of misogyny that exist within memes. The method
also proved to be very robust and simple to use
for real-world deployments for harmful content
moderation. Future work could include end-to-
end training, different data augmentations or using
cross-modal attention for a more complex fusion.
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