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Abstract

Social media platforms and user-generated con-
tent, such as tweets, comments, and blog posts
often contain offensive language, including
racial hate speech, personal attacks, and sex-
ual harassment. Detecting such inappropriate
language is essential to ensure user safety and
to prevent the spread of hateful behavior and
online aggression. Approaches base on con-
ventional machine learning and deep learning
have shown robust results for high-resource lan-
guages like English and find it hard to deal with
code-mixed text, which is common in bilingual
communication. We participated in the shared
task "LT-EDI@LDK 2025" organized by Dra-
vidianLangTech, applying the BERT-base mul-
tilingual cased model and achieving an F1 score
of 0.63. These results demonstrate how our
model effectively processes and interprets the
unique linguistic features of code-mixed con-
tent. The source code is available on GitHub.1

1 Introduction

In recent years, the rise of smartphones and the
affordable internet has made social networks a cen-
tral part of everyday life (Aichner et al., 2021).
Platforms like Twitter, Instagram, and Facebook
have allowed users to communicate and share ideas
widely. Although these platforms offer improved
communications and networking benefits, they also
pose risks, especially with regard to privacy, misin-
formation, and hate speech. Such issues have been
significantly affected during crises (Chhabra and
Vishwakarma, 2023).

Racial hoaxes, a form of information disorder
(Hatta, 2020), involve spreading false or misleading
content that targets individuals based on ethnicity
or nationality (Corazza et al., 2020; Biradar et al.,
2024). Although the relationship between disinfor-
mation and hate speech is complex, the two often

1https://github.com/teddymas95/Detecting-Racial-
Hoaxes.git

overlap and can destabilize public opinion. Re-
searchers have categorized information disorders
into three main types: misinformation, disinfor-
mation, and malinformation all of which disrupt
trust and communication (Fallis, 2015; Frau-Meigs,
2019; Tsang, 2024). These narratives can intensify
hostility, polarize groups, and fuel stereotypes or
threats against communities base on race, religion,
or other attributes (Joshi et al., 2020). Such content
may also cause lasting psychological harm, includ-
ing anxiety and depression. During emergencies,
it can mislead the public and result in harmful de-
cisions (Talat and Hovy, 2016). The COVID-19
pandemic revealed the scale of racial hoaxes, where
particular groups were unjustly blamed, often re-
sulting in discrimination and violence (Pérez et al.,
2023).

The prevalence of code-mixed language adds fur-
ther complexity, as current NLP systems struggle
to handle informal and linguistically diverse ex-
pressions. This underscores the need for improved
hate speech detection techniques in multilingual
contexts. Researchers aim to address these issues
by participating in shared tasks and contributing to
safer, more inclusive digital spaces.

2 Related work

Many researchers carried out important early work
on the detection of hate- or fake-generated content.
Disinformation, in particular, relies on identity-
base controversies and adversarial narratives. It
uses a variety of rhetorical techniques and forms
of knowing, including truths, half-truths, and judg-
ments laden with value, to exploit and amplifies
identity-driven controversies (Diaz Ruiz and Nils-
son, 2023). Because it can use the truth or portions
of the truth to misinform, the concept of disinfor-
mation extends much beyond what is true or not
(Brisola and Doyle, 2019). The deliberate creation
of deceptive or inaccurate content has led to the
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emergence of what is commonly referred to as fake
news (Lazer et al., 2018; Achamaleh et al., 2025b,
2024; Eyob et al., 2024).

The term fake news typically describes fully fab-
ricated stories (Imhoff and Lamberty, 2020) that are
knowingly false yet often presented with enough re-
alism to appear credible. While defining fake news
precisely remains challenging, scholars generally
agree that it involves the intentional misleading
of large audiences by individuals or groups out-
side of traditional media, using sensationalist and
seemingly trustworthy formats crafted to deceive
(Finneman and Thomas, 2018). What makes fake
news particularly damaging is its ability to imitate
and exploit legitimate news sources, drawing on
their credibility while simultaneously eroding it.
One key feature that distinguishes fake news from
conventional journalism is its emotional appeal it
tends to use surprising and emotionally charged
content to increase user engagement, sharing, and
memory retention (Scardigno et al., 2023). Hence,
it is necessary to address hateful and fake narra-
tives by considering both their targets and severity
(Zhou and Zafarani, 2020).

(Yin et al., 2009) made the first step for using
supervised learning methods to identify harassment
in online platforms. Researchers used a support-
vector machine (SVM) to group social media posts
base on local contextual and sentiment cues (Yin
et al., 2009; Si et al., 2019). Researchers investi-
gated the effectiveness of character n-grams, word
n-grams, and skip-grams in detecting hoax speech
in social media content. Their system, trained on
an English dataset with three class labels, achieved
a classification accuracy of 78% (Malmasi and
Zampieri, 2017). Researchers introduced a con-
volutional neural network (CNN) model, which
was a system to detect offensive tweets in Hindi-
English code-switched language (Zampieri et al.,
2019b). Researchers curated Hindi-English code-
mixed tweets to aid the development of methods
to identify hate speech (Bohra et al., 2018; Mathur
et al., 2018; Kapil and Ekbal, 2024). The dataset
consists exclusively of Twitter data written in the
Roman script. The authors used character and word
n-grams, punctuation, lexicon, and negation fea-
tures for their classification method, using either
SVM or random forest classifiers. Any combina-
tion of all features with SVM achieved the best
performance accuracy, up to 71.7% to detect hate
speech (Ullah et al., 2024; Nagpal et al.).

Although the automatic detection of offensive

language has been extensively studied in resource-
rich languages such as English (Waseem and Hovy,
2016; Davidson et al., 2017; de Gibert et al., 2018;
Zampieri et al., 2019a), research in the resource-
poor Hindi language remains extremely limited. As
a contribution to the initiative on online hate and so-
cietal harmony, this work advances the current state
of research by addressing the detection of offen-
sive content in code-mixed text using a BERT-base
multilingual cased model, demonstrating its effec-
tiveness in the context of the "LT-EDI@LDK 2025"
task organized by DravidianLangTech. Related ef-
forts by the CIC-NLP team has also shown the
applicability of multilingual transformer models
for detecting AI-generated and deceptive content
across languages, including English and Dravidian
code-mixed text (Abiola et al., 2025a,b; Achamaleh
et al., 2025a). These approaches collectively em-
phasize the growing potential of transformer-based
models in handling complex, multilingual, and so-
cially sensitive NLP tasks.

3 Methodology

This study employed the BERT-base-multilingual-
cased model from the Hugging Face Transformers
library. It was chosen for its strong contextual
understanding across 100+ languages, crucial for
handling code-mixed social media text. The model
was fine-tuned for binary classification to distin-
guish racial hoaxes from non-hoax content. While
it is well known that pre-trained transformers out-
perform shallow models, we included CNN and
Transformer-FFNN as baselines to quantify perfor-
mance differences and highlight trade-offs in low-
resource scenarios. PyTorch was used for training
and evaluation with GPU support.

3.1 Task Overview

The aim of this shared task is to identify instances
of racial hoaxes in Hindi-English code-mixed so-
cial media content, tackling one type of misinfor-
mation that unwisely ascribes to an individual or
group behavior against the law or ethical standards
(Chakravarthi et al., 2025). Such hoaxes usually
rely on deceitful stories, stereotypes, and ground-
less accusations against social, ethnic, or marginal-
ized groups that lead to the spread of false infor-
mation and instability in society. The complexity
in code-mixed content stems from mixing several
languages with colloquial structures and uncon-
ventional spellings, which contribute to a lot of
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difficulty in analyzing the content.

3.2 Dataset Description

The dataset provided by the LT-EDI@LDK 2025
Shared Task, known as the HoaxMixPlus dataset,
consists of "5,105" code-mixed Hindi-English
YouTube comments annotated for detecting racial
hoaxes, a harmful form of misinformation that
falsely associates individuals or communities with
crimes or incidents. The training set and the valida-
tion set comprise a total of "3,060" and "1,021"
samples, respectively. Both sets demonstrate a
class imbalance that includes approximately 75.8%
labels as Racial Hoax (Label 0) and 24.2% labels
as Not Racial Hoax (Label 1). Although this imbal-
ance reflects real-world events, it creates difficulties
in training and evaluating models. We rely on the
BERT-base-multilingual-cased model to deal with
the code-mixed nature of the data. Its ability to
multilingually and subword tokenise makes it ap-
propriate for handling noisy social media text in the
form of mixed Hindi-English text. The stable dis-
tribution of split labels enables reliable evaluation.
This task addresses the urgent need to fight racially
motivated misinformation in resource-constrained
environments and drives the emergence of strong
models for code-mixed social media contexts.

3.3 System Setup

The model was fine-tuned for three epochs with a
batch size 16 and a learning rate of 2e-5, following
standard practices for transformer models on mod-
erately sized datasets. These hyperparameters were
chosen to balance training efficiency and general-
ization, though further tuning could improve per-
formance. The AdamW optimizer was employed
to update model weights effectively, incorporat-
ing weight decay to reduce overfitting. Training
was conducted on GPU hardware when available
to accelerate computation. During each step, the
model received tokenized input batches, computed
the loss against ground-truth labels, and updated
its parameters via backpropagation. Performance
was evaluated on a validation set after each epoch
using accuracy, precision, recall, F1-score, and a
confusion matrix to identify misclassification pat-
terns. The checkpoint with the highest validation
accuracy was retained for inference. A custom pre-
diction pipeline was also implemented to classify
unseen text and return the predicted label and its
confidence score.

Figure 1: Confusion Matrix

4 Results

We compared several models for detecting hoax
speech in code-mixed content. As shown in Table 1,
our BERT-base model demonstrated the best over-
all performance on the development set, achieving
an accuracy of 0.8000 and a macro-averaged F1-
score of 0.6700, outperforming XLM-RoBERTa
(F1-score 0.5584), CNN (F1-score 0.5071), and
Transformer-FFNN (F1-score 0.0863). Although
XLM-RoBERTa achieved a slightly higher AUC
score of 0.7781, BERT provided a better balance
of precision (0.7300) and recall (0.6500), as well
as a superior F1-score. On the official test set, our
BERT model obtained an F1-score of 0.63. These
results emphasize the strength of multilingual-
BERT for processing noisy, code-mixed data and
demonstrate its real usefulness for multilingual
hoax-speech detection

5 Discussion

Due to the linguistic complexity and social sen-
sitivity involved, detecting racial hoaxes in code-
mixed Hindi-English social media posts remains a
challenging task. Our results demonstrate that mul-
tilingual transformer models, particularly BERT,
perform well in this context. BERT achieved an
F1-score of 0.6700 and an accuracy of 0.8000, re-
flecting strong generalization capabilities and ef-
fective contextual understanding, even when han-
dling informal and noisy data. XLM-RoBERTa
achieved the highest AUC (0.7781), reflecting good
class separation, but its lower F1-score shows an
imbalance between precision and recall. CNN,
though faster and more efficient, lacked the depth
to capture the nuanced meaning in racial hoax texts.
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Model Accuracy Precision Recall F1-Score AUC
mBERT 0.8000 0.7300 0.6500 0.6700 0.7720
XLM-RoBERTa 0.7818 0.5465 0.5709 0.5584 0.7781
CNN 0.7281 0.4511 0.5789 0.5071 0.7512
Transformer-FFNN 0.7508 0.3871 0.0486 0.0863 0.5692

Table 1: Model Comparison on the Development Dataset

Similarly, the Transformer-FFNN model underper-
formed, suggesting that shallow architectures strug-
gle with the ambiguity and language mixing com-
mon in such posts. These results highlight the
importance of deep contextual modeling for identi-
fying deceptive narratives in multilingual environ-
ments. While BERT demonstrated the best overall
performance, all models were challenged by code-
switching and subtle sarcasm, highlighting the need
for more diverse and culturally annotated training
data. Table 1 illustrates how model depth and mul-
tilingual architecture influence performance.

6 Error Analysis

The confusion matrices in Figures 1 and 2 highlight
a repeated pattern of misclassification, particularly
for the minority class “Racial Hoax.” Out of 247
actual “Racial Hoax” instances, 197 were misclas-
sified as “Not Racial Hoax” indicating a strong bias
toward the majority class. In contrast, the model
performed well on the “Not Racial Hoax” class,
correctly classifying 755 out of 774 cases. This im-
balance indicates that the model has difficulty iden-
tifying the small linguistic or contextual signals
that identify racial hoaxes. The results highlight the
need to consider methods such as class balancing,
deep semantic understanding, and advanced fea-
ture engineering. Increasing the sensitivity of the
model about minority class characteristics would
enhance the overall classification rate and reduce
false negatives in critical categories such as racial
hoaxes.

Conclusion

This work investigated the detection of racial
hoaxes in Hindi-English code-mixed social media
content using deep learning models. BERT outper-
formed other models in terms of F1-score, further
demonstrating its ability to capture the contextual
and linguistic nuances of bilingual, informal text.
Despite its strong overall performance, the model
struggled to correctly classify the minority class
labeled as “Racial Hoax” showing a pronounced

Figure 2: Precision and Recall plot on validation

bias toward predicting the majority class. This in-
dicates the persistent issue of class imbalance and
the detection of delicate hints in minority classes.
Remediation of this problem through class-aware
methods and better representation of the features
of the minority class will be the main way forward
for future enhancements. Our work highlights the
capabilities of multilingual transformers in code-
mixed NLP, especially on socially sensitive tasks.
Future studies should focus on tuning models with
balanced datasets and incorporating richer semantic
knowledge to improve the accurate identification
of harmful or deceptive online content.

Limitations

While our work using BERT and other transformer-
based models produced promising results in iden-
tifying racial hoaxes within code-mixed Hindi-
English social media data, several limitations were
observed. A major concern was the issue of class
imbalance, which led the model to misclassify in-
stances of the minority class and adversely affected
its accuracy in detecting racial hoaxes. Besides,
the data’s mixed-code nature, usually involving in-
formal language, transliteration, and non-uniform
grammar, required more effort from the models,
which were not adapted to such patterns. The ab-
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sence of targeted pre-processing or code-mixed
language modelling may have led to lower over-
all performance. The dataset used was relatively
small and highly task-specific, limiting the gen-
eralizability of the results to broader, real-world
scenarios. Furthermore, we have not yet used more
sophisticated techniques like ensemble methods,
data augmentation, or external knowledge integra-
tion, which could only increase the understanding
of the model regarding complex, socially charged
language.
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