Findings of the Shared Task on Caste and Migration Hate Speech Detection
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Abstract

Hate speech targeting caste and migration com-
munities is a growing concern in online plat-
forms, particularly in linguistically diverse re-
gions. By focusing on Tamil language text
content, this task provides a unique opportu-
nity to tackle caste or migration related hate
speech detection in a low resource language
Tamil, contributing to a safer digital space. We
present the results and main findings of the
shared task caste and migration hate speech
detection. The task is a binary classification
determining whether a text is caste/migration
related hate speech or not. The task attracted 17
participating teams, experimenting with a wide
range of methodologies from traditional ma-
chine learning to advanced multilingual trans-
formers. The top performing system achieved
a macro Fl-score of 0.88105, enhancing an
ensemble of fine-tuned transformer models in-
cluding XLLM-R and MuRIL. Our analysis high-
lights the effectiveness of multilingual trans-
formers in low resource, ensemble learning,
and culturally informed socio political context
based techniques.

1 Introduction

In the current digital world, the online social
network platforms such as Twitter, YouTube,
LinkedIn, Facebook and WhatsApp are widely
used by the individuals from the different parts
of the country (Kruse et al., 2018; Kubin and von
Sikorski and, 2021). Due to the high-speed internet
facility, the news like an offensive speech (Sreelak-
shmi et al., 2024), fake news (Subramanian et al.,
2025), hate speech and its curated forms against the
caste or people are disseminated across the globe
in a fraction of minutes (Rajiakodi et al., 2024;
Chakravarthi et al., 2025). Hence, it leads to lot
of issues such as protests, inflation in the economy
of the country and majorly affects the healthy en-
vironment in the society (Jost et al., 2018). The

hate speech and offensive words are more impor-
tant to eradicate from the society to preserve the
equality among the citizens. Apart from the global
issues, the discrimination and bias against the cer-
tain communities and its people will affect directly
their communities and their people in terms of their
mental health (Abubakar et al., 2022; Matamoros-
Fernandez and Farkas, 2021). Hence, the hate
speech against any caste/migration is an important
issue and it should be detected to save the society
and nation’s peace.

India is a democratic country and follows the
"Unity in Diversity". According to the Constitu-
tion of India !, Articles 14-18 deal with the right
to equality. Hence if any people discriminate oth-
ers in terms of language, caste or any variants, the
government will take immediate actions against
them with these articles. With the proliferation
of social media platforms, public discourse has
become increasingly dynamic, often marked by
a surge of user-generated content in response to
specific events (Shanmugavelan, 2022). This en-
vironment has made the manual identification of
caste-based hate speech both time-consuming and
resource-intensive. To address this challenge, there
has been a growing adoption of Natural Language
Processing (NLP) based systems capable of au-
tomatically detecting hate speech across multiple
languages and platforms, thereby enhancing the ef-
ficiency and scalability of monitoring efforts (Roy
et al., 2022; Sharma et al., 2025).

Researchers are developed various machine
learning (ML) and deep learning (DL) model to
identify offensive language and hate speech from
the various regional low-resource languages such
as Hindi (Rani et al., 2020; Rajak and Baruah,
2025), Telugu, Malayalam and Tamil (G et al.,
2025). A novel dataset which comprises of hate
speech by castes and migration collected from

Thttps://bit.ly/44tqpwg
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YouTube and published in LT-EDI@EACL 2024
(Rajiakodi et al., 2024). In this shared task, the
team of participants have developed an automatic
hate speech detection against the caste and migra-
tion model.

Specifically, the top ranking teams used an en-
semble model which consists of transformer based
multilingual models such as XLM-RoEERTa and
MuRIL for contextual embedding of sentences to
predict hate speech that achieves higher macro F1
score among other models. The work by (Alam
etal., 2024) developed six different ML models and
three DL models including Bi-LSTM, Attention,
Bi-LSTM-CNN to identify the hate or not-hate
speech. Finally, they designed transformer-based
models such as M-BERT, XLLM-R and Tamil-BERT
for effective contextual word embedding, which
achieves better performance than the other models.

In the subsequent sections, we have dis-
cussed the task description, dataset statistics,
methodologies used by the participants to detect
caste/migration hate speech in Tamil, and their re-
sults and ranking.

2 Tasks and Dataset

2.1 Task Description

The task’s goal is to classify YouTube text
comments in Tamil into two categories: hate
speech on caste/migration, non-hate speech on
caste/migration. Participants were provided with:

* Training and Development Sets: These sets
were annotated with labels to allow partici-
pants to train and fine tune their models effec-
tively.

* Testing Set: This set was unlabeled, requiring
participants to generate predictions without
the aid of ground truth labels, which were
reserved for evaluation purposes.

2.2 Dataset Description

The dataset has been carefully curated from the
YouTube platform by collecting comments from
videos discussing caste and migration related is-
sues. To identify relevant videos, we utilized a
combination of hashtags such as ‘vadakan’ (North
Indian), ‘devar’ (a caste), alongside manual key-
word searches including terms like ‘Agamudiyar’
(a caste group) and ‘Melpathi temple issue’ (a spe-
cific caste related controversy).

Caste/Migrant Hate Speech Dataset
W Hate Speech (Caste/Migration) [l MokHate Speech (CasteiMigration) Total

8,000

6,000

4,000

2,000

Train Total

Figure 1: Dataset Statistics

After gathering the comments, we applied pre-
processing steps to remove unrelated or noisy con-
tent. This included removing usernames, URLs,
and comments containing fewer than three words
to ensure data quality and relevance.

Each comment was then annotated indepen-
dently by three annotators, all proficient in the
Tamil language. The annotation team was delib-
erately heterogeneous, composed of individuals
from diverse caste backgrounds—including histor-
ically marginalized and dominant groups various
age ranges from young adults (20-29 years) to mid-
dle aged adults (30—45 years), as well as gender
and professional diversity. This diversity in the
annotator pool was intended to reduce bias and
enhance the reliability of the annotations.

The annotation labels are defined as follows:

» Hate speech on caste/migration: Comments
containing abusive, disrespectful, or discrimi-
natory language, including ridicule or mock-
ery, and content aimed at delegitimizing spe-
cific caste or migrant groups.

* Not-Hate speech on caste/migration: Com-
ments that do not contain any discriminatory
or derogatory remarks towards individuals
based on their caste or migration status.

The reliability of the annotations was measured
using Krippendorff’s alpha, which yielded a high
agreement score of 0.83441, indicating strong con-
sistency among annotators. The detailed statistics
of the dataset is shown in Figure 1.

3 Results

The evaluation metric used was the macro-averaged
Fl-score, calculated using the scikit-learn library?.

2ht’cps: //scikit-learn.org/stable/modules/
generated/sklearn.metrics.classification_report.
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3.1 Participant Statistics

Our competition was created on Codalab 3, and has
attracted registrations and a total of 17 submissions.
Team Samsung Research CUET_N317 won first
place in the task, holding a significant lead over the
second place team. Teams CUET’s_white_walkers
and Wise respectively captured the second and third
places. The official leaderboards for this task is
shown in Table 1.

3.2 Participant Methodology

In this section, we first summarize common fea-
tures for all teams based on the information they
provided in the Google Documents. Then, we delve
into the methods employed by the top 5 teams, ac-
companied by brief descriptions of the approaches
utilized. The approaches of all other teams are
presented briefly in table 1.

* CUET_N317 (Md. Nur Siddik Ruman,
2025): This team employed three distinct
strategies: traditional machine learning mod-
els with TF-IDF features, individual fine-
tuned multilingual transformers (e.g., XLM-R,
MuRIL, IndicBERT), and an ensemble of five
fine-tuned multilingual transformer models.
The ensemble model achieved the best per-
formance. Extensive hyperparameter tuning
and early stopping techniques were used to
optimize results.

¢ CUET’s_White_Walkers (Jidan Al Abrar,
2025): The team used a fine-tuned Tamil-
BERT model, incorporating techniques such
as cosine annealing and the AdamW opti-
mizer. They emphasized training stability
and leveraged visualizations to analyze perfor-
mance. The model was optimized for Tamil
text without relying on transliteration or exter-
nal datasets.

* Wise (Ganesh Sundhar S, 2025): They ex-
plored both transliterated and original Tamil
text preprocessing. A hybrid approach com-
bined TF-IDF, Truncated SVD, MLP, and mul-
tilingual transformer embeddings. Feature fu-
sion and late decision fusion were used to
aggregate predictions. The team emphasized
the comparative value of transliteration-aware
vs. native Tamil models.

html
3https://codalab.lisn.upsaclay.fr/competitions/21884
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* CUET_blitz_aces: This team adopted a three-
phase pipeline: initial training with traditional
ML (TF-IDF + classifiers), fine-tuning mul-
tilingual transformers, and a final ensemble
voting mechanism. They conducted thorough
evaluation and analysis at each stage to select
optimal model configurations.

« hinterwelt (MD AL AMIN, 2025): The team
experimented with XLM-R Large, MuRIL-
large-cased, and IndicBERT models. Training
included advanced strategies like learning rate
schedulers, gradient clipping, and early stop-
ping. The final system combined multiple
transformer models, optimized with rigorous
experimentation for multilingual hate speech
detection.

e ItsAllGoodMan (Amritha Nandini KL,
2025): Combined train/dev data, used back
translation for data augmentation, segmented
hashtags, replaced mentions, and converted
emojis. Tried TF-IDF with Random Forest,
soft voting ensembles with various embed-
dings and ML models, and ensembles of fine-
tuned transformers.

* NS: Transliterated Tamil text to English and
vice versa for consistent embeddings. Trained
six ML models on different embedding sets
and selected top three (XGBoost, Logistic Re-
gression and MLP) for final predictions.

* CUET _perceptrons  Trained several
transformer-based models and combined
their predictions using a weighted ensemble,
where better-performing models had higher
influence on the final label.

¢ KCRL: Combined TamilBERT and distilbert-
base-multilingual-cased with k-fold cross-
validation. Used a classification architecture
that concatenated CLS token, mean pooling,
and max pooling.

e Cuet_try_NLP: Used a traditional ML
pipeline with Bag of Words (unigrams, bi-
grams) and Random Forest for classifica-
tion. Focused on computational efficiency but
lacked semantic understanding.

* Wictory: Hybrid approach: fine-tuned
MuRIL-based transformer with discriminative
learning rates and dense layers, plus multilin-
gual embeddings fed into an SVM. Combined
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Rank | Team Name Run | Macro F1 Score | Highlighted Methodology

1 CUET_N317 (Md. Nur Siddik Ruman, 2025) 2 0.88105 Fine-tuned multilingual transformer model

2 CUET’s_white_walkers (Jidan Al Abrar, 2025) 1 0.86289 Fine tuned Tamil-BERT with cosine annealing, AdamW, and
performance visualization.

3 Wise (Ganesh Sundhar S, 2025) 1 0.81827 Transliteration vs Non-transliteration preprocessing, TF-IDF +
Truncated SVD + MLP + Transformer fusion.

4 CUET_blitz_aces (Shahriar Farhan Karim, 2025) 3 0.81682 3-phase: ML (TF-IDF), transformer fine-tuning, and ensemble
voting of 5 models.

5 hinterwelt (MD AL AMIN, 2025) 2 0.80916 Fine-tuned XLM-R Large, MuRIL-large-cased, IndicBERT with
LR scheduler, gradient clipping, early stopping.

6 ItsAllGoodMan (Amritha Nandini KL, 2025) 3 0.80364 TF-IDF + Random Forest (best), back translation for augmentation,
MuRIL + voting ensemble.

7 NS (Nishanth S, 2025) 1 0.80095 Tamil English transliteration embeddings + XGBoost, Logistic
Regression, MLP.

8 CUET_perceptrons 2 0.79812 Weighted ensemble of multiple transformer models.

9 KCRL 1 0.79081 Triple embedding (CLS, mean, max) + TamilBERT and Distil-
BERT with cross-validation.

10 | Cuet_try_NLP 2 0.78175 Bag-of-Words + n-grams + Random Forest.

11 Wictory 1 0.76630 MuRIL + SVM hybrid with focal loss, dense layers, class weight-
ing.

12 | Solvers (Mohanapriya K T, 2025) 2 0.76518 CNN-based model + BERT fine-tuning.

13 DravLang 1 0.76182 BiLSTM + Attention + Voting and Stacking Classifiers (XGBoost,
SVM, NB).

14 girlsTeam (Towshin Hossain Tushi, 2025) 1 0.74522 MuRIL/mBERT/IndicBERT + BiLSTM + ML classifiers + multi-
lingual embeddings.

15 ScalarLab 1 0.73308 M-BERT and XLM-R; ensemble predictions from both.

16 SSN_IT (Maria Nancy C, 2025) 1 0.72462 BERT multilingual model + preprocessing Tamil and Romanized
Tamil.

17 EM-26 (Tewodros Achamaleh, 2025) 1 0.65672 XLM-Roberta + AdamW

Table 1: Leader board Results with Methodologies

outputs for interpretability and deep contex-
tual understanding.

Solvers (Mohanapriya K T, 2025): Explored
deep learning models starting with CNNs,
then modified for multi-class with softmax.
Also fine-tuned a BERT-based model for con-
textual understanding and compared their ef-
fectiveness.

DravLang: Hybrid approach: preprocessed
text with tokenization and TF-IDF, trained a
BiLSTM with Attention, an ensemble Vot-
ing Classifier (XGBoost, SVM, Naive Bayes),
and a Stacking Classifier (XGBoost, SVM,
Logistic Regression meta-learner)

girlsTeam (Towshin Hossain Tushi, 2025):
Comprehensive hybrid: transformer-based
embeddings (MuRIL, mBERT, IndicBERT),
enhanced with BiLSTM, and traditional ML
classifiers (Random Forest, SVM, XGBoost)
using TF-IDF, FastText, and Word2Vec. In-
cluded tokenization, normalization, transliter-
ation, and class balancing.

Scalaral.ab: Used Multilingual BERT and
XLM-R models, then combined their outputs
for predictions.

SSN_IT (Maria Nancy C, 2025): Fine-tuned

bert-base-multilingual-cased on Tamil and Ro-
manized Tamil. Preprocessing included low-
ercasing, URL/special character removal, and
BERT tokenization. Used AdamW optimizer,
cross-entropy loss, and evaluated with stan-
dard metrics.

« EM-26 (Tewodros Achamaleh, 2025): Fine-
tuned XLM-RoBERTa , with class weighting
and augmentation (word swapping/dropping).
Used AdamW, learning rate scheduler, and
early stopping based on F1 score.

The leaderboard results and methodological de-
scriptions reveal a clear trend toward the effec-
tiveness of multilingual transformer-based mod-
els for caste and migration-related hate speech de-
tection. Teams that employed fine-tuned trans-
former architectures such as XLM-R, MuRIL,
and IndicBERT often in ensemble settings con-
sistently outperformed traditional machine learn-
ing approaches. The top-performing submissions
integrated advanced training strategies, including
learning rate schedulers, gradient clipping, early
stopping, and ensemble voting, to boost perfor-
mance and ensure robustness. Additionally, teams
that conducted rigorous ablation studies, language-
specific preprocessing, and hybrid model experi-
mentation (eg: combining TF-IDF with deep mod-
els) demonstrated a deeper understanding of the
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multilingual and culturally nuanced nature of the
task. Overall, the results highlight that a blend
of domain-specific linguistic preprocessing and
transformer-based modeling yields the most com-
petitive outcomes in multilingual hate speech de-
tection tasks.

4 Conclusion

This shared task on caste and migration hate speech
detection focused on detecting hate speech against
people based on their caste or migration status, es-
pecially in the Tamil language. Since this type
of hate is often ignored in existing Al systems,
this task helped researchers and developers create
models that are more aware of these social issues.
Participants used many different methods, includ-
ing machine learning and advanced models like
BERT and XLLM-R, to analyze the text. The best
teams used a mix of good text cleaning, careful
model training, and techniques like ensemble vot-
ing and data balancing to get better results. The top
system scored a high macro F1 of 0.88105, show-
ing that with the right tools and approaches, it is
possible to detect even subtle and hidden forms of
hate speech. This task showed that we need mod-
els that understand regional languages and cultural
context to handle online hate more effectively. It
also highlights the need for more work in areas like
explaining model predictions, creating respectful
counter-speech, and labeling more detailed types
of hate.
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