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Abstract

Online platforms have enabled users to create
and share multimodal content, fostering new
forms of personal expression and cultural inter-
action. Among these, memes—combinations
of images and text—have become a prevalent
mode of digital communication, often used for
humor, satire, or social commentary. However,
memes can also serve as vehicles for spread-
ing misogynistic messages, reinforcing harmful
gender stereotypes, and targeting individuals
based on gender. In this work, we investigate
the effectiveness of various multimodal models
for detecting misogynistic content in memes.
We propose a BERT+CLIP+LR model that inte-
grates BERT’s deep contextual language under-
standing with CLIP’s powerful visual encoder,
followed by Logistic Regression for classifi-
cation. This approach leverages complemen-
tary strengths of vision-language models for
robust cross-modal representation. We com-
pare our proposed model with several base-
lines, including the original CLIP+LR, and tra-
ditional early fusion methods such as BERT +
ResNet50 and CNN + InceptionV3. Our focus
is on accurately identifying misogynistic con-
tent in Chinese memes, with careful attention
to the interplay between visual elements and
textual cues. Experimental results show that the
BERT+CLIP+LR model achieves a macro F1
score of 0.87, highlighting the effectiveness of
vision-language models in addressing harmful
content on social media platforms.

1 Introduction

Misogyny is broadly defined as the hatred of, aver-
sion to, or prejudice against women. It manifests in
various forms, including verbal abuse, stereotyping,
objectification, or the dissemination of harmful con-
tent through social media. Misogyny often appears
subtly or overtly in multimodal formats, combining
text and imagery to demean, ridicule, or marginal-
ize women. Online misogyny represents a perva-
sive and deeply rooted societal issue that perpetu-
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Figure 1: Misogynistic Meme

ates gender-based discrimination and inequality in
virtual environments. This toxic behavior not only
undermines efforts toward achieving gender equity
but also significantly discourages women’s active
participation in online platforms—ranging from so-
cial media to professional and educational digital
spaces—thereby silencing their voices and limiting
their opportunities for expression, representation,
and empowerment(Mohasseb et al., 2025). The
increasing prevalence of such content on social me-
dia platforms necessitates robust detection systems
to mitigate its harmful societal impact.

The Shared Task on Misogyny Meme Detection
at LT-EDI@LDK 2025 focuses on building auto-
matic systems to classify memes as misogynistic
or non-misogynistic. This task is especially com-
plex due to the combination of vision and language,
as well as the multilingual nature of social dis-
course—this edition emphasizes Chinese language
content. The task encourages advancements in mul-
timodal classification and promotes responsible Al
development.

Figurel depicts a misogynistic meme, shows a
cartoon-style illustration of a woman with various
derogatory labels surrounding her body. The cen-
tral theme of the text is body shaming, targeting
women with larger body types. The top caption
refers to “girls who used to have big butts”, setting
a critical tone from the start. Additional phrases
placed around the figure describe her as “covered



in fat”, having a “barrel waist”, and “not only a big
butt, but also thick legs”. Another phrase suggests
that she “cares about others’ opinions”, implying in-
security or social pressure. Together, these captions
convey a negative and mocking portrayal of women
who do not conform to conventional beauty stan-
dards, specifically critiquing body size and shape.
This image exemplifies misogynistic and fatphobic
content, as it reinforces harmful stereotypes and
societal expectations about women’s appearance.
The field of image classification has witnessed
considerable advancements due to deep learn-
ing models like Convolutional Neural Networks
(CNN)(Kalchbrenner et al., 2014) and transform-
ers(Kalyan et al., 2022), which have revolution-
ized the way we process and understand visual
data. In parallel to these advancements, Large Lan-
guage Models (LLMs), have transformed natural
language processing by enabling more nuanced un-
derstanding and generation of text(Naveed et al.,
2023). The integration of these two fields—vision
and language—has led to the development of
Vision-Language Models (VLM), which combine
the strengths of both visual and textual data. These
models often use both an image encoder and a
text encoder to generate embeddings, which can
be fused for various multimodal tasks(Ghosh et al.,
2024).

In this work, we utilize the vision-language model
Contrastive Language—Image Pre-training (CLIP),
introduced by OpenAl, to detect misogynistic
content in Chinese memes. CLIP is a power-
ful pretrained model that maps images and text
into a shared embedding space, enabling effective
joint understanding of visual and textual modal-
ities. We explore CLIP’s capabilities for image
representation and pair it with a traditional Lo-
gistic Regression (LR) classifier, striking a bal-
ance between performance and computational effi-
ciency. We conducted experiments with traditional
multimodal baselines, including Bidirectional En-
coder Representations from Transformers (BERT)
(Vaswani et al., 2017) combined with Residual Net-
works (ResNet50) (He et al., 2016), as well as
Convolutional Neural Networks (CNN) with In-
ceptionV3 (Szegedy et al., 2016), to benchmark
performance across different model architectures.
BERT+CLIP+LR model performed well among
the models and is made available as an open-source
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resource on GitHub!.

2 Related Works

The study by (Lei et al., 2024), presents an ex-
plainable hateful meme detection model that em-
ploys uncertainty-aware dynamic fusion to improve
both generalization and interpretability. By dynam-
ically evaluating the uncertainty of visual and tex-
tual modalities, the model assigns adaptive weights
for feature fusion. They report that visual fea-
tures are more influential than textual ones in hate-
ful meme detection, and the model’s interpretabil-
ity aids in understanding its decision-making pro-
cess, although fairness remains a concern for future
work.

The work by (Rizzi et al., 2024) proposes a prob-
abilistic framework for detecting elements of dis-
agreement in misogynistic memes by analyzing
both the visual and textual components. It explores
various strategies for leveraging these elements to
identify instances where annotators may disagree
in their interpretations. The EXIST 2024 shared
task (Vetagiri et al., 2024) focuses on advancing
research in detecting and countering sexism on
social networks, a persistent and complex soci-
etal issue. CNN-BiLSTM for text and ResNet50-
CNN-BiLSTM for memes was presented in the
paper(Vetagiri et al., 2024) to better identify ex-
plicit and implicit sexist content. The task fosters
the development of effective strategies through a
competitive framework aimed at improving content
moderation.

Study by (Ramamoorthy et al., 2022) marked a sig-
nificant step forward in understanding memes by
creating carefully labeled, high-quality data for an-
alyzing sentiment, classifying emotions, and gaug-
ing their intensity. To demonstrate the value of
this resource, they established initial performance
benchmarks using both a text-based model and a
multimodal model that integrated visual features
with textual understanding. Their findings high-
lighted the advantage of considering both text and
image content for achieving better results in vari-
ous meme analysis tasks.

(Ponnusamy et al., 2024) introduced the Misogyny
Detection Meme Dataset(MDMD), an annotated
resource focused on online misogyny within Tamil
and Malayalam-speaking communities, offering
valuable insights into gender bias and supporting
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efforts to combat digital gender-based discrimina-
tion. Additionally, the literature review highlights
that the Shared Task on Misogyny Meme Detection
at LT-EDI@LDK 2025 marks the focused initia-
tives aimed at detecting misogyny in memes.

3 Methodology

Vision-Language Models can be broadly catego-
rized into three types: (1) Vision-Language Un-
derstanding (VLU) models, which interpret and
reason over visual and textual inputs; (2) Text Gen-
eration with Multimodal Input, where models gen-
erate coherent text based on both image and text
inputs; and (3) Multimodal Input-Output models,
capable of processing and generating across mul-
tiple modalities. CLIP belongs to the VLU cate-
gory, as it learns joint image-text representations
through contrastive pretraining (Li et al., 2023). We
build upon CLIP by proposing a BERT+CLIP+LR
model, where BERT replaces CLIP’s text encoder
to enhance contextual language understanding. The
resulting image and text embeddings are fused and
classified using Logistic Regression. To bench-
mark performance, we also evaluate the original
CLIP+LR model and traditional early fusion base-
lines such as BERT + ResNet50 and CNN + Incep-
tionV3, enabling a comparative analysis of modern
VLMs versus conventional multimodal approaches
for harmful content detection.

3.1 Problem Definition

Let D = (X,)) represent a dataset of memes,
where each data sample is a pair (x;,y;) with
z; € X denoting a meme and y; € ) indicating
whether the meme contains misogynistic content
(yi = 1) or not (y; = 0).

Each meme x; consists of two modalities: an
image component v; and a text component ¢;, sO
that X = (), 7). The task of misogynistic meme
detection is formulated as a binary classification
problem. The goal is to learn a predictive function:

FVXT =Y

which determines whether a given meme z;
(vj, t;) expresses misogynistic content.

3.2 Data preprocessing

Image part of meme is loaded and preprocessed
through a pipeline that includes resizing, center
cropping, normalization using predefined mean
and standard deviation values, and conversion to a
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tensor. Faulty, corrupted, or unreadable image files
are either skipped or replaced with zero or NaN
vectors to maintain consistent batch dimensions
and prevent downstream errors during model
inference. For the textual modality, each caption
or transcription is tokenized, lowercased, and
then either truncated or padded to fit the model’s
maximum token length. Missing or malformed
text inputs are handled by substituting neutral
placeholders such as “[UNK]” tokens or blank
vectors, ensuring input consistency across the
dataset.

3.3 Feature Extraction in the Proposed
Models

1. CLIP+LR:

The general architecture of the CLIP-based
classification model involves separate image
and text encoders that generate embeddings,
which are then fused into a unified feature
vector. CLIP jointly embeds images and text
into a shared 512-dimensional space. LR, a
widely used linear classification algorithm,
is employed for its simplicity, interpretabil-
ity, and efficiency in high-dimensional spaces
(Hosmer Jr et al., 2013). The fused vector
obtained from CLIP is passed to the LR clas-
sifier to predict the final class label based on
the combined visual and textual information.
The overall process is illustrated in Figure 2.

. BERT+CLIP+LR: The general architecture
of the BERT+CLIP+LR classification model
builds upon CLIP by replacing CLIP’s orig-
inal text encoder with BERT(Vaswani et al.,
2017), a powerful transformer-based language
model known for its deep contextual under-
standing. In this setup, image inputs are en-
coded using CLIP’s visual encoder, while tex-
tual inputs are processed using BERT. The
resulting image and text embeddings are con-
catenated or fused into a single feature vector
representing both modalities. This fused vec-
tor, which captures complementary visual and
linguistic information, is then fed into a LR
classifier.

. BERT+ResNet50: ResNet (He et al., 2016)
is a deep convolutional neural network known
for its ability to train very deep networks us-
ing residual connections, making it highly
effective for image classification tasks. In
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Figure 2: General work flow of proposed models

our multimodal setup, textual features are ex-
tracted using BERT, while visual features are
obtained from ResNet50. These feature vec-
tors are then concatenated and passed to a clas-
sification layer, enabling the model to jointly
reason over both modalities. This fusion al-
lows the model to detect nuanced cases of
misogyny that may arise from the interaction
between image and text in memes.

CNN-+InceptionV3: CNNs treat text as a se-
quence of word embeddings and learn to cap-
ture local dependencies and hierarchical fea-
tures within the text. For the image compo-
nent, we employ InceptionV3 (Szegedy et al.,
2016), an advanced CNN architecture that
uses a multi-branch design to capture features
at various levels of abstraction. The multi-
branch design enables InceptionV3 to effi-
ciently process images by learning both fine-
grained details such as edges and textures and
larger, high-level patterns.

3.4 Early Fusion

Instead of explicit concatenation, CLIP encodes
each modality independently and enables implicit
early fusion through its contrastive pretraining ob-
jective. By aligning image and text embeddings in
a shared semantic space, CLIP naturally captures
cross-modal relationships without requiring man-
ual fusion strategies. In contrast, for traditional
models, we implemented explicit early fusion by
first extracting textual features using CNN or BERT
and visual features using InceptionV3 or ResNet50.
These unimodal embeddings were then concate-
nated to form a joint multimodal feature vector,
which was fed into downstream classification. This
approach, while effective in controlled settings, of-
ten lacks the semantic alignment benefits of con-
trastively pretrained models.
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3.5 Classification

In the proposed model, BERT+CLIP+LR, we em-
ployed a logistic regression classifier trained on
the aligned image and text embeddings produced
by CLIP’s encoders. This lightweight classifier
proved effective in leveraging CLIP’s pretrained se-
mantic representations for binary meme classifica-
tion, Misogyny vs. Not Misogyny. The final layer
outputted probability scores used to determine the
predicted class. In the traditional models,Using
CNN, BERT, InceptionV3, or ResNet50 for feature
extraction, the concatenated multimodal vectors
were passed to a dense neural network or a fully
connected classification layer.

4 Experiment setup

This section presents the dataset details and de-
scribes the experimental configuration used to train
and evaluate our models.

4.1 Dataset Description

The dataset developed by (Ponnusamy et al., 2024),
provided for the training and development phase,
contains the file name of each meme image along
with its associated transcribed text. Each meme is
annotated with a binary label indicating whether
it is misogynistic or non-misogynistic. This struc-
tured format allows to develop models that can ana-
lyze both visual and textual components of memes.
Given the presence of Chinese-language text and
complex visual cues, the dataset poses a multilin-
gual and multimodal challenge, encouraging the
use of advanced techniques in vision-language un-
derstanding for accurate classification. The dataset
details are given in Tablel.

The dataset is partitioned into 1190 training sam-
ples, 170 development/validation samples, and 340
test samples sets, following a roughly 70:10:20
ratio to support robust training, hyperparameter
tuning, and final evaluation. The Misogyny class
contains 349 training, 47 validation, and 104 test
samples, while the Not-Misogyny class includes
841 training, 123 validation, and 236 test samples.
The same preprocessing steps are uniformly ap-
plied to all three subsets to maintain input consis-
tency during training and evaluation phases.

4.2 Hyperparameters and Model
Configuration

In our experiments, we utilized four differ-
ent models for multimodal meme classification:



Class Train Dev Test
Misogyny 349 47 104
Not-Misogyny 841 123 236
Total 1190 170 340

Table 1: Dataset details

BERT+CLIP+LR, CLIP+LR, BERT+ResNet50,
and CNN+InceptionV3, each with distinct hyper-
parameters.

For CLIP+LR, the image and text features were ex-
tracted using CLIP’s pretrained Vision Transformer
(ViT-B-32) for text and the corresponding image
encoder. Both image and text embeddings were
normalized using L2 normalization, and logistic
regression was employed as the classifier, with a
learning rate of 2e-5 for feature extraction and train-
ing.

In the BERT+ResNet50 model, BERT was used
for text feature extraction, and ResNet50 was em-
ployed for image features. Both models were fine-
tuned using the Adam optimizer with a learning
rate of 2e-5, and the CrossEntropy Loss was used
for classification.

In the CNN+InceptionV3 setup, images were pro-
cessed using a pre-trained InceptionV3 model,
without the top classification layer, with the in-
put image size set to (299, 299, 3). The output
from the InceptionV3 was passed through a Glob-
alAveragePooling layer and a fully connected layer
with 128 units and ReLU activation. The model
was compiled with the Adam optimizer, using a
learning rate of le-4 and categorical cross-entropy
loss for classification.

5 Experimental Evaluation

We evaluated our multimodal architectures for
misogyny meme classification using standard met-
rics, including accuracy, macro precision, macro
recall, and macro F1-score.

5.1 Opverall Performance

The BERT+CLIP+LR architecture achieved the
best overall performance in our experiments. By
combining CLIP’s powerful pretrained visual en-
coder with BERT’s deep contextual text representa-
tions, the model captured cross-modal relationships
more effectively than the original CLIP+LR setup
or conventional fusion strategies. This approach en-
hanced textual understanding while retaining the ef-
ficiency and semantic alignment benefits of CLIP’s
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Model

CNN-+InceptionV3
BERT+ResNet50

CLIP+LR

BERT+CLIP Image Encoder+LR

Precision Recall

0.80 0.81
0.85 0.84
0.86 0.86
0.89 0.89

Macro F1 Weighted F1  Accuracy

0.76 0.80 0.81
0.82 0.85 0.84
0.83 0.86 0.86
0.87 0.89 0.89

Table 2: Evaluation of proposed models for misogynis-
tic meme detection

Model Total Inference Time (s) Avg. Time per Sample (s)

8.0840 0.0238
20.7715 0.0611
28.2900 0.0832
25.2456 0.0742

CNN + InceptionV3

CLIP + LR

BERT + ResNet50

BERT + CLIP Image Encoder + LR

Table 3: Inference time comparison of proposed models.

visual features. Despite the architectural simplic-
ity—without relying on complex deep fusion lay-
ers—BERT+CLIP+LR delivered superior accuracy
while remaining computationally efficient and in-
terpretable.

As shown in Figure 3, the BERT+CLIP+LR model
correctly classified 214 non-misogynistic and 87
misogynistic samples, with 22 false positives and
17 false negatives. These misclassifications likely
stem from class imbalance and limited variability in
the training data, which can hinder the model’s abil-
ity to generalize to ambiguous or nuanced cases.
The early fusion approaches, which combined tex-
tual and visual features through concatenation,
showed competitive results. Specifically, the com-
bination of BERT for text and ResNETS50 for im-
ages consistently outperformed CNN-based text
and image representations, highlighting the effec-
tiveness of contextual language embeddings in un-
derstanding meme text. Summary of classification
performance across models are presented in Ta-
ble2.

We calculated the total inference time and the av-
erage inference time per sample for the proposed
methods on the test dataset. The results are pre-
sented in Table 3. While the CNN + InceptionNet
model offers the fastest inference time, CLIP + LR
provides a reasonable compromise between perfor-
mance and inference speed, making it suitable for
applications where a balance between accuracy and
efficiency is desired.
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Figure 3: Confusion matrix of multimodal model
BERT+CLIP+LR

5.2 Error Analysis

False Positive: Sample278.jpg contains a humor-
ous diagram featuring the Chinese character mean-
ing "woman" at the center of a radar chart, with
all attributes of intelligence, courage, perseverance,
physical strength, and lifespan. Despite being a pos-
itive or humorous depiction celebrating women’s
qualities, the model incorrectly flagged it as misog-
ynistic. This misclassification likely stems from
overfitting to visual or textual stylistic patterns like
the presence of gender-related characters or sym-
bols without understanding the broader context
or intent. The error highlights the need for im-
proved context-aware classification in multimodal
systems.

False Negatives: Samplel13.jpg, with text, “Stop
talking about that trashy woman” was misclassified
as not misogyny despite containing gendered slurs
and hostile language toward women. The meme
expresses contempt using a derogatory Chinese
phrase aimed at women, reinforcing misogynistic
sentiment. However, the model likely failed to de-
tect this due to language limitations of non-English
text transcription and lack of cultural context, lead-
ing to an undetected instance of harmful bias.

6 Conclusion

In this study, we investigated a vision-language
multimodal approach for misogynistic meme clas-
sification. We began with the CLIP+LR model,
where CLIP’s contrastive pretraining effectively
aligned image and text features without requiring
explicit fusion layers, resulting in a model that was
both accurate and computationally efficient. Build-
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ing upon this, we proposed the BERT+CLIP+LR
model, which replaces CLIP’s text encoder with
BERT to capture deeper contextual understanding
of language. This enhancement led to improved
cross-modal alignment and superior classification
performance, while maintaining architectural sim-
plicity. To benchmark our approach, we also imple-
mented traditional early fusion models that com-
bined CNNs and BERT for text with InceptionV3
and ResNet50 for image features. Overall, our
findings highlight that Vision-Language Models
offer a scalable, robust, and efficient solution for
multimodal classification tasks, and represent a
promising direction for future research in under-
standing harmful online content. For future work,
we aim to develop misogynistic dataset to include
more languages and cultural contexts, explore more
advanced vision-language models, and investigate
methods to detect implicit and context-dependent
misogyny in memes.
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