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Abstract

Large Language Models (LLMs) have tremen-
dous potential to play a key role in sup-
porting mathematical reasoning, with grow-
ing use in education and Al research. How-
ever, most existing benchmarks are limited
to English, creating a significant gap for low-
resource languages. For example, Bangla
is spoken by nearly 250 million people who
would collectively benefit from LLMs capa-
ble of native fluency. To address this, we
present BanglaMATH, a dataset of 1.7k Bangla
math word problems across topics such as
Arithmetic, Algebra, Geometry, and Logical
Reasoning, sourced from Bangla elementary
school workbooks and annotated with details
like grade level and number of reasoning steps.
We have designed BanglaMATH to evaluate
the mathematical capabilities of both commer-
cial and open-source LLMs in Bangla, and
we find that Gemini 2.5 Flash and DeepSeeck
V3 are the only models to achieve strong
performance, with > 80% accuracy across
three elementary school grades. Furthermore,
we assess the robustness and language bias
of these top-performing LLMs by augment-
ing the original problems with distracting in-
formation, and translating the problems into
English. We show that both LLMs fail to
maintain robustness and exhibit significant per-
formance bias in Bangla. Our study under-
lines current limitations of LLMs in handling
arithmetic and mathematical reasoning in low-
resource languages, and highlights the need
for further research on multilingual and eq-
uitable mathematical understanding. Dataset
link: https://github.com/BanglaMATH

1 Introduction

Mathematical reasoning is one of the cornerstones
of human intelligence and remains a critical fo-
cus in the pursuit of artificial intelligence (Al).
As Al continues to evolve, empowering machines
with a deep and comprehensive understanding of

mathematics not only showcases technological ad-
vancement but also represents a key milestone to-
ward developing more generalized and capable Al
systems. Recently, the emergence of Large Lan-
guage Models (LLMs) has significantly reshaped
the Al landscape, establishing them as powerful
tools for automating complex tasks. LLMs have
demonstrated remarkable proficiency in mathemat-
ical problem-solving (Romera-Paredes et al., 2023;
Imani et al., 2023), prompting extensive evalua-
tions of their capabilities across a variety of do-
mains (Liuetal., 2023; Deng et al., 2024; Wu et al.,
2023). Notably, LLMs such as ChatGPT (Ouyang
et al., 2022) along with (Taylor et al., 2022) have
shown impressive performance in generating and
interpreting natural language, while the more re-
cent GPT-4 (OpenAl, 2023; Bubeck et al., 2023)
has set new standards in both linguistic and logical
tasks.

The capacity to understand and solve mathe-
matical problems is an especially desirable trait
for LLMs, with wide-ranging applications in ed-
ucation, science, and industry. However, evalu-
ating their mathematical competence is inherently
challenging. While numerous benchmark datasets
have been developed to assess mathematical rea-
soning (Cobbe et al., 2021; Amini et al., 2019;
Hendrycks et al., 2021), most are limited to the
English language, with a few available in Chinese
(Zhang et al., 2023a,b; Zhao et al., 2020; Zhou
et al., 2023). Mathematical reasoning in Bangla,
despite the widespread use of LLMs by Bangla-
speaking communities for educational purposes,
remains largely unexplored.

To address this gap, we introduce the Bangla
Mathmatical Benchmark (BanglaMATH) dataset
which consists of 1.7k elementary school level
math problems from Bangladesh, the first bench-
mark dataset designed specifically to evalu-
ate mathematical reasoning in Bangla. The
BanglaMATH dataset comprises 1.7k elementary-
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https://github.com/TabiaTanzin/BanglaMATH-A-Bangla-benchmark-dataset-for-testing-LLM-mathematical-reasoning-at-grades-6-7-and-8.git

level math word problems sourced from authen-
tic Bangla workbooks and examination materi-
als. The dataset includes multiple-choice ques-
tions, logical puzzles, and descriptive reasoning
problems, each annotated with question type meta-
data to facilitate fine-grained evaluation. In Figure
1, we display an example problem from the dataset,
in Bangla and English, with the correct (human)
answer and and an incorrect one from ChatGPT.
We posit that the evaluation of LLMs should mir-
ror that of human learners, which would allow us
to convey results in a manner that is more intuitive
and accessible.

We assess the performance of several widely
used Large Language Models (LLMs)—including
both commercial APIs and open-source models—
on the BanglaMATH dataset. Each problem in
BanglaMATH is annotated with grade-level infor-
mation, allowing us to conduct fine-grained eval-
uations similar to stating “ChatGPT scored 72 out
of 100 in a sixth-grade math exam.”

Our results show that Gemini 2.5 Flash and
DeepSeek V3 consistently achieve high perfor-
mance (accuracy > 80%) across all three elemen-
tary school grade levels. We evaluate model per-
formance across varying levels of arithmetic and
reasoning complexity, and observe that accuracy
significantly decreases as problem complexity in-
creases. We also examine the robustness of these
models by injecting distracting information into
the math problems. Our findings reveal that both
of the top-performing models (Gemini 2.5 Flash
and DeepSeek V3) are easily misled by the pres-
ence of such irrelevant information, resulting in
incorrect reasoning and answers. To further in-
vestigate language bias in LLMs, we translate the
BanglaMATH dataset into English and re-evaluate
the top-performing models (Gemini 2.5 Flash and
DeepSeek V3). Interestingly, both models show
an improvement in accuracy by > 6.5% when
tested on the English-translated version, highlight-
ing a performance disparity for low-resource lan-
guages like Bangla.

2 BanglaMATH Dataset

We can frame our work as being driven by the ques-
tion:

Do LLMs have the ability to perform
mathematical reasoning in Bangla?

To address this, we introduce the BanglaMATH
dataset, specifically designed to evaluate LLMs

on a diverse set of mathematical problems written
in Bangla. Our focus spans across various cate-
gories of mathematics, including Arithmetic, Alge-
bra, Geometry, and Logical Reasoning, to provide
a comprehensive assessment of LLMs’ general-
purpose reasoning and arithmetic capabilities.

2.1 Data Collection

The mathematical question dataset is compiled
from a wide range of elementary school level
sources, such as school exercise books, quizzes,
and exam equations. The original materials are pri-
marily in PDF or Microsoft Word formats. These
were converted into plain text using automated
tools where possible, with manual transcription
performed by human annotators when necessary.
Since our interest lies solely in text-based word
problems, we excluded any questions requiring vi-
sual or graphic interpretation. All collected ques-
tions undergo a rigorous pre-processing pipeline,
including de-duplication and cleaning. This is fol-
lowed by multiple rounds of human validation by
the authors to ensure the quality and accuracy of
the dataset.

Data annotation. Each problem in the dataset is
annotated with several attributes, including grade
level, answer, number of reasoning steps, expla-
nations, and the number of digits involved. We
provide a statistical summary of the BanglaMATH
benchmark dataset in Table 1.

Grade Size Steps Digits Length
Eight 516 2.19 226 10.17
Seven 679 1.82  2.09 8.99
Six 508 1.69 1.41 7.78

Table 1: Statistics of the BanglaMATH dataset.

“Length” denotes the average problem length in terms
of the number of words. “Steps” indicates the average
number of reasoning steps required to solve a problem.
“Digits” refers to the average number of digits involved
in each problem’s solution.

Grade. Each math problem in the dataset is an-
notated with its corresponding elementary school
grade. This information was collected while gath-
ering subsets of problems specific to each grade,
enabling more targeted and accurate grade-level
evaluation.

Ground Truth Answer. For each problem, we
also annotate the ground-truth answer. Most of the
answers are standalone numericals—integers, dec-
imals, fractions, or percentages. A small propor-
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Question: Karim Sahib has 3 sons and the first 2 are twins. The sum of the current ages of the 3 sons is 29 years. 6 years ago, the sum of
their ages was 12 years. What is the current age of the sons?

TN & TS WA 0 (BT TACTE [T (25 — 53) = TR

TEWI T @7 60 59 T8T T, @ x & = bbr 97 AfFE|

FIET & T8 AN @1F 7 (gleT et ATl (TG SAT 3 (5Tl THF,

©IE 0¥ (B7d & @ I54 AN | 9 (EeTd ToNiN I TUIFH b3,
53 4492 ¢ 9Ed|

Explanation: The sum of the ages of the 3 sons 6 years ago is
(29 —12) = 17 years less than the sum of their present ages,
instead of 3 x 6 = 18. This is because there were no 3rd sons 6
years ago. Since the first 2son are twin, the 3rd sons were born
5 years ago. The present ages of the 3 sons are 12, 12 and 5
years respectively.

EBE: by, b3, €
Answer: 12, 12, 5

Human Answer

ChatGPT T, TN

[ amtaint:«if, T 72 eTeTa 9O x T84 972 TOT (gleT IR y THA| BT |
TEATH TUHE : 2x+y=29 | & TEF T B T et (x~6)+{x~6)+
(y—B)=2x+y-18=11 14f%, x = 9 | x=0, Tial THSTH IIH » TET
T, 2x=18=y=29-18=11 | & I&F W3 ATET2 FAET: TGS T4 = ©

=Q¢TEE I @B =19 +0 + ¢ =5

Explanation: Suppose, the age of two twin boys is X years and the third
boy is v years. Then the sum of their present ages is: 24+y=29
6 years ago their ages were: (x-6)+(x—6)+(y-6)=2x+y-18=11
Suppose, X = 9x=9, then the age of the twins is 9 years,
2x=18=y=29-18=11. |f we check 6 years ago: the age of the twins =3
years, the third boy = 5 years
Total=3+3+5=11

Bad: o, &, 9

Answer: 9,9, 11

ChatGPT Answer

Figure 1: An example from the BanglaMATH dataset illustrating a discrepancy between the correct human-
provided explanation and the incorrect response generated by ChatGPT-40 (as of May 18, 2025).

tion of questions, however, have descriptive an-
swers. Among all problems, 9.63% require de-
scriptive answers, while 90.37% can be answered
with a single-word numerical response. We do not
provide the reasoning process leading to the an-
swer, as our dataset is intended solely for test pur-
poses.

Number of Steps. Additionally, for each prob-
lem, we manually annotate the number of reason-
ing steps required to solve it. For the majority of
problems, human annotators can easily reach con-
sensus on the number of steps. In a few cases,
the number of steps may vary depending on the
specific solution considered, but this ambiguity af-
fects only a small fraction of the dataset and should
not pose a significant issue. We use the number
of reasoning steps as a proxy for a problem’s com-
plexity, which reflects the level of logical analysis
and problem-solving strategies required for a lan-
guage model to arrive at the correct solution. Gen-
erally, more reasoning steps correspond to a more
intricate thought process and provide more oppor-
tunities for the model to make errors or lose track
of the problem’s structure.

Number of Digits. To determine the number of
digits, we identify the maximum base-10 length of
any number appearing in the problem using Algo-
rithm 1. Only digits 09 are counted; other sym-
bols, such as decimal points, percent signs, and

slashes, are ignored.

Algorithm 1 Compute Maximum Digit Count in a
Math Word Problem
1: function max_digit count(problem_statement,
answer)
2: N < extract all numbers from prob-
lem_statement as strings
Append str(answer) to N
digit_counts < [len(z) for each x € N]
D + max(digit_counts)
return D
end function

A A

For example, in the problem statement shown in
Figure 1, the maximum number is 29, so the digit
count is 2. Table 2 shows the annotated samples of
BanglaMATH dataset.

3 Experimental Setup

3.1 Models

We evaluate a range of widely used LLMs capa-
ble of processing Bangla text and fine-tuned for
general-purpose reasoning tasks. These models,
developed by various organizations, differ in archi-
tecture, size, and access methods—some are avail-
able via APIs, others through open-source model
weights.
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Table 2: Sample problems with their English translations (not part of the dataset) and human annotations. The
columns “Answer,” “#Steps,” and “#Digits” refer to the ground truth answer, number of reasoning steps, and the
maximum number of digits in the problem, respectively

Grade | Question (Bangla) Question (English) Answer | Answer | #Steps | #Digits
(Bangla) | (English)
6 The doctor asked a pa- 13 2 2
SI& A% QI | ient 1o take 1 tablet ev- | 9 P
A \1’]?1 QN 7o ery half hour from 6
b3l G S TV | AM (o 12 PM. How
915 5f6 (BB 3o many tablets does the
| G D patient need in total?
Foib (BB ATAGT?
7 If the speed of a 500 m 1 minute | 2 3
4B ¢oo DR =71 (§- long train is 60 km/h, s ffG
4 oife vo et how much time will it
R0 ’EW TR | take to cross a half km
a3fb o 51 fres (& long bridge?
Fibx IO AN lo-
Q?
8 Find the average of the B 3 1
gx  efs e first seven prime num- Al
TR TG R/ I | pors (a) 5.60 (b) 8.28
() 5.60 (¥) 8.28 (41) (c) 7.42 (d) 6.84
7.42 (9) 6.84
8 When an article sells at A 3 3
T o wfbee 20% profit, it sells for <
20% e e =, Rs.60 more than when
o @t U T it sells at 20%. How
&% 20% 2w [ =0 much does the article
©I (50 60 BITT ¥ | (052 (a) Rs.150 (b)
fRfee =01 @b | Rg200 (c) Rs.140 (d)
N Fe? () 150 519 | Rg 120
(4) 200 il (1) 140
B1el () 120 Bi=sl
6 What is Notation? system of | 1 -
(PICAT MRS AT Al- (FICAI written
R (LS AFATS MRSl symbols
CT? SCEF used to
I represent
SIS numbers
FATS
0T

* GPT-4 (OpenAl, 2023) (released on March
14, 2023) is a multimodal LLM that demon-
strates human-level performance across a
range of professional and academic bench-

marks. Based on the Transformer architec-

ture, it is pre-trained to predict the next to-

ken in a sequence and is capable of analyzing, .
reading, and generating up to 25,000 words
(32,768 tokens) per input. The model is esti-
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mated to have 1.76 trillion parameters which
is accessible via ChatGPT Plus and the Ope-
nAl APIL In this experiment, we utilized the
OpenAl API to access and evaluate the GPT-4
model.

LLaMA 4 (Al 2025) (released April 5, 2025)
is the latest model from Meta Al designed to
enable more personalized and natively mul-




timodal experiences. LLaMA 4 is available
in two main versions: Llama 4 Scout, a 17-
billion active parameter model with 16 ex-
perts, and Llama 4 Maverick, a 17-billion
active parameter model with 128 experts.
Llama 4 Maverick is regarded as the best
multimodal model in its class, outperforming
GPT-40 and Gemini 2.0 Flash and DeepSeek
v3 in reasoning and coding tasks. In this ex-
periment, we evaluate the Llama 4 Maverick
model using the Meta. Al ! website.

* Gemini 2.5 Flash (Gemini Team, 2025) (re-
leased June 17, 2025) is the latest model
from Google, featuring a maximum input of
1,048,576 tokens and a default maximum out-
put of 65,535 tokens and built on a sparse
mixture-of-experts (MoE) (Clark et al., 2022)
Transformer architecture. It incorporates ad-
vanced reasoning capabilities, allowing users
to observe the model’s “thinking process” as
it generates responses. Gemini 2.5 Flash also
introduces agentic Al, supports real-time ap-
plications, and is optimized for large context
processing with up to 1 million input tokens.
The model is accessible through Google Al
Studio and Vertex Al. For this experiment, we
evaluated Gemini 2.5 Flash using the Google
Al Studio ? platform.

* Grok 3 (released February 17, 2025) is
the latest Al model from xAl, combining
transformer-based language modeling with
symbolic reasoning modules in a 1.2 trillion
parameter architecture (Inaba et al., 2003).
Grok 3 employs 128 expert networks with dy-
namic routing, enabling specialized process-
ing for different task types while maintaining
83% parameter activation efficiency (Doshi
et al., 2023). Unlike traditional mixture-of-
experts (MoE) models, Grok 3 introduces
cross-expert attention gates, allowing knowl-
edge sharing between specialized compo-
nents without catastrophic interference. The
training corpus comprises 13.4 trillion tokens
which is accessible via official website and X.
For this experiment, we use Grok 3 through
official website?.

* DeepSeek-V3 (DeepSeek-Al et al., 2024) (re-

"https://ai.meta.com/
Zhttps://deepmind.google/
3https://grok.com

Direct Prompting (DP)

(OTIF (6 TS 2 RN = A

A QYT (1R TR TS T WS |
T, 41 T4 N — (NG ATHT O8d AT
iRy

: {question}
d: {Answer}

Translated Prompt

You will be given a math question in Bengali.
Understand the question and provide only the
answer in Bengali.

Do not write any explanation—only give the answer

Question: {question}
Answer: {Answer}

Figure 2: Example prompt provided to the LLMs. Note
that Bengali is an alternative name for the language
Bangla.

leased December 26, 2024) is a Mixture-of-
Experts (MoE) language model with 671 bil-
lion total parameters, of which 37 billion are
activated for each token. DeepSeek-V3 uti-
lizes Multi-head Latent Attention (MLA) and
the DeepSeekMoE architecture, building on
advances from DeepSeek-V2, to enable ef-
ficient inference and cost-effective training.
The model is pre-trained on 14.8 trillion to-
kens, and optimized through supervised fine-
tuning and reinforcement learning. It can be
accessed directly via chat on the official web-
site and API through the DeepSeek Platform.
For this experiment, we evaluated DeepSeek-
V3 using the official website.

3.2 Evaluation Procedure

In our experiments, we employ a zero-shot evalua-
tion approach, refraining from using any auxiliary
prompting strategies. Each math problem is pre-
sented to the LLMs in its original Bangla text for-
mat, without any additional context, examples, or
instructions, as shown in Figure 2.

We deliberately choose zero-shot evaluation to
reflect a realistic and practical deployment sce-
nario. Since the LLMs considered in this study
are fine-tuned for general-purpose use and are de-
signed to function out-of-the-box, we argue that
zero-shot evaluation offers a more reliable mea-
sure of their baseline capabilities.
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Finally, we calculate accuracy scores as part of
our evaluation. To assess performance, we extract
the numerical answer(s) generated by the model
and compare with the annotated ground truth an-
swers. We also conduct manual verification of
the LLM-generated outputs and their correspond-
ing ground truth answers to ensure the accuracy
of our evaluation, and to account for possible for-
matting inconsistencies or ambiguities in the re-
sponses. An LLM response is marked correct if
there is an exact numerical match for single-word
numerical responses, or if descriptive answers are
judged to be similar in meaning.

4 Result and Analysis

4.1 Grade level accuracy

The test results # are presented in Figure 3, illustrat-
ing the accuracy of each model. A notable down-
ward trend in accuracy can be observed, indicating
that the performance of all models declines when
grade level is increased. Although this outcome
is somewhat anticipated, given that higher grade
math problems generally present greater difficulty,
it is still surprising to observe that half of the mod-
els struggle even at grade 6. Among the mod-
els, DeepSeek V3 and Gemini 2.5 Flash emerge as
the models achieving consistent success—defined
as accuracy exceeding 80% —across all question
types.

LLaMA 4 demonstrates strong performance on
grade 6, but struggles with grades 7 and 8. Grock
3 succeeds in grades six and seven (accuracy ex-
ceeding 70%) but fails for grade eight. GPT-4
fails across all grades, having accuracy less than
70%. For certain math problems, all five mod-
els fail to produce the correct answer. Appendix
A.2 presents examples where the responses from
all five LLMs do not match the annotated ground
truth.

Overall, the results reveal that although these
math word problems are considered relatively sim-
ple for an average human adult, they continue
to pose significant challenges for general-purpose
open-source LLMs, particularly when presented in
Bangla.

4.2 Arithmetic Complexity

We examine how arithmetic complexity affects the
ability of LLMs to solve elementary math word

“Results are obtained early June, 2025.

[ grok 3 [EE Llama 4 Maverick HEE DeepSeek V3
[ gpt4o HEE Gemini 2.5 Flash

100
. - 78.8 81.3 77 681.0 80.3

80 73 73.1 :

60

40

Accuracy (%)

20

Six Seven
Grade

Eight

Figure 3: Average test accuracy of LLMs mathematical
reasoning on the BanglaMATH dataset for grades 6, 7,
and 8

problems. During annotation, we focus on arith-
metic complexity of math problems, approximated
by the maximum number of digits in the numbers
involved. Intuitively, higher arithmetic or reason-
ing complexity should make problems more diffi-
cult and reduce model accuracy.

100

P ————

S
< 60 \
@)
o
a 40 — grok 3
Q —— gpt 40
< Llama 4 Maverick

20 Gemini 2.5 Flash

DeepSeek V3
0
0 1 2 3 4 5

Number of Digits

Figure 4: Average test accuracy for each LLM on the
BanglaMATH dataset, based on the number of digits in
the problem.

In Figure 4, we show the average test accuracy
of each model on BanglaMATH, grouped by the
number of digits in the problems. We observe that
as the number of digits increases, the accuracy for
all models drops. For problems involving zero
to two digits, DeepSeek-V3, Gemini 2.5 Flash,
and LLaMA 4 achieve over 80% accuracy. How-
ever, for Grok 3 and GPT-4, accuracy falls below
70% once problems require more than two-digit
arithmetic. The lowest accuracies are seen with
five-digit problems: among all model DeepSeek-
V3 and Gemini 2.5 Flash achieving highest ac-
curacy ~ 75% while GPT-4 accuracy lowest ac-
curacy 58.13%. Overall, the trend clearly shows
that LLMs make more mistakes as the arithmetic
complexity, measured by the number of digits, in-
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creasces.

4.3 Reasoning Complexity

100
80
S
< 60
(S}
o
3 40 — grok 3
(V] —— gpt 4o
< Llama 4 Maverick
20 Gemini 2.5 Flash
DeepSeek V3
0
1 2 3 4

Number of Steps

Figure 5: Average test accuracy for each LLM on the
BanglaMATH dataset, based on the number of reason-
ing steps required to solve each problem.

To evaluate how reasoning complexity influ-
ences the ability of state-of-the-art LLMs to solve
math problems, we determined the number of rea-
soning steps required to solve each problem during
the annotation process. Naturally, problems that
require a higher number of steps are considered to
have greater reasoning complexity.

As shown in Figure 5, model performance drops
significantly as reasoning complexity increases.
When a problem requires only one or two reason-
ing steps, all LLMs perform consistently well, with
accuracy > 70%. However, for problems requir-
ing four or more reasoning steps, the accuracy of
all models falls below < 50%. This pattern clearly
demonstrates that LLMs are much more likely to
make mistakes as reasoning complexity increases.

4.4 Robustness

100
Gemini 2.5 Flash
80 DeepSeek-V3
S
< 60
[}
o
3 40
|9}
<
20
0 0 1 2 3 4

Number of Distractors

Figure 6: Test accuracy for two LLMs (Gemini 2.5
Flash and Deepseeks v3) against the number of distrac-
tors on the subset of BanglaMATH dataset.

We evaluate the robustness of the two top-

performing LLMs (Gemini 2.5 Flash and
DeepSeek V3) against irrelevant information.
Here, irrelevant information refers to details that
are related to the context of the problem but
are inconsequential to its solution. This type of
robustness is especially important, as real-world
problems rarely appear in an idealized form where
all provided information is necessary. Therefore,
it is essential for LLMs to distinguish relevant
from irrelevant information and use only the
pertinent details to arrive at a correct solution. To
test this ability, we manually construct a small
distractor dataset containing 60 examples—20
from each grade level. Each example consists
of an original problem along with four modified
versions that include 1 to 4 pieces of irrelevant
information, referred to as distractors. Each dis-
tractor includes exactly one number and integrates
seamlessly into the original problem context,
making it appear contextually appropriate. We
test both models on this distractor dataset and
observe a significant drop in performance as
the number of distractors increases (see Figure
6). Both models experience an accuracy drop of
approximately 20% when only two distractors
are added. Notably, DeepSeek V3 suffers more
degradation than Gemini 2.5 Flash when the
number of distractors exceeds two.

In Appendix A.1, Table 3 shows examples of the
models’ responses to distractor-augmented prob-
lems and reveal that the models behave differently
in the presence of irrelevant information. Both
models adjust their reasoning based solely on the
added irrelevant details, often leading to incorrect
conclusions. Based on these results, we conclude
that neither model demonstrates strong robustness
to irrelevant information. This exposes a critical
weakness: even advanced LLMs struggle to filter
out distractions, highlighting the ongoing need for
improved contextual understanding in real-world
problem-solving tasks.

4.5 Language Bias

LLMs often exhibit decreased performance when
operating in languages other than English (Dey
et al., 2024). To investigate potential bias toward
low-resource languages like Bangla, we conducted
an experiment using a subset of 60 samples as
distractor dataset from the BanglaMATH dataset.
Each mathematical question was translated from
Bangla to English, and we evaluated the perfor-
mance of Gemini 2.5 Flash and DeepSeek V3
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Math Problem in Bangla
Math Problem Translated in English

Gemini 2.5 Flash DeepSeek-V3

Figure 7: Test accuracy of Gemini 2.5 Flash and
DeepSeek V3 on BanglaMATH subset, comparing orig-
inal Bangla problems and English translations.

on both the original and translated versions. As
shown in Figure 7, both models demonstrate a per-
formance improvement of approximately 6.5% af-
ter translation. Notably, Gemini 2.5 Flash consis-
tently outperforms DeepSeek V3 in both Bangla
and English versions. However, the substantial
accuracy gain following translation underscores
a significant language bias—revealing that these
LLMs reason more effectively in English than in
Bangla. This disparity highlights a critical short-
coming: current LLMs trained on low-resource
languages like Bangla do not yet match their
English-language capabilities. Our findings em-
phasize the urgent need to enhance the mathemati-
cal reasoning abilities of LLMs across diverse lin-
guistic contexts, especially for underrepresented
and low-resource languages.

5 Related Works

Math-related datasets are available predominantly
in English (Hendrycks et al., 2021; Amini et al.,
2019; Cobbe et al., 2021), making them unsuitable
for evaluating the reasoning abilities of LLMs in
Bangla. Traditional math word problem (MWP)
datasets like AddSub (Hosseini et al., 2014) and
MultiArith (Roy and Roth, 2016) are integrated
into broader MWP repositories.  Other simi-
lar datasets include SingleEq (Koncel-Kedziorski
etal., 2015), AQUA (Ling et al., 2017), and AsDiv
(Miao et al., 2020). GSM8K (Clark et al., 2022)
and SVAMP (Patel et al., 2021) take advantage of
detailed annotations and have prevailed in recent
evaluations of LLMs. Similarly, MATH dataset

(Hendrycks et al., 2021), which collects problems
from American high school mathematics compe-
titions and categorizes them into seven subjects:
Pre-algebra, Algebra, Number Theory, Counting
and Probability, Geometry, Intermediate Algebra,
and Pre-calculus. However, these problems are ex-
tremely challenging—even for humans, the accu-
racy rate is only 40%. Given that many LLMs are
still in early stages, using overly difficult problems
may have limited utility in evaluating their capabil-
ities.

Other than English, several Chinese and a Hindi
(Sharma et al., 2022) math-related datasets ex-
ist. AGI-Eval (Zhong et al., 2023) and C-Eval
(Huang et al., 2023) target general-purpose, multi-
disciplinary evaluation for LLMs and contain sub-
sets specifically designed to assess mathematical
abilities. The math problems in these datasets
range from middle school to college level and
are often quite complex. Similarly, Math23K
(Wang et al., 2017) and APE210K (Zhao et al.,
2020), CMATH (Wei et al., 2023) and K6 (Yang
et al., 2023), comprise elementary school-level
math word problems. CMATH and K6, are two
datasets that are relatively similar to ours and are
developed concurrently. Both focus on math word
problems from elementary school and organize in-
stances by grade level.

Our work is most direclty inspired by the
CMATH dataset, which contains 1.7K problems
collected from online workbooks and exams, while
K6 comprises 600 problems collected from an ed-
ucational institution. However, neither of these
two datasets has been publicly released, which pre-
vents us from conducting an empirical compari-
son with them. Additionally, APE210K, contains
an enormous 210K Chinese math word problems
from elementary school. Its test set alone includes
as many as 5,000 problems. However, the test sets
do not provide annotations specific to LLM evalu-
ation.

6 Conclusion

We have introduced BanglaMATH, a novel dataset
designed to enable fine-grained evaluation of
Large Language Models (LLMs) on elementary-
level mathematical word problems in Bangla. To
the best of our knowledge, BanglaMATH is the
first Bangla mathematical benchmark dataset de-
signed to help evaluate the mathematical reason-
ing abilities of LLMs. Our results show that
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BanglaMATH poses a significant challenge even
for state-of-the-art LLMSs, with performance de-
clining as the grade level increases. Addition-
ally, we observe that as the arithmetic and reason-
ing complexity of problems increases, the accu-
racy of all evaluated models decreases. Our ro-
bustness analysis reveals that top-performing mod-
els such as Gemini 2.5 Flash and DeepSeek V3
struggle when faced with irrelevant or distracting
information, highlighting a vulnerability in real-
world problem comprehension. Furthermore, we
uncover a clear language bias—performance im-
proves when Bangla problems are translated into
English. This suggests that current LLMs are less
effective at reasoning in low-resource languages
like Bangla compared to English. We believe
BanglaMATH can serve as a valuable benchmark
for advancing non-English mathematical reason-
ing research, and help evaluate the cross-linguistic
mathematical reasoning capabilities of LLMs.

7 Limitations

While we have made a strong effort to evaluate the
Bangla mathematical reasoning abilities of vari-
ous LLMs, due to budget constraints and restricted
API access, we are unable to assess all available
LLMs. We encourage future work to expand on
this study by including a broader range of mod-
els, especially as more open-source and multilin-
gual LLMs become accessible. Our focus in this
work is on evaluating mathematical understand-
ing and the results underscore that mathematical
reasoning—particularly in non-English contexts
and in the presence of real-world distractions—
remains a significant challenge, even for state-of-
the-art models. We hope that BanglaMATH serves
as a valuable resource for future research aimed
at improving multilingual mathematical reasoning
and helps guide the development of LLMs that
are robust, linguistically inclusive, and capable of
solving real-world math problems effectively.

8 Ethics Statement

All problems in the BanglaMATH dataset are
based on publicly available elementary school-
level materials. No human subjects or sensitive
data were involved during the annotation process;
all annotations rely solely on the authors’ judg-
ment. We acknowledge that certain labels, such as
the number of steps in a solution, may vary based
on individual interpretation. We ensure responsi-

ble use of LLMs and adhere to ethical guidelines
in data handling and model evaluation.
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A Appendix
A.1 Model Responses Under Distractor Augmentation
Table 3: Math problem with increasing distractors and model responses from Gemini 2.5 Flash and DeepSeek V3.

The “# Distractor” column shows how many irrelevant phrases were added. The first row is the original problem;
subsequent rows include 1-4 distractors. The table compares how Gemini Flash 2.5 and DeepSeek V3 reasoning

changes with added distractions.

# Math Problem Gemini Flash 2.5 DeepSeek V3

Distractors Response Response

0 Answer: Mintuhad 10 | Answer:Mintu:
ce=rm NS e cxemer s ﬁi e, cars, Sentu had 14. 10, Sentu: 14
CWEE RINES USRI RS QETER Cﬂﬁ Reasoning: Because | Reasoning: If
(< T, IS ST 9261 9MfE WS ST | ¢ Senty gave 2 cars, | Sentu  gives
IR NS A5 AT 20 I(.T@ Sl both would have 12;| 2 cars, both
g ﬁiﬁ e $f6 1% e e if Sentu took 2 cars, | have 12; if
T el Ol SMfeet 312y «ﬂﬂﬁ‘@ﬁ%@“‘f he would have 16 and | Sentu takes 2,
| &ere 1 D NS foet 2 Mintu 8 — and 16 =2 | he has 16 and
Mintu saw that Sentu had more toy cars | » g Mintu 8 — 16
than him. He said, “Give me 2 cars and — %8
we’ll have the same number.” Sentu in-
stead took 2 cars from Mintu and said,
“Now I have double the cars you have.”
What were their original counts?

1 Answer: Mintu had 6 | Answer:Mintu:
"e4eTl 1S e caTre ST ﬁ? e, cars, Sentu had 10 10, Sentu: 14
CWE?'I MG sl O (T T €=k cwﬁ Reasoning: Mintu ini- | Reasoning:
(< 0T, QI S 321 7M1 718 l=te tially had 6 cars and | Although the
SRS MG 5] ST 70 IC?@ S=D Sentu had 10 — their | total is 24,
oS R G (A < oM B 9 | (a1 is 16, which is | this s the
B T I MG AR5 Q4T ﬁ@?f fager less than 25, this is the | only pair that
o1 GG 4ot 2Mifear 313451 2efbar % only pair that satisfies | satisfies both
feeT | wets i b o1f foet 2 both conditions. conditions, so
Mintu saw that Sentu had more toy cars unchanged
than him. He said, Give me 2 cars and
we’ll have the same number. Sentu in-
stead took 2 cars from Mintu and said,
Now I have double the cars you have.
“The total number of toy cars was less than
25 ". What were their original counts?
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CT53 SNER 745l ©IF (BT @ @3 (7R
(& IACH|, SN SNICE 7361 211fS 7re srzea
QWA NG ALY AN I 1TR S0
@S I e A b o1 e =k
I e OfF SR A25 @2 s fawer
| SITHd (N6 (&=l o1 345l 26fba I
foe1 | &fes NfSa ww et wo Bl wzete
Tl G MY et ?

Mintu saw that Sentu had more toy cars
than him. He said, Give me 2 cars and
we’ll have the same number. Sentu in-
stead took 2 cars from Mintu and said,
Now I have double the cars you have. *
The total number of toy cars was less than
25. Each car cost 30 Taka.” What were
their original counts?

Answer: Mintu had 6
cars, Sentu had 10
Reasoning:The price
1s irrelevant; since the
number conditions
match, the answer
remains unchanged.

Answer:Mintu:
10, Sentu: 14
Reasoning:
Price or total
cost does not
affect the
logic; the pre-
vious answer
remains valid

cLeTl SfS e (¥AF s g (aeel
CT54 SNfSR 745l ©IF (BT @Y @3 (7R
& IACH|, QN AMF 7261 911fS 1S ot
TR NG A5 AN E TR S0
@S FF e A o6 o1fe A o
(I I OfF 511G A5 @2 Frpa fawer
| ST (TG el Afeq 7251 2657 I
foet | @fSfs a1ifSa wIw fost wo Bl (o= &-
S © 61 el NS e cute | wEts
317 0 1S fom ?

Mintu saw that Sentu had more toy cars
than him. He said, Give me 2 cars and
we’ll have the same number. Sentu in-
stead took 2 cars from Mintu and said,
Now I have double the cars you have. “
The total number of toy cars was more
than 25. Each car cost 30 Taka.They play
3 hours a day with the cars ". What were
their original counts?

Answer: Mintu had 6
cars, Sentu had 10
Reasoning:playing
time is irrelevant; the
answer is based solely
on the car count logic.
Price or total cost does
not affect the logic;
the previous answer re-
mains valid

Answer:Mintu:
10, Sentu: 14
Reasoning:
Playing time
is irrelevant;
the answer is
determined by
the  number
logic alone
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Mintu saw that Sentu had more toy cars
than him. He said, Give me 2 cars and
we’ll have the same number. Sentu in-
stead took 2 cars from Mintu and said,
Now I have double the cars you have.
“The total number of toy cars was more
than 25. Each car cost 30 Taka.They play
3 hours a day with the cars.Their collec-
tion included 10 different models ". What
were their original counts?

Answer:Insufficient

Information
Reasoning: The given
information in this

problem makes it
impossible to confirm
solutions.

Answer:Mintu:
6, Sentu: 14

Reasoning:
new condi-
tion (number
of  models)
suggests a
different
solution

A.2 LLM Response

Table 4: Example math problems from the BanglaMATH dataset where all LLMs provide incorrect answers.

Questions Answer Math Prob- | Answer GPT- | LLaMA Gemini| Deep | grok
(Bangla) (Bangla) | lem (En- | (English) | 4 2.5 Seek-| 3
glish) Flash | V3
. 10 years ago, | Pushpa 16:1 | 13:1 13:1 5:1 5:1
50 = P b\l’/ TR | the ratio of | was  not
Bt e o | TP Mili and | bom 16
S EOR | o = Pushpa’s years ago
ST . foet ages was 7:1.
A5 1 IO At present,
RERIREISE their age
@i;"?i@;z ratio is 3:1.
9o ’ What  was
o ffer e their age
AR O ratio 16 years
NS F©? 2g0?
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The income | 28,200 39,600 31,200 | 26,100 | 31,20Q 22,50Q

: 1200 Bl- ratio of Ponir | Taka Tk. Tk. Tk. Tk Tk
(9 e |l and  Robin
1s 4:3, and
R e w- the ratio of
SRR P YY) Robin  and
¢8| R Topon is 5:4.
SR 52000 If Ponir’s
b1l R0, income is
: 12,000 Taka,
GG & Fe? what is the
total income
of the three?

While play- | Sentu had | Mintu| Mintu | Mintu | Mintu| Mintu
o oS | TR ing with toy | 10, Mintu | had | had 14, | had 6, | had | had
: 7 | fem bo%’ cars, Mintu | had 14 toy | 6, Shentu | Shentu | 6, 6,
TR ﬁ?ﬁ G ﬁ“}ﬁ foet noticed that | cars Shentu had 18 | had 10 | Shentu Shenty

o8f6  c- Sentu  had had cars cars had had

SR more cars 10 10 10

: than him. cars cars | cars
@ Orge Mintu  said,
“If you give

me two cars,
we’ll  have
the same
number.”

Sentu instead
forcibly took

two cars
from Mintu
and said,
“Now I have
double  the
cars you

have.” How
many toy

cars did
each have
originally?
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At a wedding | Chef: 210 | Chef: | Chef: Chef: Chef: | Chef:
@ & | A 90 | ceremony, onion 240 | 240 175 240 | 240
R oo | RfG a chef and | (70 min), | onion | onion | onion onion | onion
T A | wsofD, his assistant | Assistant: | As- Assis- | Assis- | As- As-
R e o | A= together cut | 190 onion | sis- | tant: tant: sis- sis-
Gl CS”B se G 400 onions. | (95 min) tant: | 160 240 tant: | tant:
goof cofaer | 350 | e chef can 160 | onion | onion | 160 | 160
BICH | 3‘@:%/ cut at least onion onion | onion
afs ﬁﬁﬁ 3 onions per
wws ofp o minute, and
e GR O the assistant
= effe at least 2
s Bl onions  per
K cfe minute. Ifthe
FIOCS AT | chef stopped
Bl a@%’ cutting 25
CERE R minutes
m&cﬁﬁﬁ before  the
=es csfare assistant did,
FI61 75 0, how  many
m « Tl onions  did
e (G- each cut and
Eﬁ?ﬁ ﬁ how long did
S 3 9
ot they work?
Mr. Karim | 12, 12, | 10,10, 5,5,10 | 9,9,11 | 10,10,| 12,12,
SET AR | Y, 9%, 0 has three | and 319 9 5
RE o 9Ya | =S sons, the first | years old
dR W = two are twins.
G WJ © The sum of
Yad TN their current
TR e ages is 29
5 =T years.  Six
b TR YR years  ago,
SSEIREISE the sum of
T feet sy their ages
<RI | QU was 12 years.
JOA - What are
Fe?

their current
ages?
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