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Abstract

We describe our participation in the Multilin-
gual Counterspeech Generation shared task,
which aims to generate a counternarrative to
counteract hate speech, given a hateful sen-
tence and relevant background knowledge. Our
team tested two different aspects: (i) translating
outputs from English vs generating outputs in
the original languages and (ii) filtering pieces
of the background knowledge provided vs in-
cluding all the background knowledge. Our
experiments show that filtering the background
knowledge in the same prompt and leaving
data in the original languages leads to more
adherent counternarrative generations, except
for Basque, where translating the output from
English and filtering the background knowl-
edge in a separate prompt yields better results.
Our system ranked first in English, Italian, and
Spanish and fourth in Basque.

1 Introduction

Hate speech (HS) poses a significant challenge in
online spaces, fostering division and perpetuating
discrimination. The need for effective interven-
tions becomes increasingly urgent. Among the
various strategies for countering hate speech, coun-
ternarrative generation (CNG) has emerged as a
promising approach (Bonaldi et al., 2024a). Rather
than simply removing harmful content, counternar-
ratives aim to actively challenge hate speech by
offering constructive, persuasive and non-polarized
discourse, which might offer alternative standpoint
both to the author of the hate speech message and
to users navigating the online web and running
into hateful comments. The Multilingual Counter-
speech Generation shared task proposes to address
this problem by asking participants to generate
counterspeech for multiple targets (Jews, LGBT+,
migrants, people of color, and women) and lan-
guages (Basque, English, Italian, and Spanish),
with texts in languages other than English being

translations from their English counterparts. The
shared task data also comprises background knowl-
edge (BK) sentences, which may be helpful to gen-
erate the counternarratives. This system paper de-
scribes our approach to the shared task.

During a preliminary manual evaluation of
LLMs’ outputs, we observed two issues that could
potentially compromise the quality of counternar-
rative generation. First, the models produced low-
quality text in languages other than English, invent-
ing non-existent words (e.g., the nonexisting Italian
word “contini”) or generating ungrammatical sen-
tences (e.g., the incorrect Italian article in “Non
c’è posto per la odio”). Second, the background
knowledge included in the data was often not only
unhelpful but also interfered with the logical flow
of the generated counternarratives. For instance,
the model confused the figurative meaning of “iron
fist” (i.e., exercising power in an oppressive or ruth-
less manner) with its literal meaning (i.e., a punch).

For this reason, our system submission focused
on two key questions: (i) For languages other than
English, is it better to ask the model to generate
responses in that language, or should it generate
them in English and then be translated? (ii) Is it
better to filter the background knowledge sentences
(in one or two separate steps), or should all of them
be used?

Our results demonstrate that the optimal ap-
proach involves: (i) providing the model with in-
put data in its original language and generating
responses in that same language, and (ii) filtering
the background knowledge in a single step within
the same prompt rather than in two different steps.
The best performance is still achieved by models
that generate counternarratives directly in the tar-
get language, regardless of potential grammatical
issues, likely because the content is more important
than grammatical accuracy. Our system achieved
first place in three out of the four languages in
the shared task: English, Spanish, and Italian.
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2 Related Work

Counterspeech or counternarrative (the terms are
used interchangeably in the NLP community) is
the strategic response to a hate speech message that
provides an opposing stance, aiming at changing
the hate-related viewpoint, by not attacking the in-
terlocutor but the content of the message (Bonaldi
et al., 2024a). Countering hate speech through
the generation of counternarratives provides a con-
structive and pro-active approach to hate speech
that goes beyond mere detection. To do so, several
datasets have been developed. The first large-scale,
multilingual, expert-based dataset, Counter Nar-
ratives through Nichesourcing (CONAN) (Chung
et al., 2019), consists of HS-CN pairs in English,
French, and Italian, focusing only on Islamophobia.
Moreover, they introduce a taxonomy for the fol-
lowing types of CNs: Presentation of Facts, Point-
ing out Hypocrisy Or Contradiction, Warning Of
Consequences, Affiliation, Positive Tone, Negative
Tone, Humor, Counter-Questions, Other. Then,
with MultiTarget CONAN (MT-CONAN), Fanton
et al. (2021b) expand on the previous dataset by
creating 5000 HS/CN pairs in English Language,
covering multiple hate targets, in terms of race,
religion, country of origin, sexual orientation, dis-
ability, or gender.

Research on counternarrative generation (CNG)
has increased due to LLMs’ impressive perfor-
mance in generating text (Zubiaga et al., 2024).
However, often the generated CN is beautifully
written but generic, repetitive and poor in terms of
content, which should show credible evidence, fac-
tual arguments and alternative viewpoints by adopt-
ing an empathetic, polite and constructive tone
(Fanton et al., 2021a; Chung et al., 2021; Bonaldi
et al., 2024a). Generating effective counternarra-
tives necessitates a deep understanding of cultural,
historical and social factors mentioned in the hate-
ful instances. For this reason, CNG benefits from
the use of background knowledge or knowledge re-
trieval to generate text, which makes it a close task
to counter-argumentation and misinformation coun-
tering (Bonaldi et al., 2024a). Therefore, the CNG
task should foresee two steps: first the extraction
of relevant knowledge from an external source, and
secondly the generation of knowledge-augmented
counterspeech. This approach has been proposed
by Chung et al. (2021) through extracted and gener-
ated keyphrases and by Jiang et al. (2023b), who ex-
tract background knowledge relevant to hate speech

with an opposite stance in an unsupervised fashion.
They retrieve and filter information from multi-
ple perspectives of stance consistency, semantic
overlap rate between the knowledge retrieved and
the hateful message, and fitness for hate speech.
Bonaldi et al. (2024b) show that the presence of
safety guardrails in LLMs hinders the quality of the
generations. Moreover, since hate speech is often
expressed through implicit arguments (Muti et al.,
2024a), Bonaldi et al. (2024b) decompose the hate
speech into premises and conclusion, showing that
attacking a specific component of the hate speech,
in particular its implied statement, leads to richer
argumentative generations.

3 Data

The data consists of 596 hateful messages, each
appearing in four languages (English, Spanish,
Basque, and Italian), for a total of 2384 datapoints
across all languages.

The dataset is divided into 3 splits: development
(400 instances across all languages), train (1584),
and test (400). Each instance presents the following
features:

• HS: a Hate Speech sentence, taken from the
MTCONAN dataset (Fanton et al., 2021b).

• BK: up to 5 separate pieces of background
knowledge (textual) that could be used to gen-
erate the counternarrative to the Hate Speech
sentence.

• CN: a ground-truth counternarrative, gener-
ated by humans and present only in the devel-
opment and train splits of the dataset.

• LANG: the language of the Hate Speech sen-
tence, background knowledge and counternar-
rative (if present).

• TARGET: the social or ethnic group targeted
by the Hate Speech sentence.

• SPLIT: the split of the dataset the datapoint
belonged to.

• MTCONAN_ID: the ID of the datapoint in
the MTCONAN dataset the Hate Speech sen-
tence was taken from.

• PAIR_ID: an ID identifying the same data-
point across all languages (non-unique across
the dataset, i.e. each value appeared four
times, once for each language).
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• ID: a concatenation of a string identifying the
language and the PAIR_ID field, resulting in
an identifier that is unique across the dataset.

Although the shared task permits the use of ex-
ternal data as background knowledge, we rely ex-
clusively on the knowledge provided.

3.1 Metrics
Teams were asked to automatically generate coun-
ternarratives for the test split, which is then evalu-
ated with several metrics, both automatic and LLM-
based. For the automatic scores, organizers chose
BERTscore (Zhang et al., 2019), BLEU (Papineni
et al., 2002; Post, 2018), Rouge-L (Lin, 2004),
and novelty (Tekiroglu et al., 2022). They also
report the generation length. For the LLM-based,
they opted for the “LLM as a judge” framework
(JudgeLM) (Zubiaga et al., 2024). This framework
evaluates generated CNs pairwise in a tournament-
style format, assessing the quality of the generated
counternarrative.

4 System Description

We develop an LLM-based pipeline for automatic
counterspeech generation without fine-tuning. In
particular, we compare the performance of Llama3-
8B-Instruct (Dubey et al., 2024), Mistral-7B-
Instruct-v0.3 (Jiang et al., 2023a) and Zephyr-7B-
beta (Tunstall et al., 2023), with Mistral emerging
as the overall best-performing one from prelimi-
nary manual evaluation on ten instances. Moreover,
Mistral shows the least refusal to answer, which
makes it a good candidate since safety guardrails
have proved to be detrimental to the generation
of counternarratives (Bonaldi et al., 2024b). All
models are provided via the Hugging Face model
hub1.

The prompt for counternarrative generation (see
Appendix A) includes the following information:

• Hate speech statement

• Background knowledge sentences

• Targeted social/ethnic group

• Language of the provided text and language
in which to generate the counternarrative.

Furthermore, we explicitly instruct the model to
avoid using any information beyond the provided
background knowledge, assuming that stricter ad-
herence results in more factual counternarratives.

1https://huggingface.co/models

Runs Translation Filtering

1 Y Y*
2 N Y*
3 N Y
4 Y Y
5 N N

Table 1: Summary of the conducted experiments. The
Y* label denotes the separate-prompt filtering process.

Multilingual generation VS translation The
complete dataset comprises four languages, with
Basque being a low-resource language. Although
the chosen LLM is able to generate text in all four
languages, we expect that the quality may vary
(and it can do so in ways that are hard to evalu-
ate), especially for low-resource languages. Nozza
(2021) and Muti and Barrón-Cedeño (2022) have
exposed the limits on zero-shot classification of
different forms of hate speech across languages on
encoder-based models, due to the language- and
culture-specific lexical variation of hate speech.
Furthermore, during a preliminary manual evalua-
tion, we identified certain challenges in generating
text in languages other than English. These issues
included the production of non-existent words and
ungrammatical sentences.

To address this, we experimented with two ap-
proaches for generating text in languages other than
English:

• generation directly in the target language;

• generation in English, with a subsequent trans-
lation in Spanish, Basque, and Italian.

The machine translation task is performed using
the NLLB model (NLLBTeam et al., 2022).

These experiments were feasible because each
hate speech sentence and background knowledge
text in the dataset is available in all four languages.

Background knowledge filtering Upon examin-
ing a sample of the development and training data,
we observed that some of the provided background
knowledge sentences are not relevant to generating
the corresponding counternarratives. We therefore
experiment with:

• providing the LLM with all the background
knowledge points, asking the model to choose
which ones to use at inference time (same-
prompt filtering),

https://huggingface.co/models
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Run BERTScore BLEU Rouge-L Novelty
EN ES EU IT EN ES EU IT EN ES EU IT EN ES EU IT

1 0.710 0.716 0.692 0.710 0.049 0.055 0.016 0.046 0.187 0.203 0.110 0.171 0.805 0.781 0.873 0.803
2 0.711 0.734 0.708 0.722 0.047 0.087 0.072 0.075 0.189 0.239 0.183 0.206 0.804 0.755 0.831 0.781
3 0.706 0.733 0.712 0.726 0.044 0.088 0.072 0.075 0.179 0.233 0.190 0.207 0.813 0.761 0.833 0.785
4 0.708 0.714 0.689 0.708 0.045 0.049 0.014 0.044 0.181 0.197 0.108 0.170 0.814 0.792 0.880 0.809
5 0.715 0.738 0.719 0.734 0.059 0.097 0.081 0.092 0.200 0.246 0.204 0.229 0.810 0.757 0.828 0.776

Table 2: Results on the development set. The higher the better.

• first filtering the background knowledge
points and then feeding the resulting subset
to the LLM to generate the counternarrative
(separate-prompt filtering) (see Appendix A
for the prompt),

• avoiding any kind of filtering and just asking
the model to generate a CN using the available
BK.

A schema of the experiments can be found in
Table 1.

5 Results

The results of our experiments on the development
and train splits of the dataset are presented in Ta-
ble 2. The best performance is achieved by run
5, which involves neither translation nor filtering
of the background knowledge (BK). These results
suggest that Mistral performs well in a simpler
setup. However, upon closer inspection, the coun-
ternarratives generated in run 5 are of low quality,
replicating the issues observed during the prelimi-
nary manual evaluation of a small subset. For this
reason, we have decided to exclude this run from
the final submission. Therefore, the runs submitted
to the shared task are 1, 2, and 3, which according
to a preliminary observation perform the best. The
manual evaluation has been chosen over traditional
metrics because the latter have been shown not to
correlate well with human preferences when eval-
uating generation (Nimah et al., 2023). Table 3
shows the results on the test set with the JudgeLM
metric used for the official ranking provided by the
organizers, along with the position in the leader-
board. Run 3 - no translation, same-prompt filter-
ing, performs the best, with respect to our other
runs and other participants, in English, Italian, and
Spanish. In Basque, on the other hand, our run
1, which employs translation and separate-prompt
filtering, obtains the best score among our runs and
fourth place in the leaderboard.

Run JudgeLLM Rank
EN ES EU IT EN ES EU IT

1 2327 1853 2243 1824 8 5 4 4
2 2358 1942 430 1912 2 2 25 2
3 2523 2002 423 1986 1 1 26 1

Ground truth 1176 899 1535 930 - - - -

Table 3: Results on the test set and scores of the ground
truth counternarrative. We only report the metrics on
which the ranking was based.

5.1 Error Analysis

In order to assess the two aspects investigated
(translation vs original; same-prompt vs separate-
prompts filtering vs no filtering), we perform a
human evaluation on a random subset of 50 Italian
instances, 10 for each target.

How does translation affect generation? We
compare run 1 with run 2 to evaluate the differ-
ences between generating responses first in English
and translating them into the target language versus
generating responses directly in the target language.
Although, in both runs, filtering has been done in
a separate prompt, the BK chosen can be differ-
ent for the same instances. This affects the final
generation. Therefore, we do not evaluate the rel-
evance to the ground truth, which highly depends
on selected pieces of BK. We focus only on the
quality of the language. In English, the responses
are much more concise and less generic. Many
instances generated in the original language be-
gin with a vague structure, such as “Si tratta di
un’affermazione ingiusta e offensiva nei confronti
di un gruppo di persone sulla base della loro et-
nia", translated as “It is an unjust and offensive
statement towards a group of people based on their
ethnicity", or “Nessuno deve essere discriminato
per la propria orientazione sessuale", translated as
“nobody should be discriminated for their sexual
orientation", or “Tutti gli esseri umani hanno il
potenziale di raggiungere grandi successi, indipen-
dentemente dalla loro origine etnica o colore della
pelle", translated as “All human beings have the po-
tential to achieve great success, regardless of their
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HS CN BK CN_run3 CN_run5
Jews are
nothing but
criminals.

Jews are not criminals, but
Nazi were. The memory
of the Jews murdered—
murdered because they
were Jews — must be rec-
ognized with historical ac-
curacy.

Chodakiewicz noted that
after World War II, the
Jews were not only vic-
tims, but also aggressors.

It is important to re-
member that while some
Jews participated in the
aggression after World
War II, they were also
victims.

Moreover, after World
War II, Jews were not
only victims, but also
aggressors, as noted by
Chodakiewicz.

Table 4: Dataset example and generated counternarratives. Both run 3 and run 5 select that BK to be used in the
prompt. However, while run 3 transforms it to generate counterspeech, run 5 tends just to repeat BK points as they
are, resulting in producing hate speech.

ethnic origin or skin color". Responses generated
in the original language rarely show errors. Here is
an error example: Molto spiace, ma sono sbagliati
quelle affermazioni instead of the correct form Mi
dispiace molto, ma quelle affermazioni sono sbagli-
ate. This links us to the third aspect: politeness.
Responses generated in the original language tend
to be more polite than those generated in English.

On the other hand, responses translated from En-
glish contain more grammatical errors, including
hallucinations of invented words that are similar to
the original ones, such as progreditiamo, ritrarrele
instead of progrediamo, ritrarle (en: we progress,
depict them). Other categories of errors are wrong
syntactic structures: Il femminismo non è quello
di svalutare instead of Il femminismo non svaluta
(en:feminism does not devalue); wrong coordina-
tion of gender: Le donne non sono bambini instead
of bambine; lack of figurative language understand-
ing: non sono bambini lavati al cervello instead
of non sono bambine a cui è stato fatto il lavag-
gio di cervello (en: they are not brainwashed little
girls); the figurative meaning of “iron fist” (i.e., ex-
ercising power in an oppressive or ruthless manner)
confused with its literal meaning (i.e., a punch).

How does filtering BK affect generation? To
answer this question, our manual evaluation fo-
cuses on the relevance of the different BK selected
with respect to the ground truth CN. We compare
the best-performing model, which uses filtering,
run 3, with run 5, which does not filter BK. We
investigate whether the LM in run 5 considers
all the BK points by adding irrelevant informa-
tion or whether it filters information deliberately.
We notice that run 5 generations are much longer,
and they contain all BK sentences. Therefore, the
model does not have any implicit filtering. This
pollutes the generated output, which is affected
by irrelevant and wrong/hateful information. An
example can be seen in Table 4, where the piece

of BK selected produces more hate speech instead
of countering it. In addition, we compare same-
prompt with separate-prompt filtering. We discard
the translated version since it did not yield better re-
sults. By observing the same subsample across run
2 and run 3, we observe that run 2 produces shorter
responses, by selecting only 2 or 3 BK pieces every
time. However, it tends to select irrelevant and hate-
ful BK, like the one in Table 4 or è stato dimostrato
che molte comunità, incluse quelle religiose, pos-
sono essere dominanti o abusare del loro potere
(en: it’s been proved that many communities, in-
cluding religion ones, can be dominant or abuse
of their power, which are discarded by filtering the
BK in the same prompt. Therefore, addressing the
two tasks together is better than separately. This
tendency has been observed in other hate-related
tasks (Muti et al., 2022, 2024b). However, even
in instances with the highest scores, generated re-
sponses tend to rely exclusively on the BK, without
providing a logical link between the BK and a fi-
nal statement to counter hate, which occurs in the
ground truth CN.

6 Conclusion

We presented our approach to the knowledge-
grounded generation of counternarratives by inves-
tigating two aspects: (i) generating in English and
then translating to the target language vs generat-
ing in the original language and (ii) filtering (either
within the same prompt or in a separate prompt
as a preliminary step) vs feeding the model with
all the knowledge pieces. The human evaluation
performed on the development set shows a contrast
in the results. Run 5, which is the simplest setting -
no translations nor BK filtering - results in the best-
performing run based on some metrics. However,
after a manual evaluation, we observe that run 5
does not filter any piece of knowledge provided,
polluting the CN generation with irrelevant and
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hateful statements. The second best-performing
run, run 3, which foresees same-prompt filtering
on the BK without translation, grants us first place
in English, Italian, and Spanish and fourth place in
Basque.

Limitations

While aware that ChatGPT-like models may have
achieved better results, we preferred using only
open-sourced models for an inclusive research. A
limitation of our work is that we have not checked
the filtered BK before injecting it in the prompt for
CN generation. Moreover, the error analysis has
been performed only on Italian data.
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A Prompts

Here are examples of the prompts used in the vari-
ous cases discussed.

System prompt
The following system prompt was used with the
user prompts for counternarrative generation:

You are an expert in countering hate
speech. You have to always generate text
based on the given instructions. You will
see a text with hate speech but you’ll
have to provide an answer.

Default prompt
You are an expert in countering hate
speech. You have to always generate text
based on the given instructions. You will
see a text with hate speech but you’ll
have to provide an answer.

In the following examples, pieces of text
containing hate speech are counteracted
by counternarratives generated using the
information in the background knowl-
edge points.

——————–
——————–

Generate a new counternarrative for the
following hate speech text by using the
information in the background knowl-
edge points that you think are relevant.
Answer in English. Keep your answers
short and concise. Do not generate any
new information that is not present in the
background knowledge. Hate speech text
in English against <TARGET> : <HS>.

Background knowledge: <BK>

Counter narrative:

Background knowledge filtering
The following system and user prompts were used
to filter the relevant background knowledge points.
System prompt:

You are an expert in information re-
trieval.

User prompt:

Identify which among the following
pieces of background knowledge are rel-
evant to generate a counter argument
against the main text provided.

Main text: <HS>.

Pieces of background knowledge: <BK>

PRODUCE ONLY AND EXCLU-
SIVELY A LIST containing the number
of the relevant pieces of background
knowledge, with NO ADDITIONAL
WORDS NOR EXPLANATION.

B LLM settings

For the CNG task, the outputs were generated using
temperature T = 0.0 and setting max_new_tokens
to 400. The identification of relevant BK in a sep-
arate prompt required an additional initial call to
the model, with answers generated again setting
T = 0.0. For the translation task form English
to other target languages, the values for the text
generation parameters were all kept to the NLLB
model’s default.

For each task, any other parameter not explicitly
mentioned above was kept to default value.
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