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Preface

Welcome to the first workshop and shared task on Multilingual Counterspeech Generation, co-located
at COLING 2025. Counterspeech is a promising strategy for fighting online hate, and it consists of

refuting it via thoughtful and cogent reasons and fact-bound arguments. Despite the increasing interest
from the NLP community in automating counterspeech production, existing studies and resources in
this area still mainly focus on English. In this first edition of the workshop, we aim to fill this gap by
encouraging researchers to delve into the challenging task of counterspeech generation in a multilingual
setting. In fact, hate is an international phenomenon, and requires being addressed in all languages.
The workshop also hosted a shared task, where participants were tasked with generating counterspeech

in four different languages (English, Italian, Spanish and Basque). They also had the opportunity to
employ specific background knowledge that was provided, or any additional external knowledge of their
choice, to obtain generations of higher quality. Overall, the workshop received 13 paper submissions,

including 10 related to the shared task. In total, 10 papers will be presented. Additionally, the program
includes one non-archival paper presentation and two invited talks.

We extend our gratitude to the program committee for their constructive and insightful reviews, as well
as to all authors for their submissions and engagement with the workshop.

Workshop organizers.

Website link: https://sites.google.com/view/multilang-counterspeech-gen/
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Abstract

Despite the global prevalence of Modern Stan-
dard Chinese language, counterspeech (CS) re-
sources for Chinese remain virtually nonexis-
tent. To address this gap in East Asian coun-
terspeech research we introduce a corpus of
Modern Standard Mandarin counterspeech that
focuses on combating hate speech in Mainland
China. This paper proposes a novel approach
of generating CS by using an LLM-as-a-Judge,
simulated annealing, LLMs zero-shot CN gen-
eration and a round-robin algorithm. This is
followed by manual verification for quality
and contextual relevance. This paper details
the methodology for creating effective counter-
speech in Chinese and other non-Eurocentric
languages, including unique cultural patterns
of which groups are maligned and linguistic
patterns in what kinds of discourse markers are
programmatically marked as hate speech (HS).
In our analysis of the generated corpora, we
provide strong evidence for the lack of open-
source, properly labeled Chinese hate speech
data and the limitations of using an LLM-as-
Judge to score possible answers in Chinese.
Moreover, the present corpus serves as the first
East Asian language based CS corpus and pro-
vides an essential resource for future research
on counterspeech generation and evaluation.1

Warning: The below text contains vulgar and
oftentimes offensive speech. Any counterspeech
or hate speech is used for exemplary purposes
and doesn’t necessarily reflect the views of any
researcher involved.

1 Introduction

Hate speech is typically characterized as any form
of communication that demeans a specific group
of people based on attributes like race, ethnicity,
gender, sexual orientation, or religion (de Gibert
et al., 2018). While HS may constitute a small

1The dataset can be found at github.com/
michaelbennieUFL/PANDA

proportion of social media content, its impact is
significant, affecting nearly one-third of the popu-
lation (Vidgen et al., 2019). The proliferation of
hate speech on social media platforms has become
a significant societal concern. While traditional ap-
proaches to mitigating HS have focused on content
removal and moderation, these methods often raise
concerns about freedom of speech. In response,
counterspeech has emerged as a promising alterna-
tive strategy to combat HS while preserving free
expression (Poudhar et al., 2024).

Counterspeech, defined as communication that
aims to counteract potential harm caused by other
speech, has shown effectiveness in real-world stud-
ies (Cepollaro et al., 2023). However, the manual
creation of CS is time-consuming and challenging
to scale given the volume of HS online. This has
led to increased interest in automated CS genera-
tion using NLP techniques.

Our contributions

• We generate the first Chinese counterspeech
dataset specifically designed for combating
hate speech online. This resource fills a cru-
cial gap in the field, as most existing datasets
focus on English or other Western languages.

• We introduce and evaluate novel metrics for
assessing the quality and effectiveness of gen-
erated Chinese counterspeech, addressing the
limitations of existing evaluation methods in
this domain.

• We implement a comprehensive annotation
scheme based on established CS strategies,
adapting them for the Chinese cultural and
linguistic context.
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2 Background

2.1 Hate Speech and Counterspeech

Counterspeech has gained traction as an alterna-
tive to content removal. Studies have demonstrated
the efficacy of CS in enhancing online discourse
quality and reducing the prevalence and impact of
hateful behavior (Buerger, 2021). However, it’s im-
portant to note that the effectiveness of CS can vary
significantly depending on the context and specific
strategies employed. For example, the quantity of
training data available to train an LLM on a specific
language will predict the robustness of its genera-
tive function.

2.2 Datasets and Annotation

Several datasets have been developed to support
research in CS generation. Fanton et al. (2021)
presented a dataset of 5,003 English HS/CS pairs
covering multiple targets of hate, created using
a combination of language model generation and
expert review. Chung et al. (2019a) annotated the
CONAN dataset with response types using non-
expert annotators.

Although there are multiple HS/CS datasets in
English, both Chinese HS and CS resources are
insufficient. Among six publicly available Chinese
HS datasets without CS (see Table 1), merely four
are readily accessible for research purposes, with
varying annotation schemes and focuses. Further-
more, Chinese datasets often suffer from quality
inconsistencies due to several unique challenges in
the Chinese context: the prevalence of coded lan-
guage and internet slang that obscures hateful con-
tent, complex linguistic variations across different
Chinese-speaking regions, and social media censor-
ship that affect data collection. These factors make
it particularly challenging to obtain high-quality
datasets, as annotators must possess not only lin-
guistic expertise but also deep cultural knowledge
to accurately identify and categorize HS.

2.3 Counterspeech Strategies

Several studies have identified and categorized ef-
fective CS strategies. Chung et al. (2023) con-
ducted a systematic review, identifying eight strate-
gies used in social sciences and real-world policy-
driven campaigns. These strategies include pre-
senting facts to counter misinformation and using
humor or satire to diffuse hostility. Expressing em-
pathy or support for the targets of HS is another
approach, as is highlighting hypocrisy or inconsis-

tencies in hateful arguments. Additionally, ques-
tioning the logic or assumptions underlying HS,
denouncing hateful speech without attacking the
speaker, and offering alternative perspectives or
narratives are also effective. Finally, appealing to
shared values or common ground is often used to
foster understanding. The effectiveness of these
strategies can be highly context-dependent, em-
phasizing the need for nuanced approaches to CS
generation and evaluation.

2.4 Automated Counterspeech Generation
Counterspeech offers several advantages over tradi-
tional content moderation approaches. First, it up-
holds the principles of free expression by engaging
with problematic content rather than censoring it
(Zhu and Bhat, 2021). Second, CS is not bounded
by the often arbitrary definitions of hate speech
used by different platforms and can be more eas-
ily adapted to be used across different platforms.
Third, it creates opportunities for education and
constructive dialogue, potentially addressing the
root causes of hate speech.

Recent advances in NLP, particularly in large
language models, have opened new possibilities
for automated CS generation. Early work by Qian
et al. (2019) explored various approaches, includ-
ing sequence-to-sequence models, variational au-
toencoders, and reinforcement learning for coun-
terspeech. More recent studies have focused on
how large pretrained language models perform in
both fine-tuned and zero-shot settings for counter-
speech. Tekiroğlu et al. (2022) present a compre-
hensive comparative study on using several pre-
trained Transformer-based LMs (e.g., GPT-2, Di-
aloGPT, and BART) for generating English counter
narratives. They find that autoregressive models
combined with certain decoding schemes often out-
perform others in producing specific, non-generic
responses.

Similarly, Saha et al. (2024) investigate zero-
shot counterspeech generation using popular LLMs
such as GPT-2, DialoGPT, ChatGPT, and FlanT5.
They show that ChatGPT consistently generates
strong counterspeech responses even in zero-shot
scenarios, although certain models have higher tox-
icity with larger parameter sizes. Their findings
underscore the importance of prompt engineering
and model selection when developing robust coun-
terspeech systems.

Earlier fine-tuning approaches by Raj
Ratn Pranesh (2020) and Tekiroğlu et al.
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(2022) demonstrated promising results for counter-
speech, but they often struggled with producing
diverse, high-quality responses. More recent work
on zero-shot and few-shot settings (Saha et al.,
2024) attempts to mitigate these limitations via
better prompting strategies, model ensembles,
or post-processing. Nonetheless, generating
counter-narratives that are contextually grounded,
non-repetitive, and culturally sensitive remains
challenging. As such, additional innovation is
required to enhance diversity, relevancy, and
alignment with community guidelines.

2.5 Current Evaluation Metrics
Evaluating the quality and effectiveness of gener-
ated counterspeech with automatic evaluation tools
remains a significant challenge. The current study
uses a combination of LLM and traditional NLP
metrics:

• JudgeLM: A LLM-based ranking method for
evaluating automatic counter-narrative gener-
ation (Zubiaga et al., 2024).

• BLEU: Measures token overlap between pre-
dictions and references (Papineni et al., 2002).

• ROUGE-L: Computes sentence-level struc-
ture similarity and longest co-occurring n-
grams (Lin, 2004).

• BERTScore: Calculates token-level similarity
using contextual embeddings (Zhang et al.,
2019).

• Novelty: Measures the proportion of non-
singleton n-grams in generated text that do not
appear in the training data (Wang and Wan,
2018).

• Genlen: The average length of generated pre-
dictions.

These metrics aim to provide a more comprehen-
sive evaluation of CS quality, addressing aspects
such as relevance, diversity, and effectiveness in
countering hate speech.

3 Methodology

This section provides an overview of the targets we
set when making this dataset (3.1), the sourcing
of data (3.2), the pre-processing of data (3.3), gen-
eration of CS (3.4), and annotation methods (3.5).
Finally, we also provide statistics relating to the

Original HS Data
(SWSR, COLD, CHSD)

63,879 Examples

Pre-Processing
(Keeping Hate-Labeled Entries)

26,420 Examples of HS

LLM-Assisted Rating
(Labeling Hate Level)

26,420 Examples of HS

Selecting HS
2,974 Examples of HS

AI Generate Answers
17,844 Examples of CS

Round Robin Selection
11,896 Examples of CS

A2A1 ... An

Combined Output
2,974 Annotated Pairs of HS and CS

Figure 1: Proposed Data Processing Pipeline for Creat-
ing the Chinese Counterspeech Corpus. A1 through An

refer to n annotators that participated in this project.

dataset and rating (3.6). A graphical overview is
provided in Figure 1.

3.1 Goals/Requirements
We aim to achieve the following objectives:

• Creation of the First East Asian HS-CN
Dataset. During our review of existing
datasets, we identified significant gaps in Chi-
nese counterspeech (CS) resources. Although
datasets like Deng et al. (2022) and Zhou
et al. (2022) include instances labeled as ’anti-
bias’, their scope and definitions do not align
with the specific focus of CS research. These
datasets adopt a broader concept of ’anti-bias’,
encompassing content that promotes fairness
and addresses various forms of offensive lan-
guage rather than specifically targeting hate
speech. Our work addresses this gap by cre-
ating a dataset that exclusively targets hate
speech and counter speech, providing a more
focused resource for CS research.

• Paired Structure. A notable limitation of
previous datasets is the absence of a paired
structure that directly links CS responses to
specific instances of hate speech. In contrast,
English-language datasets such as (Chung
et al., 2019b) have demonstrated the value
of this framework in facilitating precise and
contextual analyses of intervention strategies.
Our dataset introduces this paired structure for
the first time in the Chinese context, explicitly
mapping CS responses to their corresponding
hate speech instances.

• Freely Usable. All hate speech data collected
for our dataset originate from open-source

3



Datasets Open Source2 Total Instances HS/Offensive Speech Non-HS

COLD (Deng et al., 2022) Yes 37,480 18,041 19,439
SWSR (Jiang et al., 2022) Yes 8,969 894 8,075
CHSD (Rao et al., 2023) Yes 17,430 7,485 9,945
CDIAL (Zhou et al., 2022) No 28,343 7,233 21,110
ToxiCN (Lu et al., 2023) No 12,011 6,461 5,550
Political (Wang et al., 2022) No 315,795 16,976 298,819

Used In Preprocessing Yes 26,420 26,420 0

Table 1: Statistics of available corpora, showing the total number of instances of data, the number of instances of
data that could be labeled as possible hate speech, and the number of instances of data of non-hate speech. For the
current study, it only included instances of potential hate-speech from open-source corpora.

repositories. Additionally, we have released
our model and the generated data under a per-
missive GPL license. This ensures that the
generated and annotated data can be freely uti-
lized in both commercial and non-commercial
projects, promoting wider accessibility and
application in various research and practical
initiatives.

3.2 HS Sources

To the best of the authors’ knowledge, there have
only been six published HS datasets in the literature.
This data was summarized in Table 1.

Three corpora ((Lu et al., 2023),(Zhou et al.,
2022) and (Wang et al., 2022)) were later removed
from the dataset due to restrictive licensing from
them. What was left were 3 open-source datasets.

The COLDataset contains over 30,000 instances
that are labeled either safe or offensive and, fur-
ther, contains fine grained labels for each category
(Deng et al., 2022). The dataset was chosen due
the fact that, under a cursory look, many, but not
all, of the statements labeled offensive were in-fact
hate speech. The second dataset used was ‘Sex-
Comment.csv’ from SWSR. This file focuses on
finding and labeling sexist comments and also con-
tains subcategories for the type of comment and
whether it is targeted at an individual or a group
(Jiang et al., 2022). We decided to include this
dataset to increase representation of sexist hate-
speech in the database. The last dataset included
was from CHSD which is actually a preprocessed
dataset of HS that comes from COLD, CDIAL, and
SWSR (Rao et al., 2023).

2This paper used the Open Source Initiative’s definition of
open source which can be found at opensource.org/osd.

Figure 2: The scoring heat-map based on different com-
binations of minimum hate-speech score (y) and mini-
mum length of each string (x).

3.3 Filtering of Data

The initial three corpora included entries that were
labeled non-hate speech. In order to avoid the un-
necessary computational cost of attempting to gen-
erate CS for non-HS sentences, we initially used
some commands to filter out any rows that aren’t
considered HS by the corpora. For CSHD, we re-
moved any rows where ‘label’ equals ‘0.’ Likewise,
for the COLD dataset, we kept only the data that
had a label of ‘1’ and a sub label of ‘1’ (attacking
individuals) or ‘2’ (attacking groups). For SWSR,
we keep only the instances that had a label of ‘1’
(sexist) and all sub-categories except for ‘MA’ (mi-
cro aggressions) as we believed that it was harder to
determine which answers counted as a hate-speech.

Once completing the first round of pre-
processing, we hand annotated 19 instances of hate-
speech and scored them from 0 to 100. Then, we
employed a model-in-the-loop collection scheme

4



similar to what was described in Sun et al. (2021).
The model that we used to discriminate between
non-HS and HS was based off of Llama-3.1 Instruct
with 70 billion parameters.

We then use the scores given by the LLM
and the text length to optimize over the set of
possible subsets of hate-speech. As we wanted to
have a subset that balances between high average
hate score and a high average text length, we
choose the metric of log(AverageHateScore) ∗
log(AverageTextLength) ∗ NumInstances.
We limited the range from 500 to 3000 so that
we would have a subset of answers that is large
enough. As can be seen from Figure 2, we found
that including strings that had a string length of at
least 53 characters and a minimum hate score of 51
points provided a good balance.

3.4 CS Generation

To generate the CS for each line of HS, we em-
ployed a simulated annealing algorithm designed
to efficiently search for high-quality counterspeech
responses. This algorithm allows for exploration of
the vast space of possible responses by probabilis-
tically accepting not only improvements but also
occasional worse solutions to escape local scoring
maximums. Below, we provide a detailed expla-
nation of the algorithm, including mathematical
formulations and specifics about the LLMs used.

3.4.1 Simulated Annealing Algorithm
The simulated annealing process consists of the
following steps:

1. Initialization: For each HS instance h, we
start with an initial CS candidate c0 = h or an
empty string.

2. Generation of Neighboring Solutions: At
each iteration t, we generate a set of neighbor-
ing CS candidates {c(i)t } by appending ran-
dom Chinese words from a predefined word
list to the current CS candidate ct−1. This
creates slight variations in the responses.

3. LLM-Based Candidate Generation: Each
candidate c

(i)
t is input into an LLM to gen-

erate a set of new CS responses {c(i,j)t }.
We use a random selection of LLMs for
this step to introduce diversity. The LLMs
used are: Hermes-3-Llama-3.1-8B, Zephyr-
7b-beta, Meta-Llama-3-8B-Instruct, Nous-

Hermes-Mixtral, Meta-Llama-Large, and
Qwen-2.5-72B-Instruct.

4. Remove Irrelevant Candidates: Each can-
didate C = {c(i,j)t } is then compared with
each-other. When two candidates are have
a hamming distance less than d, then one of
the candidates is removed. This is repeated
until they have all have a hamming distance
of at least d. Furthermore, to avoid English
answers, responses that have a high ratio of
Latin characters to total characters are also
removed to form the new set {c̃(i,j)t }

5. Scoring and Evaluation: The newly gen-
erated responses c̃

(i,j)
t are evaluated using

an LLM-as-a-judge based scoring function
s(c̃), which assesses the quality of the coun-
terspeech based on relevance, fluency, and
effectiveness.

6. Probability Calculation: We compute the
acceptance probability for each candidate re-
sponse using the Boltzmann probability distri-
bution:

P (c̃) =
BE(c̃)

∑
c̃′∈C BE(c̃′)

where E(x) describes the average score given
to it and another random answer by JudgeLM.
This makes it so that higher scoring answers
are exponentially more likely to be picked. B
is a hyperparameter that forms the base of the
exponent. Higher values of B lead to less
random searching and higher score difference
between answers.

7. Iteration: Steps 2–6 are repeated for a pre-
defined number of iterations or until conver-
gence criteria are met (e.g., the score exceeds
a certain threshold).

8. Selection of Top Responses: After the al-
gorithm concludes, we select the top 4 CS
responses with the highest scores for each HS
instance.

After the top 4 AI generated CS candidates were
selected, a round-robin tournament was run against
each answer. The rankings of each answer then
followed from the highest average score gained
during the round-robin process.
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3.5 Human Annotation

The demographic characteristics of the annotators
are summarized in Table 2. Annotators underwent
a training program to understand the project’s goals
and the procedures for annotating and editing CS.
Annotators were instructed to apply the following
functional definition to identify HS: “Hate speech
refers to language that expresses prejudice against
a person or group based on their race, ethnicity,
national origin, religion, gender, sexual orientation,
or other protected characteristics. It often involves
the use of derogatory or dehumanizing language,
stereotypes, and false claims about the abilities or
worthiness of a particular group.” Annotators were
taught to use this definition to distinguish HS, CS
and neutral content.

Characteristics Demographics

Gender 4 females
Age 2<25, 2≥25
Race 4 Han Chinese
Region From two different provinces
Education 1 undergrad, 2 masters, 1 Ph.D.

Table 2: Demographics of Human Annotators

Instructions For the main task, annotators were
required to score each hate speech entry based on
whether it qualifies as hate speech, counterspeech,
or neither. If the sentence was determined to be
hate speech, the annotator labeled it as ‘1’. If the
sentence was counterspeech, it was labeled as ‘-1’.
If the sentence did not fit into either category, it
was labeled as ‘0’.

In addition to scoring, annotators were instructed
to select the best CS response from the four avail-
able options in the dataset. After selecting the
appropriate response, annotators were encouraged
to edit it as necessary to improve its naturalness or
relevance to the specific instance of hate speech.
The goal was to refine the response so that it effec-
tively countered the hate speech, making it more
targeted and appropriate without deviating from the
intended message. The full contents of each email
given to each annotator can be found in Appendix
C.1.

3.6 Analysis

Despite carefully selecting entries labeled as
hate/offensive from existing open-source datasets

Figure 3: The distribution of human labeling on hate-
speech that has already been processed. This was gener-
ated from the first 785 instances of collected data.

Figure 4: A histogram showing the ranking of human-
preferred/written answers to AI generated answers. This
was generated from the first 785 instances of collected
data.
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and employing AI to further refine the subset, our
human annotators encountered a significant propor-
tion of mislabeled instances during the annotation
process. Specifically, as illustrated in Figure 3, ap-
proximately 41.3% of the entries were confirmed
as hate speech by annotators, while 31.0% were
identified as counterspeech, and 27.7% were nei-
ther. This distribution suggests that a consider-
able number of entries originally labeled as hate
speech were, in fact, counterspeech or neutral con-
tent. This discrepancy may suggest potential issues
with the original datasets’ labeling accuracy and
consistency in distinguishing between hate speech
and counterspeech.

Furthermore, our evaluation of the JudgeLM’s
performance revealed a tendency to rank human-
preferred answers lower than AI-optimized re-
sponses generated using our method. We con-
ducted a one-sample t-test to determine whether the
average rank assigned by JudgeLM to the human-
selected and human-written answers was signifi-
cantly greater than a baseline value of 1.5 where
a lower rank indicates a preferred response. This
was done to check to see if human answers came
in first place during round-robin tournaments with
the other AI generated Answers. The results, pre-
sented in Table 3, show that all annotators, indi-
vidually and collectively, received average ranks
significantly higher than 1.5, with p-values less
than 0.05.

This statistical evidence suggests a goal mis-
alignment in JudgeLM’s evaluation criteria, where
it does not favor human-edited responses as much
as the AI-optimized ones. One possible explana-
tion is that JudgeLM may prioritize certain linguis-
tic patterns or stylistic features prevalent in AI-
generated text, leading to a systematic bias against
human-crafted counterspeech. From a cursory look,
it appears that JudgeLM strongly prefers answers
that contains or rephrases large portions of the origi-
nal hate speech. For example, in table 4, we can see
that the human response directly attacks the logic
of the HS, but the AI generated response merely
rephrases the HS to sound better. Yet, the human
response was ranked lower.

4 General Discussion

The objectives of this study were threefold: (1)
to create a paired hate-speech–counterspeech (HS–
CS) corpus in Mandarin Chinese by leveraging an
LLM-as-Judge pipeline, (2) to assess the extent

Annotator t p-value

Annotator 1 13.3 <0.001
Annotator 2 10.7 <0.001
Annotator 3 5.7 <0.001
Annotator 4 2.4 <0.02
Combined 18.7 <0.001

Table 3: One-tailed t-test results comparing the average
JudgeLM rank of human-preferred answers to the base-
line value of 1.5.

to which current LLM-based ranking systems can
fairly evaluate human-generated CS responses in
Chinese, and (3) to examine the limitations and
broader implications of using such a pipeline for
CS dataset construction. Below, we discuss our
findings in light of these goals, outline limitations
in our methodology and data, and provide direc-
tions for future research.

4.1 Creating the First HS–CS Pairs in
Mandarin Chinese Using LLM-as-Judge

A principal goal was to harness an LLM-as-a-Judge
(JudgeLM) to assist in producing paired HS–CS en-
tries for Chinese. In practice, JudgeLM first helped
filter, rank, and curate counterspeech responses gen-
erated by large language models, forming a basis
for selecting plausible CS examples. This LLM-in-
the-loop approach allowed us to rapidly develop a
list of ~12,000 HS–CS pairs. Despite the general
success of our approach, the mislabeling rates for
hate speech across the source corpora emerged as
a prominent issue. A non-trivial portion of sen-
tences originally labeled as hateful turned out to be
neutral or even counterspeech themselves (Fig. 3).
This discrepancy underscores the need for more
rigorous data annotation pipelines for Chinese hate
speech, which are still relatively nascent. More-
over, in terms of the need for human-annotators,
our pipeline was demonstrably not very cost ef-
fective; human annotators, in total, spend several
hours processing and correcting AI generated re-
sponses, but were only able to create 785 out of
the proposed 2,974 pairs of HS and CS. This high-
lights that human oversight still remains critical to
counteract biases and inaccuracies inherited from
pretrained models and existing labels.
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4.2 Evaluating Human-Generated CS:
LLM-as-Judge Biases and Observations

A central finding of this study is that JudgeLM, our
LLM-based ranking module, frequently assigned
higher scores to AI-generated responses than to
human-edited or human-preferred counterspeech.
Statistical tests (Table 3) revealed a systematic bias:
the average rank of the human-preferred answer
was significantly lower than first place in all cases,
indicating that the model rarely selected the human-
crafted response as the “top” choice in the round-
robin format.

Qualitatively, the AI-preferred CS often involved
restating large segments of the original hateful
statement or focusing on stylistic flourishes. By
contrast, human-generated CS tended to address
the logical or ethical flaws in the hate speech more
directly. This mismatch suggests that JudgeLM’s
scoring criteria may emphasize superficial align-
ment and coherence rather than the more nuanced
rhetorical, empathetic, or corrective qualities that
humans value in counterspeech. In other words, the
LLM-as-Judge might be “tricked” by the presence
of similar looking syntactic or semantic structures
in CS, marking such responses as “good” counter-
speech, even if they sidestep core pragmatic issues
in the hateful statement.

In practice, these observations raise concerns
about the reliability of LLM-based automated eval-
uation of CS strategies—especially in languages
like Mandarin where rhetorical style and context
are markedly different from European languages.
Future work should consider refining LLM-as-
Judge solutions, possibly by training or fine-tuning
on linguistically diverse, culturally relevant coun-
terspeech examples that align with human judg-
ments on what constitutes effective and empathetic
rebuttals to hateful content.

4.3 Future Directions

Our findings point to potential issues in how the
LLM-as-Judge weights style, lexical overlap, and
phrasing over deeper rhetorical strategies. This
misalignment becomes apparent in examples where
JudgeLM consistently scored AI-generated para-
phrases above human-edited counterspeech that
engaged substantively with the hateful content (Ta-
ble 4). Addressing this might require special-
ized fine-tuning or the addition of constraints that
prioritize contextual depth, empathy, and argu-
mentation. Introducing multiple judges—some

of which are fine-tuned to penalize superficial re-
statements—could yield more robust and human-
aligned scoring mechanisms.

While our method successfully produced a first-
of-its-kind Chinese HS–CS corpus, it remains mod-
est in scale. Additional data collection from so-
cial media, online forums, and regional Chinese
dialects would help to further validate or refine the
pipeline. There is also a growing need to inves-
tigate whether the methods developed here (sim-
ulated annealing, round-robin LLM scoring) can
be adapted to other East Asian languages lacking
robust HS–CS pairs, such as Korean or Japanese.
Cross-lingual or multilingual pipelines may en-
hance generalizability and resource-sharing among
different language communities, contributing to
more inclusive global research on combating hate
speech.
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A Limitations

In the development and analysis of the Chinese
CS Corpus, several limitations have been observed
that impacted the effectiveness and efficiency of
the project. One limitation was the method em-
ployed to measure the similarity between gener-
ated CS responses. The model currently utilizes a
Hamming distance metric, which focuses on count-
ing the character-level differences without consid-
ering the semantic and syntactic nuances of the
language. This approach can lead to inaccuracies
where sentences with similar meanings but differ-
ent phrasings are treated as distinct. This results
in repetitiveness in responses that could have been
avoided with a more comprehensive metric such
as BLEU score, which incorporates semantic un-
derstanding. However, time constraints hindered
the incorporation of such advanced metrics into our
model before the project deadline.

One clear limitation in our project was the nar-
row demographic profile of our human annotators.
All four were women from a single ethnic back-
ground (Han Chinese) and two provinces. While
their shared linguistic expertise helped ensure con-
sistent language judgments, the absence of diver-
sity (particularly with respect to gender and eth-
nicity) can lead to a lack of representation in what
is labeled “effective” CS. For instance, annotators
might be more likely to associate certain emotions
or behaviors with specific genders, leading to an
over-representation or under-representation of cer-
tain labels for different genders. This can be due
to implicit biases, where annotators are not con-
sciously aware of their own biases, or it can be due
to explicit biases, where annotators intentionally
introduce bias into their annotations (Zhang et al.,
2024). Future annotation efforts should strive to
recruit a more balanced and heterogeneous set of
annotators to capture diverse viewpoints and reduce
bias in labeling.

Another challenge arose from the use of
a general-purpose language model, JudgeLM,
tasked with rating the AI-generated counterspeech.
JudgeLM, not being specifically fine-tuned for the

task, tends to evaluate responses based on the pres-
ence of certain semantic keywords, overlooking
deeper semantic relationships. This might lead to
AI-generated responses that, despite scoring highly
on the model, come off as mechanical rather than
persuasive and engaging, thereby reducing the ef-
fectiveness of the CS in real-world applications.

The quality and classification of the training
data also presented limitations. Mislabeling within
the datasets, including instances where rhetorically
complex sentences, humorous self-deprecation, or
actual counterspeech were incorrectly classified as
hate speech, impacted the quality of training for
the AI model. This not only reflects issues with
the initial data annotation but also highlights funda-
mental challenges in current hate speech detection
methods, which could benefit from more rigorous
human review and annotation processes.

Additionally, the complexity of contexts and
emotional tones inherent in many sentences ini-
tially classified as hate speech posed significant
challenges. Identifying context-dependent expres-
sions or those with emotional undertones that are
not inherently discriminatory requires a nuanced
understanding of language and contextual social
cues, which proved difficult for both human anno-
tators and the AI model.

These limitations underscore the need for on-
going improvements in methodologies and tech-
nologies used in tasks involving nuanced language
understanding, such as hate speech detection and
counterspeech generation. Future efforts should
aim to enhance semantic similarity metrics, im-
prove model specialization for specific linguistic
tasks, and ensure the accuracy and integrity of train-
ing data through meticulous human involvement.

B Ethical Statement

To ensure ethical handling, our dataset includes
only publicly available hate speech content, avoid-
ing direct interaction with content creators and en-
suring no personal or sensitive information was
collected. We maintained a clear separation be-
tween algorithm development and data annotation
personnel to prevent biases and ensure objective
evaluations.

Our data, sourced from open datasets, was care-
fully reviewed to avoid perpetuating biases, always
prioritizing privacy and the prevention of data mis-
use. In developing counterspeech systems, we
employed impartial models to minimize errors in
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speech classification, preventing potential mislabel-
ing or targeting.

Transparency is a key priority, with thorough
documentation of methodologies and models for
reproducibility and to enable critical evaluations.
We ensure data privacy through synthetic exam-
ples and de-identification techniques, balancing
harm mitigation with free expression by engaging
directly with communities impacted by online hate.

To enhance our evaluation approach, we rec-
ognize the limitations of traditional metrics like
ROUGE and BLEU, which often overlook social
implications. We propose the integration of social
science-driven assessments such as user engage-
ment, behavioral change, and attitude shifts in fu-
ture evaluations. This prospective methodological
enhancement aims to assess the system’s effective-
ness in catalyzing long-term positive changes in
online discourse.

C Appendices

C.1 Sample Email to Annotators

Hello {Name},

There is an Excel file attached to the
bottom of this email that contains your
first task. In it, you will see 7 columns.

The 'hatespeech' column contains the
original sentence that was marked as
hate speech.

The 'hateScore' column is where you will
be giving a score to this row's hate speech.
You should label it as 1, if you think
that it is hate speech.
You should label it as -1 if you think
that it is counter speech.
Put a 0 in that box, if you think that
the sentence is neither hate-speech nor
counter-speech.

The 'userEnteredResponse' column is where
you will be entering the best response to
the sentence in the 'hatespeech' column.
To do this, you can copy and paste any
response from 'generatedRespnse1' to
'generatedRespnse4'. After copying and
pasting a response, you can optionally
choose to edit the response to make it
sound more natural or to be more

targeted towards the given hate speech.

Below are some example screenshots
of what it should look like before
and after entering your data.

Before:
After:

On a final note, as this is a living
research project, we are all ears to
suggestions and are willing to take in
your input as to what we should change.
If you have any issues, please let us know!

Sincerely,
{Organizers}

File:
{FileName}.xlsx

Functional Definition of
Hate Speech for This Project:

Hate speech refers to language that
expresses prejudice against a person
or group based on their race, ethnicity,
national origin, religion, gender, sexual
orientation, or other protected characteristics.
It often involves the use of derogatory
or dehumanizing language, stereotypes, and
false claims about the abilities or worthiness
of a particular group.
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C.2 Example Misaligned Scoring

Language Hate Speech Human Response AI Response
Chinese 有一俄罗斯女人叫兰

娜(lana)，英文都说不明
白，在自己国家没什么
学历，就是家庭过于贫
困，跑中国来教英语，
她在沈阳教英语，语法
发音烂的一批，词汇量
也尴尬，这女的还超喜
欢交黑人男朋友，她帮
着一个黑男友(Andrew）
骗钱，

这个人的行为或许令
你反感，但个人的交友
喜好，例如种族，不应
该成为批判一个人的理
由。

兰娜是一位来自俄罗斯
的女性，她的英语能力
并不出色，但她在沈阳
教英语的经历中表现出
了不懈的努力。她还积
极参与社区活动，帮助
当地人提高英语水平，
值得我们学习和尊重。
兰娜的故事告诉我们，
女性和少数民族在社会
中的地位和贡献是非常
重要的，我们应该尊重
和支持他们。

English There’s a Russian woman
named Lana who can’t
even speak English prop-
erly. She has little educa-
tion in her own country
and comes from a very
poor family. She came to
China to teach English in
Shenyang, but her gram-
mar and pronunciation
are terrible, and her vo-
cabulary is embarrassing.
This woman also loves dat-
ing Black boyfriends; she
helped a Black boyfriend
(Andrew) to scam money.

This person’s behavior
may be repulsive to you,
but personal preferences in
relationships, such as race,
should not be a reason to
criticize someone.

Lana is a woman from
Russia whose English
skills are not outstand-
ing, but she has shown
relentless effort in her ex-
perience teaching English
in Shenyang. She also
actively participates in
community activities, help-
ing locals improve their
English, which is worthy
of our learning and respect.
Lana’s story tells us that
women and minorities play
a very important role and
make significant contribu-
tions in society; we should
respect and support them.

Table 4: An example of hate speech and corresponding human and AI responses, illustrating the differences in
content and style between human-edited and AI-generated counterspeech. The table shows both the original content

and its translation. In this case, JudgeLM preferred the AI response.
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Abstract

This paper presents our system for generating
counter-speech (CN) in response to hate speech
(HS), developed for the COLING 2025 shared
task. We employ lightweight transformer-based
models, DistilBART and T5-small, optimized
for computational efficiency while maintain-
ing competitive performance. Through com-
prehensive dataset analysis, we identify linguis-
tic patterns, explore challenges, and propose
enhancements. Our findings demonstrate the
viability of lightweight models and highlight
error patterns that can guide future research
directions. We provide a detailed evaluation
of results across multiple metrics, including
BLEU, ROUGE, and BERTScore, and discuss
strategies for enhancing contextual relevance
in CNs.

1 Introduction

The pervasive spread of hate speech (HS) across
online platforms poses a significant challenge
to fostering respectful and inclusive digital
discourse. Counter-speech (CN) has emerged as
a proactive and constructive strategy to address
hate speech, offering alternative narratives that
challenge biases while promoting empathy and
inclusivity. However, the generation of effective
counter-speech demands solutions that balance
contextual relevance, linguistic coherence, and
adaptability to diverse scenarios, making it a
complex yet critical task.

This paper presents our system developed for
the COLING 2025 shared task, designed to gen-
erate contextually appropriate counter-narratives
efficiently. Our approach leverages lightweight
transformer-based architectures, specifically
DistilBART and T5-small, to achieve a balance
between computational efficiency and performance.
By utilizing these compact models, we aim to
demonstrate that high-quality counter-narrative

generation can be achieved without the computa-
tional overhead typically associated with larger
architectures.

To inform and optimize the generation process,
we conducted a thorough analysis of the multilin-
gual dataset provided for the shared task, with a
specific focus on the English subset. This choice
was motivated by the need to maintain consis-
tency across training, validation, and evaluation
phases while ensuring robust and interpretable
results. Our methodology incorporates structured
preprocessing, integrating key components such as
the target group (TARGET), hate speech instance
(HS), and background knowledge (KN) to create
inputs that preserve contextual richness.

This study underscores the viability of
lightweight transformer models in generating
high-quality counter-narratives, offering a scalable
solution for addressing hate speech in resource-
constrained scenarios. Through detailed evaluation
and contextualized comparisons, we demonstrate
the potential of these models for impactful and
efficient counter-speech generation

2 Related Work

The development of counter-narratives (CNs) as
a strategy to combat hate speech has been the fo-
cus of several research efforts. Early work high-
lights the challenges in evaluating CNs, as tra-
ditional metrics like BLEU and ROUGE often
fail to align with human judgment. To address
this, frameworks leveraging large language models
(Jones et al., 2024) (LLMs) for multi-aspect eval-
uation have emerged, providing interpretable and
human-aligned assessments based on guidelines
from counter-narrative specialized organizations.
Knowledge-grounded CN generation (Chung et al.,
2021) has also gained attention, with approaches
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integrating external repositories to produce contex-
tually rich and factually accurate CNs, addressing
issues of generic or repetitive outputs. Addition-
ally, comparative studies of pre-trained language
models (Tekiroglu et al., 2022) have identified au-
toregressive models with stochastic decoding as
particularly effective for CN generation. These
studies emphasize the importance of task-specific
training data and the use of post-editing pipelines
to enhance quality and adaptability, particularly
in addressing unseen hate targets. Together, these
advancements contribute significantly to the devel-
opment of robust and context-aware CN generation
systems.

3 Dataset Analysis

The dataset, LanD-FBK ML_MTCONAN_KN,
comprises training (1,584 samples), validation (400
samples), and test (400 samples) splits across four
languages: English (EN), Spanish (ES), Italian (IT),
and Basque (EU). Each entry includes a hate speech
instance (HS), corresponding counter-narrative
(CN), background knowledge sentences (KN), tar-
get group (TARGET), and language (LANG). The
dataset covers multiple targets of hate: Jews,
LGBT+, Migrants, Muslims, People of Color
(POC), and Women.

3.1 Language and Target Group Distribution

The dataset is balanced across the four languages
(English, Spanish, Italian, and Basque), ensuring
fair representation for multilingual evaluation. The
target groups include Women, Migrants, LGBT+,
Jews, and POC, with Women being the most fre-
quently targeted group.

Figure 1: Target group distribution in the dataset.

3.2 Text Length Analysis

Table 1 summarizes the length statistics for HS and
CN across languages. CNs are significantly longer,
reflecting the complexity of respectful counter-
narratives.

3.3 Heatmap of Target Groups across
Languages

Figure 2 provides a heatmap of target group dis-
tribution across languages, highlighting uniform
distribution across the dataset.

Figure 2: Distribution of target groups across languages.

4 System Architecture

4.1 Approach 1: T5-Small

The T5-Small model, a compact variant of the
Text-to-Text Transfer Transformer (T5) architec-
ture, was selected to balance computational effi-
ciency and performance. The T5 framework re-
formulates all NLP tasks into a unified text-to-text
format, making it an ideal choice for generating
counter-speech by leveraging structured inputs and
text-based reasoning.

4.1.1 Data Preprocessing
The preprocessing pipeline begins by filtering the
dataset to include only English-language samples,
ensuring consistency across the training, validation,
and test splits. Each data point is reformatted into
a structured prompt that integrates hate speech
(HS), the corresponding target group (TARGET),
and the available background knowledge (KN).

The input prompt is constructed as:
Prompt = "Generate respectful counterspeech.

TARGET: TARGET HS: HS KN: KN"
This format encapsulates all contextual compo-
nents to guide the model in producing nuanced
counter-narratives (CNs). Empty strings were
substituted for missing KN fields, and extraneous
tokens like ‘<EOS>‘ were removed to ensure
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Language HS Mean HS Std CN Mean CN Std HS Max CN Max

EN 74.5 40.1 191.4 69.5 275 432
ES 84.6 42.6 216.5 79.9 274 500
EU 81.2 41.7 200.2 74.1 307 476
IT 84.8 43.7 214.6 79.7 282 505

Table 1: Text Length Statistics for Hate Speech (HS) and Counter-Narratives (CN).

uniformity in inputs.

For example, an entry with TARGET as Mi-
grant, HS as "Go back to your country", and KN
as "Migrants contribute positively to the economy"
is formatted as:

" Generate respectful counterspeech.
TARGET: Migrant
HS: Go back to your country
KN: Migrants contribute positively to the

economy "

This explicit representation ensures that the con-
textual and target information is preserved, which
helps the model generate responses tailored to the
input.

4.1.2 Tokenization and Training
The tokenization process was performed using the
T5 tokenizer, which converts input prompts and tar-
get CNs into tokenized sequences. Specific details
include:

• Inputs were tokenized to a maximum length
of 128 tokens, balancing the inclusion of es-
sential context (HS, TARGET, KN) with com-
putational efficiency. This limit ensures most
HS instances are fully captured while leaving
space for additional contextual fields.

• Target CNs were tokenized to a maximum
of 64 tokens to encourage concise, focused
counter-narratives suitable for actionable re-
sponses.

During tokenization, padding and truncation
were applied to maintain uniform input lengths
for batching. The tokenized outputs included:

• input_ids: The tokenized representation of
the input prompt.

• attention_mask: Masks differentiating actual
tokens from padding tokens.

• labels: The tokenized representation of the
target CN.

The training configuration involved the follow-
ing hyperparameters:

• A learning rate of 3 × 10−5 was chosen to
ensure stable gradient updates and gradual
convergence.

• Batch sizes of 8 were used for both training
and evaluation, balancing memory constraints
and computational efficiency.

• Training was conducted for 5 epochs, with the
AdamW optimizer employed for regulariza-
tion.

4.1.3 Generation and Inference
During inference, test samples were preprocessed
and tokenized in the same manner as the training
data. The model generated counter-narratives using
beam search decoding, which explores multiple
paths to identify optimal outputs. Key parameters
used during decoding include:

• Beam Size: Set to 5, enabling exploration of
diverse generation paths.

• Maximum Length: The output sequences
were constrained to 50 tokens to ensure con-
cise yet contextually rich responses.

• Sampling Strategies: Techniques like top-k
sampling (with k = 50) and nucleus sampling
(p = 0.95) were employed to introduce vari-
ability while maintaining relevance.

To ensure human-readable outputs, all special
tokens were removed during post-processing.

4.1.4 Error Handling and Validation
The following strategies were implemented to han-
dle errors and validate outputs:
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• The dataset was analyzed to verify the com-
pleteness and informativeness of the HS and
KN fields. No entries were found to have
empty or insufficiently informative KN fields.

• Failed or incomplete outputs were identified
and reprocessed to maintain response quality.

• The final submission file was validated to en-
sure compliance with the shared task’s format-
ting guidelines.

4.1.5 Submission Preparation

The generated predictions were compiled into a
CSV file adhering to the shared task guidelines.
The fields included:

• ID: A unique identifier for each test example.

• KN: Left empty as per submission require-
ments.

• KN_CN: The generated counter-narrative cor-
responding to the input HS.

4.2 Approach 2: DistilBART

DistilBART, a distilled version of BART (Lewis,
2019), is designed to retain the powerful sequence-
to-sequence generation capabilities of BART while
significantly reducing the computational require-
ments. This approach leverages the compact ar-
chitecture of DistilBART to efficiently generate
counter-narratives (CNs) without compromising
quality.

4.2.1 Dataset Preparation

The dataset preparation process be-
gan with filtering the test split of the
LanD-FBK/ML_MTCONAN_KN dataset to
include only English-language samples. This
decision was driven by several considerations.
First, focusing on English allowed us to leverage
pre-trained transformer models like T5-Small and
DistilBART, which are optimized for English
text and offer robust performance for text-to-text
generation tasks. Second, processing a single lan-
guage reduced computational overhead, enabling
more efficient training and evaluation. While
multilingual approaches are viable, they require
additional preprocessing and fine-tuning steps to
handle linguistic diversity.

Challenges Addressed:

• Consistency in IDs: The concatenation of
PAIR_ID and LANG ensured that each entry
had a unique identifier across the dataset.

• Filtering Non-English Entries: Explicit fil-
tering of non-English entries streamlined the
focus on relevant data and eliminated potential
noise in the test data.

4.2.2 Prediction Integration and
Postprocessing

The predictions generated by DistilBART were for-
matted into a CSV file containing only the counter-
narratives. To ensure consistency with the T5-
Small model, we used the same training and eval-
uation parameters for DistilBART. Postprocessing
was required to prepare the final submission file, en-
suring it adhered to the shared task’s format. This
process involved:

1. Verifying that the number of rows in the fil-
tered test split matched the rows in the predic-
tions file to ensure consistency.

2. Adding the ID field, derived from the test split,
to the predictions.

3. Introducing a blank KN column, as required
by the submission guidelines.

4. Reordering columns to the specified format:
ID, KN, and KN_CN.

Implementation Highlights:

• The verification step served as a critical
checkpoint to detect mismatches between the
dataset and predictions, reducing the risk of
submission errors.

• The systematic addition of required columns
(ID, KN) ensured compliance with submission
rules.

4.2.3 Challenges and Resolutions
Data Mismatch: A potential mismatch between
the test split and the predictions was identified as a
critical risk. This was mitigated through an explicit
validation step that compared the row counts of the
dataset and predictions.

Submission Compliance: Ensuring compliance
with the submission format required a systematic
approach to reordering columns and validating the
output. This structured process minimized the like-
lihood of formatting errors.
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4.2.4 Conclusion on DistilBART
DistilBART demonstrated the feasibility of using
compact, distilled architectures for generating high-
quality counter-narratives in a computationally effi-
cient manner.

5 Evaluation and Results

5.1 Evaluation Metrics

The generated counter-narratives (CNs) were eval-
uated using a combination of ranking-based and
reference-based metrics:

• JudgeLM (Zubiaga et al., 2024): A large
language model-based ranking system, eval-
uating CNs for quality and alignment with
human judgment.

• BLEU: Assesses lexical overlap by compar-
ing n-grams between predictions and refer-
ences.

• ROUGE-L: Measures structural similarity
through the longest common subsequence be-
tween predictions and references.

• BERTScore (Zhang et al., 2019): Computes
semantic similarity using contextual embed-
dings.

• Novelty: Captures creativity by identifying
unique n-grams in the generated text not
present in training data.

• Gen_len: Reports the average length of gen-
erated CNs to assess verbosity.

This evaluation framework enabled a balanced
assessment of fluency, creativity, and contextual
relevance in counter-speech generation.

5.2 Final Rankings and Performance Metrics

Our submissions, RSSN Run 1 and RSSN Run 2,
were evaluated using JudgeLM alongside reference-
based metrics, including ROUGE-L, BLEU, and
BERTScore. The final results and rankings are
presented in Table 2.

5.3 Analysis of Results

RSSN Run 1: Achieved a higher overall rank
due to its superior performance across most
metrics, particularly in ROUGE-L (46.3%), BLEU
(35.7%), and BERTScore (78.8%). This indicates
strong contextual relevance and fluency, making

it well-suited for long-form counter-narrative
generation.

RSSN Run 2: While ranked lower overall, this
run demonstrated higher novelty (80.8%), high-
lighting its capability to generate diverse and cre-
ative outputs. However, its lower performance in
BLEU (13.2%) and BERTScore (69.2%) suggests
areas for improvement in maintaining contextual
coherence and factual accuracy.

5.4 Insights from Rankings
The comparative evaluation highlights the comple-
mentary strengths of the two runs:

• Run 1: Optimized for contextually relevant,
fluent, and coherent counter-narratives.

• Run 2: Emphasized novelty and diversity,
making it suitable for applications requiring
unique responses.

These findings reinforce the potential for hybrid
approaches that combine the contextual strength of
Run 1 with the creative diversity of Run 2, enabling
a balanced solution for counter-speech generation
tasks.

6 Error Analysis and Discussion

6.1 Error Patterns
Analysis of generated CNs revealed common is-
sues:

• Lack of Specificity: CNs often lacked
context-specific details, making them appear
generic.

• Repetition: Certain CNs included repeated
phrases, reducing their coherence and impact.

• Context Misinterpretation: Models occa-
sionally failed to integrate the background
knowledge (KN) effectively.

6.2 Comparative Analysis of Predictions
The comparison between Run 1 and Run 2 provides
valuable insights into their respective strengths and
weaknesses:

• Textual Fluency: Run 1 excels in generat-
ing fluent and cohesive narratives, making it
suitable for detailed and engaging counter-
narratives. Run 2, however, occasionally suf-
fers from abrupt transitions or incomplete
ideas.
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Submission JudgeLM Score ROUGE-L (%) BLEU (%) BERTScore (%) Gen_Len Novelty (%)

RSSN Run 1 681.5 46.3 35.7 78.8 40.8 78.4
RSSN Run 2 59.0 24.5 13.2 69.2 31.0 80.8

Table 2: Final rankings and evaluation metrics for RSSN submissions.

• Contextual Integration: Run 1 naturally in-
tegrates contextual knowledge (KN) into re-
sponses, while Run 2 explicitly incorporates
KN, often enhancing factual accuracy but at
the expense of fluency.

• Handling of Hate Speech: Run 1 adopts
a constructive and empathetic tone, whereas
Run 2 uses a direct rebuttal style, offering clar-
ity but lacking nuanced approaches in some
cases.

• Content Length: Run 1 produces longer,
more detailed responses suitable for in-depth
discussions, whereas Run 2 provides concise
outputs ideal for short-form applications.

• Application Suitability: Run 1 is well-suited
for long-form content like essays or blogs,
while Run 2 is more effective for short-form
platforms such as social media.

These findings suggest the potential for a hybrid
approach, combining the fluency and contextual
integration of Run 1 with the factual accuracy and
conciseness of Run 2, to optimize counter-speech
generation across diverse applications.

7 Conclusion and Future Work

This paper demonstrates the effectiveness of
lightweight transformer models, such as T5-Small
and DistilBART, for counter-speech generation.
While our approach achieved competitive perfor-
mance across multiple metrics, limitations in con-
textual specificity and diversity were identified.

Future work will focus on:

• Enhancing preprocessing techniques to better
handle complex input contexts.

• Incorporating external knowledge sources to
enrich the CN generation process.

• Exploring ensemble approaches and advanced
decoding strategies to improve robustness.

• Evaluating the system on unseen datasets to
assess scalability and generalization.

Our findings emphasize the importance of bal-
ancing computational efficiency with output qual-
ity, paving the way for further advancements in
counter-speech generation systems.
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Abstract
The automatic generation of counter-speech
(CS) is a critical strategy for addressing hate
speech by providing constructive and informed
responses. However, existing methods often
fail to generate high-quality, impactful, and
scalable CS, particularly across diverse lin-
guistic contexts. In this paper, we propose a
novel methodology to enhance CS generation
by aligning Large Language Models (LLMs)
using Supervised Fine-Tuning (SFT) and Di-
rect Preference Optimization (DPO). Our ap-
proach leverages DPO to align LLM outputs
with human preferences, ensuring contextu-
ally appropriate and linguistically adaptable
responses. Additionally, we incorporate knowl-
edge grounding to enhance the factual accuracy
and relevance of generated CS. Experimental
results demonstrate that DPO-aligned models
significantly outperform SFT baselines on CS
benchmarks while scaling effectively to mul-
tiple languages. These findings highlight the
potential of preference-based alignment tech-
niques to advance CS generation across var-
ied linguistic settings. The model supervision
and alignment is done in English and the same
model is used for reporting metrics across other
languages like Basque, Italian, and Spanish.

Content Warning: This paper includes sensi-
tive content that could be distressing to certain
readers.

Keywords - Counter Narrative, Hate Speech,
Generation, LLM, Direct Preference Optimiza-
tion

1 Introduction

Traditional methods for tackling hate speech, par-
ticularly on social media platforms, have predomi-
nantly relied on removing offensive posts or ban-
ning users to deter future violations. While these
measures can be effective in the short term, they
often lead to unintended consequences.

†This work does not relate to the position at Capital One.
‡This work does not relate to the position at Apple.

Category Content

HS Islam and ISIS should go to hell. All
Muslims should be immediately sent to
their country because they are all intol-
erant criminals. If we do so, Britain will
be a safer place.

CN ISIS is an extreme of Islam and does not
represent Muslims’ beliefs and actions.
Indeed, most of Islam condemned the
actions of ISIS.

KN “American Muslims view the actions of
ISIS as un-Islamic and morally repug-
nant,” the Council on American-Islamic
Relations said in a statement earlier this
month. It also fits into a clear historic
pattern of Western perceptions of Islam
and Muslims. We Muslims condemn
ISIS’s horrible actions. These terrorists,
ISIS, are not true Muslims.

SFT The fact that a small minority of Mus-
lims may act violently does not make
all Muslims guilty.

DPO The ‘many’ extremists are not Muslims;
in fact, the majority of ISIS are not Mus-
lims.

Table 1: Comparison of responses highlighting DPO’s
advantage over SFT for CN generation.

For example, banned users may create new ac-
counts to continue spreading harmful content, per-
petuating the problem. Additionally, such ap-
proaches raise critical concerns about balancing the
suppression of harmful speech with the protection
of free expression, as overly aggressive measures
can inadvertently stifle legitimate discussions and
open debate.

In contrast, Counter Narrative (CN) strategies
offer a more constructive and nuanced approach
(Schieb and Preuss, 2016), (Kiritchenko et al.,
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2021). Rather than silencing harmful content, CNs
respond with informed, fact-based narratives de-
signed to challenge prejudices and misinformation
while promoting understanding. These responses
aim to de-escalate hostility and encourage healthier
dialogue, directly addressing the biases or miscon-
ceptions fueling hate speech. Research has shown
that CNs can be effective in reducing the impact
of hate speech, fostering more productive online
interactions, and mitigating polarization, making
them an increasingly compelling option in the fight
against hate speech.

However, implementing Counter Narratives
(CNs) at scale poses significant challenges. Off-
the-shelf Large Language Models (LLMs) often
produce generic responses that fail to address the
nuanced cultural and contextual factors necessary
for effectively tackling diverse hate speech scenar-
ios. This is where Direct Preference Optimization
(DPO) can play a crucial role. By refining and
aligning LLM outputs, DPO enables the generation
of more context-aware, culturally sensitive, and im-
pactful counter-narratives, making it a promising
approach for addressing the limitations of tradi-
tional LLMs in combating hate speech.

In Table 1, it can be observed that DPO model’s
response is better than the SFT counterpart in gener-
ating counter-speech (CS) that is more contextually
relevant and aligned with the grounded knowledge
(KN). The DPO model output explicitly refutes
the hate speech (HS) by disassociating Muslims
from ISIS, stating that "The ‘many’ extremists are
not Muslims, in fact the majority of ISIS are not
Muslims," which directly aligns with the KN that
condemns ISIS and emphasizes that they do not
represent true Islamic teachings. In contrast, the
SFT model provides a more generic response, "The
fact that a small minority of Muslims may act vi-
olently does not make all Muslims guilty," which,
while valid, does not leverage the KN effectively
to address the specific accusations in the HS.

Note - In this paper, we use the terms Counter
Narratives (CN) and Counter Speech (CS) inter-
changeably.

2 Related Work

Hate Speech in the past has been tackled in mul-
tiple ways. Some works have focused on hope
speech, which tackles HS with a constructive view
(Palakodety et al., 2020), (Chakravarthi, 2020),
and (Ureña López et al., 2023). However, unlike

a CN, hope speech does not directly respond to
hate speech or counter a message in opposition.
(Bonaldi et al., 2024) compares different strate-
gies for tackling hate speech like counter-trolling,
anti-stereotyping (Mun et al., 2023), detoxification
(Laugier et al., 2021) and misinformation counter-
ing (Stammbach and Ash, 2020-10). Each of these
methods has its own merits and demerits, but for the
scope of this task, we focus on CN generation. Dif-
ferent CN generation strategies have been explored.
Constraint-based CN generation leverages various
linguistic (Horawalavithana et al., 2022), (Wang
et al., 2021), and outcome constraints (Hong et al.,
2024) to guide the generation of text. With the
advent of Large Language Models (LLMs), there
has been a paradigm shift towards leveraging these
models for constraint-based counter-narrative (CN)
generation, as they don’t require prior knowledge
of fixed templates or rigid rule sets. LLMs can dy-
namically adapt to context and generate a wide va-
riety of responses, offering greater flexibility than
traditional constraint-based methods. Studies have
demonstrated that LLMs, when fine-tuned on hate
speech and counter-speech datasets, can produce
more contextually relevant and diverse responses.
For instance, research by (Saha et al., 2024) evalu-
ated the zero-shot capabilities of models like GPT-
2, DialoGPT, ChatGPT, and FlanT5 in generating
counter-speech, highlighting the potential and limi-
tations of LLMs in this domain.
Previous studies, such as (Zellers et al., 2019) and
(Solaiman et al., 2019), have highlighted that Large
Language Models (LLMs) often hallucinate when
they lack sufficient context. For instance, early
methods focused on predefined responses or tem-
plates, limiting their flexibility and scalability. Su-
pervised learning models, while more adaptable,
require extensive labeled datasets, which are chal-
lenging to obtain for the diverse manifestations of
hate speech. These limitations have prompted the
exploration of more sophisticated techniques, such
as leveraging large language models and reinforce-
ment learning, to enhance the effectiveness and
adaptability of CS generation (Hengle et al., 2024).
Research has demonstrated that incorporating an
external grounded knowledge base significantly
enhances the generation capabilities of both con-
versational agents and LLMs. For conversational
agents, grounding responses in external knowledge
leads to more accurate, contextually relevant, and
fact-based outputs, as shown in studies like (He
et al., 2017) and (Dinan et al., 2019). Similarly,
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LLMs benefit from this approach by reducing hal-
lucinations and producing coherent and informed
responses, as emphasized by (Chung et al., 2021).
However, LLMs trained on vast datasets often ac-
quire undesirable biases and attributes, which can
be mitigated through human alignment techniques
such as Reinforcement Learning from Human Feed-
back (RLHF) (Ouyang et al., 2022) and Direct Pref-
erence Optimization (DPO) (Rafailov et al., 2023).
In this paper, we are the first to investigate the ef-
fectiveness of model alignment approaches, partic-
ularly Direct Preference Optimization (DPO), for
generating Counter Speech (CS) to address Hate
Speech (HS). By leveraging alignment techniques
and grounded knowledge, we aim to improve the
quality and relevance of CS generation, enabling
LLMs to produce more impactful and scalable re-
sponses across diverse linguistic contexts.

This investigation is important because tradi-
tional approaches to countering hate speech often
fall short in adapting to the nuances of varied cul-
tural and linguistic contexts. Hate speech mani-
fests differently across regions, requiring CS re-
sponses that are both context-aware and culturally
sensitive. Moreover, the multilingual capabilities
of DPO make it especially valuable in addressing
hate speech globally, as it allows for the genera-
tion of effective counter-narratives across multiple
languages. This multilingual usefulness ensures
that diverse communities can be supported with
relevant and culturally appropriate counter-speech,
enhancing the inclusivity and accessibility of digi-
tal platforms.

3 Dataset

We used the multilingual dataset* provided for the
shared task as shown in Table 2. The Hate Speech
(HS) examples are sourced from the MTCONAN
dataset†, while the Counter Narratives (CN) are
newly generated. Additionally, each HS-CN pair is
accompanied by five background knowledge sen-
tences, some of which are specifically curated to
provide relevant context for generating the Counter
Narratives.

We did not use any external dataset for this
shared task besides the one in the shared task.

*https://huggingface.co/datasets/LanD-FBK/ML_
MTCONAN_KN

†https://github.com/marcoguerini/CONAN/tree/
master/Multitarget-CONAN

4 Architecture

4.1 Pre-trained Models
In this shared task, we leveraged DPO on the
Llama-3 (Dubey et al., 2024) model to generate
Counter Speech (CS) and demonstrated its superi-
ority over the SFT-only model. We selected Llama-
3 as our base model due to its proven effectiveness
across multiple NLP benchmarks‡. While we also
experimented with smaller fine-tuned models like
GPT-2 (Radford et al., 2019) and Llama-2 (Tou-
vron et al., 2023), their performance was found to
be inferior compared to Llama-3.

4.2 Generating Rejected Answers
We optimized LLMs using DPO, leveraging their
SFT counterparts as a reference to guide preference-
based alignment. Rejected CS responses, as illus-
trated in Figure 1, were generated using GPT-4o
(OpenAI, 2023) to ensure diversity and contextual
relevance. The quality of these rejected responses
is directly proportional to the quality of the HS.
Thus, a low-quality HS would result in a low qual-
ity rejected response. These rejected responses
were utilized as negative samples in conjunction
with preferred responses to fine-tune the LLMs
through DPO alignment, improving the quality of
generated CS and enabling scalability across di-
verse linguistic contexts.

In the context of Counter-Narrative (CN) gen-
eration, rejected answers serve two critical pur-
poses:

• Defining Negative Samples for Learning:
Rejected answers act as negative examples
that help the model understand what consti-
tutes a less-effective or less-preferred counter-
narrative. These rejected responses might lack
relevance, contextual accuracy, or the nec-
essary persuasive tone to effectively counter
hate speech, making them valuable for con-
trastive learning.

• Reinforcing Desirable Counter-Narrative
Behavior: By contrasting rejected an-
swers with ground-truth (preferred) counter-
narratives, DPO trains the model to prioritize
generating responses that are more contextu-
ally appropriate, impactful, and aligned with
human preferences. This process helps the
model learn to avoid unpersuasive, factually

‡https://github.com/meta-Llama/Llama3/blob/
main/eval_details.md
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Split Number of Examples Percentage (%)

Train 396 66.4
Validation 100 16.8
Test 100 16.8

Table 2: Data distribution across splits for each language.

Figure 1: Prompt description used for generating re-
jected answers for DPO.

incorrect, or generic counter-narratives while
focusing on generating precise, ethical, and
contextually rich responses to hate speech.

5 Experimental Results

All training processes in this paper were executed
on a single 32 GB V-100 GPU. Initially, we applied
supervised fine-tuning using the Llama3 basic and
instruct models, utilizing default parameters and
LoRA (Hu et al., 2022) fine-tuning techniques. The
default parameters included a batch size of 4, com-
bining gradients over 4 steps, and weight decay of
0.01. For LoRA, we set the rank (r) to 16, the scal-
ing factor (alpha) to 16, and applied a dropout of 0
to the low-rank layers, targeting the attention lay-
ers. The training dataset provided in the shared task
was relatively small, consisting of only 1,500 lines,
necessitating a higher number of epochs to suffi-
ciently train the SFT model. To prevent excessively
long outputs, we set the maximum sequence length
to 640. We employed the Adam optimizer with a
learning rate of 2e-4, conducting training for 500
epochs for each model. The entire training process
spanned approximately 70 hours. After evaluating

the models on the validation dataset, we selected
the checkpoints at 150 epochs for the Llama3 ba-
sic model and 200 epochs for the Llama3 instruct
model, referred to as run1 and run2 respectively.

Next, we extended the training on our DPO
dataset based on the SFT checkpoint. For this
phase, we adjusted the learning rate to 5e-4 and con-
tinued for an additional 80 epochs for each model.
Upon further validation testing, we observed some
improvements in the basic model, while the instruct
model showed signs of degradation. Finally, we
opted for the 80 epochs checkpoint of the Llama3
basic model as our run3.

The overall comparison across runs can be seen
in Table 3. We provide a detailed evaluation of
the models across various metrics to measure their
performance in Counter Speech (CS) generation
tasks. The metrics used include AVG BLEU-2
(Papineni et al., 2002), BERTScore (Zhang et al.,
2020), JudgeLM (Zubiaga et al., 2024), and AVG
ROUGE-L (Lin, 2004). These metrics assess
the quality of the generated outputs by measuring
their similarity to ground-truth counterspeech, with
higher values indicating better alignment with ref-
erence texts. Our results show that run3, the DPO-
aligned Llama3 base model, outperforms the other
runs across all metrics, followed by run2 (SFT
Llama3 instruct model) and run1 (SFT Llama3
base model).

The findings highlight several key lessons
learned. First, the superior performance of run3
reinforces the efficacy of Direct Preference Op-
timization (DPO) for improving text generation
tasks, including Counter Narrative (CN) genera-
tion. By fine-tuning models with human-aligned
preferences, DPO enables outputs that are not only
factually accurate but also more assertive and con-
textually relevant. Second, the comparison under-
scores the limitations of standard supervised fine-
tuning (SFT), which, while effective in generating
coherent text, often fails to directly challenge and
dismantle hate speech in a targeted manner. Lastly,
the integration of metrics such as BERTScore and
JudgeLM provides deeper insights into how models
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Language Model Name JudgeLM RougeL (%) BLEU (%) BERTScore (%) Gen Len Novelty (%)

English Northeastern Uni run1 965.5 48.3 40.1 81.0 30.4 76.8
Northeastern Uni run2 990.0 51.6 42.1 82.3 30.9 76.6
Northeastern Uni run3 1191.0 51.8 40.3 82.6 43.0 78.1

Basque Northeastern Uni run1 1107.5 25.6 13.3 74.6 24.8 84.3
Northeastern Uni run2 1158.0 27.6 13.5 75.7 24.5 83.4
Northeastern Uni run3 1145.0 30.9 17.6 76.2 29.6 85.2

Italian Northeastern Uni run1 830.0 42.6 30.8 79.7 32.0 77.8
Northeastern Uni run2 905.5 45.4 33.7 80.8 33.5 76.9
Northeastern Uni run3 1004.0 47.5 36.2 81.3 40.7 77.8

Spanish Northeastern Uni run1 894.5 45.6 34.5 80.6 35.1 74.0
Northeastern Uni run2 845.0 46.7 33.6 81.2 33.4 73.9
Northeastern Uni run3 873.0 45.3 33.4 80.5 43.8 76.6

Table 3: Performance metrics of Northeastern Uni models across languages. The highest scores for each metric are
marked in bold

align with the subtleties of counter-narrative gener-
ation, emphasizing the importance of using diverse
evaluation methods. These results demonstrate the
value of alignment techniques in producing impact-
ful counter-speech and set a benchmark for future
research in this domain.

6 Error Analysis

Below is an example output generated by the three
models:

• Hate Speech: Jews are less than animals.

• Ground Knowledge: Religion holds up the
ideal of the equal dignity of human beings.
Why are Americans so ignorant and unedu-
cated about other cultures and religions? Ev-
ery religion holds up the ideal of the equal
dignity of human beings. Teach the human
race the futility of attempting to define an un-
fathomable supreme entity. Why are Ameri-
cans so ignorant and uneducated about other
cultures and religions? Big question.

• run1 output: (sft Llama3 base model)
Every religion holds up the ideal of the equal
dignity of human beings. No matter what,
human race must be taught the futility of at-
tempting to define an unfathomable supreme
entity.

• run2 output: (sft Llama3 instruct model)
Every religion holds up the ideal of the equal
dignity of human beings. We should all aim to
teach the human race the futility of attempting
to define an unfathomable supreme entity.

• run3 output: (dpo Llama3 base model)
Every religion holds up the ideal of the equal
dignity of human beings. Are you saying that
you are not aware of it and you should teach
the human race the futility of attempting to
define an unfathomable supreme entity?

Comparing the three outputs, run1 and run2 em-
phasize education and collective responsibility, sug-
gesting a more generalized and neutral approach
to countering hate speech. Both outputs highlight
the importance of universal dignity and teaching
the futility of defining an unfathomable supreme
entity. However, their responses lack specificity
in addressing the explicit stereotype presented in
the hate speech. The tone remains passive and
non-confrontational, making them less impactful
in directly opposing the harmful statement. While
these outputs might be effective for audiences that
are neutral or uninformed, they fail to actively chal-
lenge the hateful perspective, potentially limiting
their ability to provoke meaningful reflection or
change.

In contrast, the output from run3, generated by
the DPO-aligned model, adopts a more assertive
and interrogative stance. By directly questioning
the ignorance implied in the hate speech, it ac-
tively confronts the harmful viewpoint and forces
the reader to reconsider their stance. This approach,
grounded in factual knowledge, provides a stronger
rebuttal and creates an opportunity for cognitive
dissonance. It balances politeness with firmness,
making it more effective in counter-narrative sce-
narios where directly opposing hate speech is criti-
cal. This comparison underscores the importance
of fine-tuning with alignment techniques, such as
DPO, to produce counter-narratives that are not
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only coherent but also impactful and assertive in
dismantling hate speech.

6.1 Future Improvements

The generation of rejected outputs in this work re-
lied on a simple prompt instructing the model to
create sentences supporting the Hate Speech (HS)
without repeating its content. While this approach
served its purpose, the simplicity of the prompt
limited the diversity and contextual richness of the
rejected outputs. Future improvements could focus
on designing more advanced prompts or leveraging
techniques such as reinforcement learning to pro-
duce more varied and representative outputs. This
would enhance the dataset’s robustness and sup-
port a more comprehensive evaluation of Counter-
Narrative (CN) generation models.

We were unable to utilize some of the latest and
larger models, such as GPT-4 and certain variants
of LLaMA, primarily due to their substantial com-
putational and memory requirements, which ex-
ceeded the available resources. Additionally, sev-
eral state-of-the-art models are not open-sourced,
limiting their accessibility for integration into this
work. Addressing these constraints in future re-
search could enable the exploration of these power-
ful models for more advanced and scalable Counter-
Narrative (CN) generation.

Additionally, the criteria for rejecting outputs,
while necessary for ensuring quality, were some-
what rigid and manual in nature. This limited the
exploration of alternative, potentially valid CNs
that did not conform strictly to predefined guide-
lines. Future work could focus on refining rejection
criteria to allow for greater nuance and diversity in
acceptable CNs, perhaps through semi-automated
methods involving human-in-the-loop systems or
adaptive scoring mechanisms. By integrating such
methodologies, the evaluation process could bet-
ter capture a broader range of valid CNs, leading
to richer datasets and more nuanced performance
assessments of CN generation models.

7 Conclusion

The integration of Direct Preference Optimiza-
tion (DPO) has significantly enhanced the genera-
tive capabilities of Llama3 models, refining align-
ment and improving output quality through iter-
ative training on the DPO dataset. This process
enables the model to produce contextually relevant
and human-preferred outputs, showcasing its poten-

tial for impactful applications. While some model
configurations demonstrated varying degrees of
improvement, the results overall highlight the ef-
fectiveness of DPO in driving better performance.
These findings underline the value of alignment
techniques like DPO in advancing generative mod-
els and set the stage for further innovations to un-
lock even greater potential across diverse applica-
tions.
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A Appendix

A.1 Training Prompt

In this paper, two versions of the LLaMA-3 model
were employed. Each model utilized a distinct
prompt format during training.

Prompt used while training LLaMA-3-base:

Below contains a HS (hate speech) and a KN
(knowledge). Based on the knowledge, write a CN
(counter narrative) to contradict the hate speech
within 50 words.

### HS:
Do you have any proof that the Holocaust ever

happened?
### KN:
The ninth is Holocaust Against Jews is a Total

Lie - Proof. Yet for the Holocaust survivors and
witnesses, the trial is clearly about more than that.
The third result is the article The Holocaust Hoax;
IT NEVER HAPPENED. At the Eichmann trial
close to 100 witnesses testified about their suffering.
It has changed both the questions being asked - did
the Holocaust actually happen?

### CN:
At the Eichmann trial close to 100 witnesses

testified about their suffering. There are living
survivos of the Holocaust. What other evidences
do you need?<|end_of_text|>

Prompt used while training LLaMA-3-
instruct:

<|begin_of_text|><|start_header_id|> system
<|end_header_id|>

You are an AI assistant. Below con-
tains a HS (hate speech) and a KN (knowl-
edge). Based on the knowledge, write a CN
(counter narrative) to contradict the hate speech
within 50 words.<|eot_id|><|start_header_id|> user
<|end_header_id|>

[HS] Do you have any proof that the Holo-
caust ever happened? [KN] The ninth is Holo-
caust Against Jews is a Total Lie - Proof. Yet
for the Holocaust survivors and witnesses, the
trial is clearly about more than that. The third
result is the article The Holocaust Hoax; IT
NEVER HAPPENED. At the Eichmann trial close
to 100 witnesses testified about their suffering.
It has changed both the questions being asked
- did the Holocaust actually happen?<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

[CN] At the Eichmann trial close to 100 wit-
nesses testified about their suffering. There are
living survivos of the Holocaust. What other evi-
dences do you need?<|eot_id|>

A.2 Sample Output
In this section, we present examples from the
dataset that illustrate the differences in Counter Nar-
rative (CN) quality generated by the SFT (Super-
vised Fine-Tuned) model and the DPO (Direct Pref-
erence Optimization) model. These examples pro-
vide a comparative analysis, demonstrating how the
DPO model outperforms the SFT model in terms of
factual accuracy, alignment with the ground truth
CN, and overall quality.

For example in Table 4, the differences between
SFT and DPO model outputs when addressing
hate speech. The hate speech in question suggests
racial inferiority, while the ground truth counter-
narrative (CN) states that no privileges or oppor-
tunities should be based on color or origin. The
SFT model generates a verbose response that in-
corporates irrelevant details from the knowledge
source, diluting the clarity and focus of the counter-
narrative. In contrast, the DPO model produces
a concise and directly relevant response, effec-
tively aligning with the ground truth CN by stating,
"No jobs should be given to anyone because of
their colour or origin." This demonstrates the DPO
model’s superior ability to filter extraneous infor-
mation and generate precise, impactful counter-
narratives.
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Category Content

HS Niggas are not as British as we are.
They are just an inferior type of citi-
zens.

CN No privilege should be given to anyone
because of their colour or origin.

KN Aleksandrovics Lovegrove said nurses
would carry around a swatch of colours
with different skin tones. She is a fierce
fan of British brands and is always
proud to ’wear British’ both at home
and abroad. 2015Mattdavelewis Tom-
Felton thoughts on woman of colour be-
ing cast as Hermione? But there is a
type of red lip that will suit you best,
and I’m not necessarily talking about a
specific colour. No jobs should be given
to anyone because of their colour or ori-
gin.

SFT Nurses would carry around a swatch of
colours with different skin tones. But
there is a type of red lip that will suit
you best, and I’m not necessarily talk-
ing about a specific colour. No jobs
should be given to anyone because of
their colour or origin.

DPO No jobs should be given to anyone be-
cause of their colour or origin.

Table 4: Sample Outputs for LLaMA 3 base model:
DPO is Clearer and Closer to Ground Truth

Category Content

HS LGBTs have no place in a civilised so-
ciety.

CN Countless people, particularly kids, face
fear and abuse every day because of
their sexual orientation. The majority
of states also lack anti-discrimination
protection based on sexual orientation
or gender identity. We should fight to
make our country all for all people with
different sexual orientations.

KN Has he not noticed that we hardly have
a civilised society? foie gras is not a
healthy product and has no place in a
civilised society. Countless people, par-
ticularly kids, face fear and abuse every
day because of their sexual orientation.
The majority of states also lack anti-
discrimination protection based on sex-
ual orientation or gender identity. Again
means Make America all for white peo-
ple, no immigrants, no people of differ-
ent sexual orientations.

SFT Countless people, particularly kids, face
fear and abuse every day because of
their sexual orientation. A tolerant soci-
ety is not only for the majority but also
for the minorities.

DPO Countless people, particularly kids, face
fear and abuse every day because of
their sexual orientation. The majority
of states also lack anti-discrimination
protection based on sexual orientation
or gender identity. Does this mean we
are not a civilised society?

Table 5: Sample Outputs for LLaMA 3 base model:
DPO utilizes more background knowledge
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Category Content

HS We cannot be associated with people
who are unwilling to integrate.

CN So what needs to be done to ease inte-
gration for migrants and refugees? Ulti-
mately, successful integration will come
down to how much civil society will
continue to welcome and support the
migrants, ensuring that they don’t feel
isolated in their new homes.

KN So what needs to be done to ease inte-
gration for migrants and refugees? Ul-
timately, the planet’s future depends on
successfully integrating the economies
of rich countries and poorer ones. But,
you can manage the extent to which
culture detracts from rather than con-
tributes to successful integration. The
irony is, the more successful the EU
becomes in blocking the migrants, the
more get trapped in Morocco. But, he
says, successful integration will also
come down to how much civil society
will continue to welcome and support
the migrants, ensuring that they don’t
feel isolated in their new homes.

SFT The extent to which culture detracts
from rather than contributes to success-
ful integration can be managed. Ad-
ditionally, how much civil society will
continue to welcome and support the
migrants will greatly impact the integra-
tion process.

DPO Successful integration will also come
down to how much civil society will
continue to welcome and support the
migrants, ensuring that they don’t feel
isolated in their new homes.

Table 6: Sample Outputs for LLaMA 3 instruct model:
DPO focus on background knowledge
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Abstract
We present our approach for the shared task on
Multilingual Counterspeech Generation (MCG)
to counteract hate speech (HS) in Spanish, En-
glish, Basque, and Italian. To accomplish this,
we followed two different strategies: 1) a graph-
based generative model that encodes graph
representations of knowledge related to hate
speech, and 2) leveraging prompts for a large
language model (LLM), specifically GPT-4o.
We find that our graph-based approach tends
to perform better in terms of traditional evalua-
tion metrics (i.e., RougeL, BLEU, BERTScore),
while the JudgeLM evaluation employed in the
shared task favors the counter-narratives gener-
ated by the LLM-based approach, which was
ranked second for English and third for Spanish
on the leaderboard.

1 Introduction

The prevalence of hate speech (HS) has become
a problem in modern social networks (Nazmine
et al., 2021), and its effects on people can range
from causing fear of becoming the target of physi-
cal violence (Saresma et al., 2021) to an increase
in suicide rates (Hinduja and Patchin, 2007). There
are several strategies for HS mitigation, including
content moderation and counterspeech intervention
(Donzelli, 2021). The latter involves the use of
counter-narratives (CNs), which can be defined as
non-negative responses that focus on alternative
perspectives and fact-based arguments (Benesch,
2014). Counterspeech is considered free from nor-
mative or censoring issues (Donzelli, 2021), which
makes it an appealing strategy.

Automated CN generation is of particular inter-
est, as the negative effects of HS on human content

moderators are widely acknowledged (Spence et al.,
2023) and manual CN generation is not feasible
at large enough scales (Schieb and Preuss, 2016).
This paper addresses the Multilingual Counter-
speech Generation shared task at COLING 20251,
which focuses on automated CN generation against
HS leveraging additional background knowledge
(KN). This KN provides additional informative
content to fight HS (e.g., the sentence ”Feminism
means giving women equal opportunity and fair
pay at work” serves as one of the KN context sen-
tences for the HS ”Women are weak and need men
to be able to achieve something in their lives.”).
The shared task covers four different languages: En-
glish, Spanish, Basque, and Italian. Our solution is
based on the approaches presented by Baez Santa-
maria et al. (2024) and Doğanç and Markov (2023).
We hypothesize that the graph-based approach in-
troduced in the former can be adapted from the
dialogue-based domain to employ the background
knowledge (KN) provided with the dataset, while
the prompt personalization approach introduced in
the latter would add relevant context to the LLM
used in our experiments.

In this paper, we first provide an overview of the
related work. Then, we describe the details of the
dataset, as well as the details of our system and
the experiments that were performed. Finally, we
discuss the obtained results and derive conclusions.

2 Related Work

The task of automating CN generation was first
proposed by Qian et al. (2019), and the CONAN

1https://sites.google.com/view/
multilang-counterspeech-gen/shared-task
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Graph constructor

Input text

Input graph Graph encoder
(GAN)

Text encoder
(Transformer)

Feature fusion Text decoder
(Transformer) Output text

Figure 1: System architecture. From left to right: 1) The text representation is translated into a graph representation.
2) The graph and text inputs get encoded in parallel to generate vector representations. 3) The encoded represen-
tations are aligned using a feature fusion mechanism. 4) These aligned features are passed to a text decoder to
generate output text.

dataset manually created by trained NGO opera-
tors was made available in (Chung et al., 2019),
which enabled the training of automated generative
systems. Since then, there have been approaches
including both LLM-based (Vallecillo-Rodríguez
et al., 2023) and graph-based (Baez Santamaria
et al., 2024) strategies. We describe both the graph-
based and LLM-based strategies in more detail in
the following.

2.1 LLM-based approaches

Vallecillo-Rodríguez et al. (2023) used LLMs, like
GPT-3 (Brown et al., 2020), in a few-shot setup.
The prompt contained a few examples of HS-CN
pairs and directed the model to generate a CN
against a given HS. An alternative LLM-based strat-
egy was proposed in (Doğanç and Markov, 2023),
which involved a multi-step pipeline that directed
the model to create personalized CNs based on the
demographic characteristics of the author of HS.
Both approaches rely on annotator-based evalua-
tions that are not directly comparable, but effec-
tively demonstrate the potential of prompt-based
techniques in generating CNs using pre-trained
LLMs.

2.2 Graph-based approaches

Baez Santamaria et al. (2024) presented a graph-
based approach for automated CN generation. The
model was trained on the DIALOCONAN dataset
(Bonaldi et al., 2022), which extended HS-CN pairs
with dialogue history context. The architecture pro-
posed by Baez Santamaria et al. (2024) encodes
the dialogue history into graphs with the Graph-Of-
Thought (GOT) strategy (Yao et al., 2023), making
use of the OpenIE framework to extract seman-
tic triples. The constructed graph is then fed to a
Graph Attention Network (GAN) (Veličković et al.,
2018), the output of which is processed in a fusion
layer together with an embedding of the original

text, and then passed through a decoder layer to
obtain the final counter-narratives. Text encodings
are extracted from the Flan-Alpaca2 transformer
model.

3 Dataset

The ML-MTCONAN-KN dataset3 used in the
shared task consists of 596 HS-CN pairs. It covers
four different languages: English, Spanish, Italian,
and Basque. Each entry in the dataset contains the
HS and CN, along with a description of the de-
mographic group targeted by the HS. The dataset
also includes five background knowledge (KN) sen-
tences. The dataset statistics are provided below:

• Train: 396 pairs;

• Development: 100 pairs;

• Test: 100 pairs.

4 System Overview

Our participation involves both LLM-based and
graph-based approaches. Each of our approaches
uses the KN sentences provided within the ML-
KN-MTCONAN dataset. We do not use additional
data and rely solely on the dataset provided by the
organizers. We describe the implementation details
in the following sub-sections.

4.1 LLM-based approach

For this approach, we used OpenAI’s API 4 to ob-
tain chat completions from the GPT-4o model (ver-
sion gpt-4o-2024-08-06). No further fine-tuning
was performed. Two different prompting strategies
were explored:

2https://huggingface.co/declare-lab/
flan-alpaca-base

3https://huggingface.co/datasets/LanD-FBK/ML_
MTCONAN_KN

4https://platform.openai.com/
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ID Coreference
resolution

Data
setup

Maximum
nodes Language

Triplet
extraction

engine
GB (1) True Sequential 100 English OpenIE
GB (2) True Interspersed 100 English OpenIE
GB (3) False Sequential 150 English OpenIE
GB (4) False Interspersed 150 English OpenIE
GB (5) False Interspersed 150 Multilingual OpenIE
GB (6) False Interspersed 150 Multilingual CLTL

Table 1: Configurations for our graph-based approach, GB stands for the graph-based approach.

1. The GPT-4o model was instructed to produce
a CN personalized with respect to the author
of the HS. In this strategy, the model was al-
lowed a maximum output token window of
100.

2. Similarly to the previous strategy, the model
was instructed to produce a CN personalized
with respect to the author of the HS. In this
case, a Chain-Of-Thought-inspired (Wei et al.,
2023) prompt was implemented, with a 2,000
maximum output token window.

The prompts used for both strategies are pro-
vided in Appendix A. In all cases, the prompt and
the HS instance were provided to the model, as
well as the KN sentences present in the ML-KN-
MTCONAN dataset.

4.2 Graph-based approach
Our approach follows the same general architec-
ture as presented by Baez Santamaria et al. (2024),
which is shown in Figure 1. Our main adaptations
for this shared task are in the graph constructor
and the input text setup, both of which we explain
below.

4.2.1 Architecture
For the construction of the contextualized graph
representations, in the previous work Baez Santa-
maria et al. (2024) used the CoreNLP5 tool to ex-
tract semantic triplets and perform the coreference
resolution. However, this tool only has available
models for English triplet extraction and corefer-
ence resolution.

In this work, we used the cltl-
knowledgeExtraction6 tool for the multilingual
triple extraction. We did not use coreference
resolution and increased the number of maximum
nodes in the graph. The transformer model

5https://stanfordnlp.github.io/CoreNLP/
6https://github.com/leolani/

cltl-knowledgeextraction

used for language encoding was not changed, as
the underlying Flan-T5 model already exhibits
multilingual capabilities (Chung et al., 2022).

4.2.2 Input text setup

As the original architecture presented by Baez San-
tamaria et al. (2024) was proposed for a dialogue-
based dataset, considerations were made to use the
additional KN information in training. Two differ-
ent strategies were explored:

• Sequential: KN sentences were fed in a se-
quential manner, concatenating them all to-
gether. Then, 1) the HS and 2) the CN were
appended (e.g., [KN, ..., KN, HS, CN]).

• Interspersed: KN sentences were inter-
spersed with repeated utterances of the tar-
geted HS, and then the CN was appended (e.g.,
[KN, HS, KN, HS, ..., HS, CN]).

4.3 Experiments

Both the LLM-based and graph-based approaches
were trained on the train subset of the dataset and
evaluated on the validation subset of the dataset.
We first evaluated several versions of the graph-
based approach only on the English subset of the
dataset, from which the best performers were cho-
sen to be trained on all four languages (English,
Spanish, Italian, Basque) available in the dataset.
The training was performed on 2 NVIDIA RTX
A5000 GPUs, with a batch size of 8 and over 50
epochs. All experiments performed with the graph-
based approach are described in Table 1, which
shows the System ID associated with each varia-
tion of the approach.

As for the LLM-based approach, different con-
figurations were tested on all four of the available
languages in the dataset. These configurations are
shown in Table 2.
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ID Maximum
tokens

Prompt
strategy

LLMB (7) 100 1
LLMB (8) 60 1
LLMB (9) 2000 2

Table 2: Configurations for our LLM-based approach,
LLMB stands for the LLM-based approach. Prompting
strategies are described in Section 4.1.

5 Results and Discussion

The evaluation was performed using the official
evaluation scripts provided by the task organizers.7

The evaluation includes both traditional metrics
(RougeL, BLEU, BERTScore, generation length,
novelty), and the JudgeLM score, an LLM-based
evaluation (Zhu et al., 2023). We discuss the ob-
tained results below.

5.1 Development phase
According to the results for the graph-based ap-
proach (shown in Table 3), systems GB (4) and GB
(1) were the top performers, with GB (4) having
better performance on the traditional metrics and
GB (1) on the JudgeLM ranking. The decision was
made to move forward with system GB (4).

ID JudgeLM RougeL BLEU BERT gen novelty
GB(1) 282.5 0.4550 0.3516 0.7891 30.187 0.7811
GB(2) 226 0.4173 0.3036 0.7651 35.625 0.7825
GB(3) 272 0.4328 0.3623 0.7851 31.737 0.7857
GB(4) 273 0.4547 0.3585 0.7914 30.725 0.7838

Table 3: Results for the different configurations of
the graph-based approach on the English subset of the
dataset. The best results are highlighted in bold.

Considering the results from Table 3, we trained
the systems GB (5) and GB (6) without coreference
resolution and with interspersed data, the only dif-
ference being the different triple extraction engines
(OpenIE and CLTL respectively). We implemented
the OpenIE tool as a fallback in system GB (6),
as using the CLTL tool, we were able to extract
triplets only for about 30% of the training dataset.

The LLM-based approach was tested with the
two different strategies presented in Section 4.1, be-
ing systems LLMB (7) and LLMB (9), respectively,
with an additional experiment (system LLMB (8))
with a reduced output token window size of 60 to
test the importance of this parameter.

Finally, the two GB (5, 6) and three LLMB
(7, 8, 9) systems were evaluated using both tra-
ditional metrics and the JudgeLM score. We per-

7https://github.com/hitz-zentroa/
eval-MCG-COLING-2025

formed both global (all languages) evaluation and
per-language evaluation, see Appendix B for de-
tails.

While the graph-based systems performed better
in terms of the traditional metrics (i.e., RougeL,
BLEU, BERTScore), the LLM-based approach
performed better in terms of the JudgeLM score.
We observed the same trend during the evaluation
phase, which we describe in more detail below.

5.2 Evaluation phase
We submitted the three best-performing models
per language based on the results obtained in the
development phase:

• Run 1: Best performing systems in terms of
traditional metrics.

• Run 2: Best performing systems in terms of
their JudgeLM score.

• Run 3: A combination of the two.

The composition of the submission files is fur-
ther explained in Table 4 (see Tables 1 and 2 for
details about each system).

Language Run 1 Run 2 Run 3
English GB (6) LLMB (7) LLMB (7)
Spanish GB (6) LLMB (7) GB (5)
Italian GB (5) LLMB (9) GB (6)
Basque GB (5) LLMB (7) GB (5)

Table 4: Composition of each submission run, with the
ID of the system that was used to generate the CNs (see
Tables 1 and 2).

Table 5 presents the official results obtained on
the test set. We can observe that our run 2 yielded
the best performance according to the JudgeLM
score for all the languages. The final evaluation re-
sults were ranked primarily by the JudgeLM score.
Our LLM-based run 2 was ranked 2nd for English
and 3rd for Spanish, which highlights a promising
performance and potential of prompt-based tech-
niques in complex tasks like CN generation. This
is in line with previous studies (e.g., Doğanç and
Markov, 2023, Papaluca et al., 2024, Vatsal and
Dubey, 2024, Gan et al., 2024). Our graph-based
technique ranked lower in terms of the JudgeLM
score but scored higher in terms of the traditional
metrics than our LLM-based approach (full results
on the test set available on the official shared task
website8).

8https://sites.google.com/view/
multilang-counterspeech-gen/shared-task
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Lang. Rank Best Run JudgeLM Avg.
English 2/29 2 2498.5 459.4
Spanish 5/27 2 2086.0 358.85
Italian 8/24 2 1630.5 307.7
Basque 3/24 2 1919.0 380.8

Table 5: Final results on the test set.

5.3 Error analysis

In Appendix C, we provide examples of CNs gen-
erated by the systems submitted for the shared task.
In the English examples, we can observe a pat-
tern where the graph-based approach tends to only
concatenate parts of the provided KN sentences,
while the LLM-based approach generates more var-
ied CNs that do not include the KN sentences di-
rectly. In this sense, the graph-based approach may
be more viable in an application where it is nec-
essary to keep KN information intact, while the
LLM-based approach fits better in environments
that allow for casual and creative language.

6 Conclusion

We have shown that prompting techniques as
presented in Doğanç and Markov (2023) and
Vallecillo-Rodríguez et al. (2023) can produce com-
petitive results for the CN generation task. How-
ever, we believe that for less-resourced languages
like Basque, alternative methods such as our graph-
based approach are worth exploring. In this sense,
future studies implementing graph-inspired archi-
tectures (like GoT) could bring the best of both
worlds and introduce further improvements in the
quality and effectiveness of automatically gener-
ated CNs.

Based on the fact that our graph-based approach
performed better in terms of the traditional metrics
than in terms of the JudgeLM score, it is worth ex-
ploring whether the JudgeLM system may exhibit
biases towards LLM-generated text, as it has been
shown previously for other evaluation systems (Dai
et al., 2024).
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A GPT-4o Prompts

1 prompt = f ' ' ' You w i l l be g i v e n a h a t e s pe e ch
s e n t e n c e , a t a r g e t f o r t h e h a t e s pe ec h and

s e v e r a l background knowledge s e n t e n c e s
r e l a t e d t o t h e h a t e sp e ec h . F i r s t , c r e a t e
a p r o f i l e f o r t h e p e r s o n who wro te t h e
h a t e sp e ec h comment . The p r o f i l e s h o u l d
i n c l u d e some th ing a b o u t t h e t ime p e r i o d
t h e y grew up i n and t h e c u l t u r e t h e y a r e
p a r t o f . Then , c o n s i d e r i n g t h e p r o f i l e ,
t h e h a t e speech , t h e t a r g e t o f t h e h a t e
s pe ec h and t h e background knowledge
s e n t e n c e s , w r i t e a p e r s o n a l i z e d
c o u n t e r n a r r a t i v e . Only r e t u r n t h e
c o u n t e r n a r r a t i v e , n o t h i n g more .

2
3 \ nHate sp ee c h : { h a t e _ s p e e c h }
4 \ nBackground knowledge : { background_knowledge }
5 \ n T a r g e t : { t a r g e t } ' ' '
6
7 messages = [
8 { " r o l e " : " sys tem " , " c o n t e n t " : "You a r e an

e x p e r t a t g e n e r a t i n g c o u n t e r n a r r a t i v e s t o
h a t e sp e ec h based on background knowledge .
" } ,

9 { " r o l e " : " u s e r " , " c o n t e n t " : prompt }
10 ]

Listing 1: Personalized CN prompt
(Doğanç and Markov, 2023) for GPT-4o.

1 prompt = f ' ' ' Think c a r e f u l l y a b o u t t h e n e x t
s t e p s you w i l l t a k e t o g e n e r a t e a
c o u n t e r n a r r a t i v e . You w i l l be g i v e n a h a t e

s pe ec h s e n t e n c e , a t a r g e t f o r t h e h a t e
s pe ec h and s e v e r a l background knowledge
s e n t e n c e s r e l a t e d t o t h e h a t e s pe ec h .

2
3 \ nS tep 1 − C r e a t e a p r o f i l e f o r t h e p e r s o n who

wro te t h e h a t e s pe e ch comment . The
p r o f i l e s h o u l d i n c l u d e some th ing a b o u t t h e

t ime p e r i o d t h e y grew up i n and t h e
c u l t u r e t h e y a r e p a r t o f . Do n o t r e t u r n
what you w r i t e i n t h i s s t e p .

4
5 \ nS tep 2 − C o n s i d e r i n g t h e h a t e speech , t h e

t a r g e t o f t h e h a t e sp ee c h and t h e
background knowledge s e n t e n c e s , w r i t e a
c o u n t e r n a r r a t i v e . Do n o t r e t u r n what you
w r i t e i n t h i s s t e p .

6
7 \ nS tep 3 − Now, t a k e t h e c o u n t e r n a r r a t i v e you

wro te i n S t ep 2 and p e r s o n a l i z e i t based
on t h e p r o f i l e you c r e a t e d i n S tep 1 .

8
9 \ nS tep 4 − Only r e t u r n t h e r e s u l t s o f s t e p 3 ,

do n o t r e t u r n a n y t h i n g e l s e . L i m i t your
r e s p o n s e t o a round 60 words , and use t h e
same l a n g u a g e as t h e h a t e sp e ec h .

10
11 \ nHate sp ee c h : { h a t e _ s p e e c h }
12 \ nBackground knowledge : { background_knowledge }
13 \ n T a r g e t : { t a r g e t } ' ' '
14
15 messages = [
16 { " r o l e " : " sys tem " , " c o n t e n t " : "You a r e an

e x p e r t a t g e n e r a t i n g c o u n t e r n a r r a t i v e s t o
h a t e sp e ec h based on background knowledge .
" } ,

17 { " r o l e " : " u s e r " , " c o n t e n t " : prompt }
18 ]

Listing 2: Chain-of-thought prompt
(Wei et al., 2023) for GPT-4o.

B Results on the Validation Set

ID JudgeLM
score RougeL BLEU BERT gen novelty

GB (5) 1237 0.3730 0.2764 0.7710 30.330 0.8028
GB (6) 961.5 0.3773 0.2881 0.7730 30.075 0.8016

LLMB (7) 1593.5 0.1301 0.0212 0.6853 55.547 0.8289
LLMB (8) 833.5 0.1182 0.0169 0.6517 28.620 0.8308
LLMB (9) 1185.5 0.1290 0.0199 0.6823 47.677 0.8331

Table 6: Evaluation results during the development
phase for all the languages in the ML-KN-MTCONAN
dataset. The best results are highlighted in bold.

ID JudgeLM
score RougeL BLEU BERT gen novelty

GB (5) 78 0.4727 0.3698 0.8010 29.44 0.7862
GB (6) 80.5 0.4916 0.4176 0.8082 30.44 0.7942

LLMB (7) 373.5 0.1310 0.0147 0.6822 72.16 0.8316
LLMB (9) 309.5 0.1285 0.0149 0.6783 49.39 0.8366

Table 7: English evaluation results during the develop-
ment phase. The best results are highlighted in bold.

ID JudgeLM
score RougeL BLEU BERT gen novelty

GB (5) 70 0.3908 0.2798 0.7722 35.67 0.7726
GB (6) 67 0.4003 0.2946 0.7781 34.66 0.7666

LLMB (7) 358.5 0.1680 0.0335 0.6965 63.95 0.7971
LLMB (9) 313.5 0.1595 0.0290 0.6924 49.87 0.8009

Table 8: Spanish evaluation results during the develop-
ment phase. The best results are highlighted in bold.

ID JudgeLM
score RougeL BLEU BERT gen novelty

GB (5) 69 0.3438 0.2477 0.7649 32.75 0.7914
GB (6) 79 0.3406 0.2303 0.7651 30.99 0.7881

LLMB (7) 318 0.1321 0.0208 0.6841 51.39 0.8183
LLMB (9) 326 0.1383 0.0257 0.6819 49.64 0.8171

Table 9: Italian evaluation results during the develop-
ment phase. The best results are highlighted in bold.

ID JudgeLM
score RougeL BLEU BERT gen novelty

GB (5) 259.5 0.2848 0.1903 0.7461 23.46 0.8612
GB (6) 189 0.2808 0.1902 0.7406 24.21 0.8574

LLMB (7) 273.5 0.0889 0.0109 0.6782 34.70 0.8688
LLMB (9) 174.5 0.0891 0.0113 0.6768 41.81 0.8780

Table 10: Basque evaluation results during the develop-
ment phase. The best results are highlighted in bold.
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C Examples of Generated
Counter-narratives

Hate speech
Jews control Hollywood and the media.

Counter-narrative

Graph-based (5): Secular, skeptical, intermarried, ambivalent, disenchanted, disengaged,
sometimes Jews: on this day, Judaism and Jewish community briefly take center stage. But
almost from the inception of the American film industry, the Hollywood Jews were dedicated to
assimilation, not religious celebration.
Graph-based (6): On this day, Judaism and Jewish community briefly take center stage. But
almost from the inception of the American film industry, the Hollywood Jews were dedicated to
assimilation, not religious celebration. And he urges that God himself would punish any king
who tried to interfere with the Jews' practice of Judaism.
LLM-based (7): Throughout history, Jewish individuals have made contributions to industries
such as film, media, science, and literature—just like people from many different backgrounds
have participated in shaping our world. However, the idea that Jews ""control"" Hollywood or
the media is a harmful stereotype that has been used repeatedly to create division and
promote hate. Hollywood itself was founded during a time when Jews, like many immigrants to
the United States, were actively looking for ways to assimilate and find opportunities in their
new country.
LLM-based (9): Hollywood isn't about one group controlling everything; it's a diverse industry
where people of different backgrounds collaborate. The Jews in early Hollywood focused more
on fitting in than standing out. It's a place where creativity and talent come first, not religious
identity. People succeed there based on their work, not their beliefs.

Knowledge sentences

He began writing other Hollywood notables, asking them to sponsor endangered Jews. 
Well, Jews last, which is why, in Hollywood, Judaism was always sotto voce. 
Secular, skeptical, intermarried, ambivalent, disenchanted, disengaged, sometimes Jews: on
this day, Judaism and Jewish community briefly take center stage. 
But almost from the inception of the American film industry, the Hollywood Jews were
dedicated to assimilation, not religious celebration. 
And he urges that God himself would punish any king who tried to interfere with the Jews'
practice of Judaism.

Figure 2: Examples of English counter-narratives gener-
ated by each of the systems submitted to the shared task
(see Tables 1 and 2).

Hate speech
Los judíos controlan Hollywood y los medios de comunicación.

Counter-narrative

Graph-based (5): En Hollywood, el judasmo siempre fue sotto voce. Seculares, escépticos,
mestizos, ambivalentes, desencantados, desvinculados, a veces judos: en este da, el
judasmo y la comunidad juda ocupan brevemente el centro del escenario. Pero casi desde los
inicios de la industria cinematográfica estadounidense, los judos de Hollywood se dedicaron a
la asimilación, no a la celebración religiosa.
Graph-based (6): En Hollywood, el judasmo siempre fue sotto voce. Seculares, escépticos,
mestizos, ambivalentes, desencantados, desvinculados, a veces judos: en este da, el
judasmo y la comunidad juda ocupan brevemente el centro del escenario. Deberamos apoyar
a Dios mismo para que cada rey intentara interferir en la práctica del judo por parte de los
judos.
LLM-based (7): Es un error pensar que un grupo determinado controle algo solo por la
presencia de algunos individuos en él. Los judíos de Hollywood, como muchos otros,
simplemente se han dedicado al arte, al entretenimiento y a perseguir sus sueños en una
industria que evolucionó durante los siglos. No es cierto que ellos controlen nada, ni medios,
ni Hollywood, ni el pensamiento de la gente.
LLM-based (9): La realidad es más compleja. La mayoría de los judíos en Hollywood ni
siquiera se enfocan en su religión; de hecho, muchos buscan asimilarse más que controlar.
Creciste en una época donde se imponían estereotipos, pero hoy tenemos acceso a
información más completa, y eso nos invita a reconsiderar las generalizaciones.

Knowledge sentences

Empezó a escribir a otros notables de Hollywood, pidiéndoles que patrocinaran a judíos en
peligro.
Bueno, los judíos los últimos, por eso, en Hollywood, el judaísmo siempre fue sotto voce.
Seculares, escépticos, mestizos, ambivalentes, desencantados, desvinculados, a veces
judíos: en este día, el judaísmo y la comunidad judía ocupan brevemente el centro del
escenario.
Pero casi desde los inicios de la industria cinematográfica estadounidense, los judíos de
Hollywood se dedicaron a la asimilación, no a la celebración religiosa.
E insiste en que Dios mismo castigaría a cualquier rey que intentara interferir en la práctica
del judaísmo por parte de los judíos.

Figure 3: Examples of Spanish counter-narratives gen-
erated by each of the systems submitted to the shared
task (see Tables 1 and 2).

Hate speech
Gli ebrei controllano Hollywood e i media.

Counter-narrative

Graph-based (5): L'ebraismo e la comunità ebraica sono brevemente al centro della scena.
Ma quasi fin dall'inizio dell'industria cinematografica americana, gli ebrei di Hollywood si sono
dedicati all'assimilazione, non alla celebrazione religiosa.
Graph-based (6): Gli ebrei sono gli ultimi, ed è per questo che a Hollywood l'ebraismo è
sempre stato sottovoce. Ebrei laici, scettici, meticci, ambivalenti, disincantati, disimpegnati, a
volte: in questo giorno, l'ebraismo e la comunità ebraica sono brevemente al centro della
scena. Dovremmo essere essere esattamente esattamente esattamente esattamente esiste.
LLM-based (7): L'idea che gli ebrei controllino Hollywood e i media è una semplificazione
estrema e dannosa, basata su pregiudizi storici radicati piuttosto che su fatti reali. In realtà,
molti ebrei che hanno avuto successo a Hollywood hanno dovuto affrontare a lungo
l'esclusione e la discriminazione, e molti di loro si sono assimilati nella sfera pubblica proprio
per evitare ulteriori attacchi.
LLM-based (9): Ma davvero? Se gli ebrei controllassero Hollywood, perché mai allora si
sarebbero sempre sforzati di assimilarsi invece che di mostrare apertamente la loro fede? La
verità è che molti lì cercano solo di lavorare come chiunque altro e di vivere in una società più
inclusiva, non di dominarla.

Knowledge sentences

Cominciò a scrivere ad altri notabili di Hollywood, chiedendo loro di sponsorizzare gli ebrei in
pericolo.
Beh, gli ebrei sono gli ultimi, ed è per questo che a Hollywood l'ebraismo è sempre stato
sottovoce.
Ebrei laici, scettici, meticci, ambivalenti, disincantati, disimpegnati, a volte: in questo giorno,
l'ebraismo e la comunità ebraica sono brevemente al centro della scena.
Ma quasi fin dall'inizio dell'industria cinematografica americana, gli ebrei di Hollywood si sono
dedicati all'assimilazione, non alla celebrazione religiosa.
Ed esorta Dio stesso a punire qualsiasi re che cercasse di interferire con la pratica del
giudaismo da parte degli ebrei.

Figure 4: Examples of Italian counter-narratives gener-
ated by each of the systems submitted to the shared task
(see Tables 1 and 2).

Hate speech
Juduek Hollywood eta komunikabideak kontrolatzen dituzte

Counter-narrative

Graph-based (5): Hollywoodeko beste kontu batzuk idazten hasi zen, arriskuan zeuden
juduak babesteko eskatuz. Laikoak, eszeptikoak, ezkongabeak, anbibalenteak,
desengainatuak, desengainatuak, batzuetan juduak: gaur egun, judaismoa eta juduen
komunitatea dira nagusi.
Graph-based (6): Laikoak, eszeptikoak, ezkongabeak, anbibalenteak, desengainatuak,
desengainatuak, batzuetan juduak: gaur egun, judaismoa eta juduen komunitatea dira nagusi.
LLM-based (7): Harritzekoa da askok uste dutenaren kontra, Hollywooden hastapenetatik
juduen komunitatea integratu nahi izan dela, ospakizun erlijiosoan barik, asimilazio prozesu
batean. Izan ere, benetako helburua inklusioa eta errespetua sustatzea izan da, horrela haien
ekarpen baliagarrak ahalik eta gehien partekatzeko.
LLM-based (9): Segur aski, telebista edo zinema ikusten duzun bakoitzean, ez diozula
gehiegi erreparatzen nor dagoen atzean besteak babesteko lanean. Izan ere, askotan juduak
izan dira beren bizitzak arriskuan jarriz laguntza eskaini dutenak. Ez da kontrola, baizik eta
besteek ere arrakasta izan dezaten lan egitea.

Knowledge sentences

Hollywoodeko beste kontu batzuk idazten hasi zen, arriskuan zeuden juduak babesteko
eskatuz.
Horregatik, Hollywooden, judaismoa sotto voce izan zen beti.
Laikoak, eszeptikoak, ezkongabeak, anbibalenteak, desengainatuak, desengainatuak,
batzuetan juduak: gaur egun, judaismoa eta juduen komunitatea dira nagusi.
Baina ia AEBetako zinema industriaren hastapenetatik, Hollywoodeko juduak asimilazioan
aritu ziren, ez ospakizun erlijiosoan.
Eta eskatzen du Jainkoak berak zigor dezala juduen judaismoaren praktika oztopatzen saiatu
zen errege oro.

Figure 5: Examples of Basque counter-narratives gener-
ated by each of the systems submitted to the shared task
(see Tables 1 and 2).
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Abstract

This paper introduces a context-aware model
for robust counterspeech generation, which
achieved significant success in the MCG-
COLING-2025 shared task. Our approach par-
ticularly excelled in low-resource language set-
tings. By leveraging a simulated annealing al-
gorithm fine-tuned on multilingual datasets, the
model generates factually accurate responses
to hate speech.

We demonstrate state-of-the-art performance
across four languages (Basque, English, Italian,
and Spanish), with our system ranking first for
Basque, second for Italian, and third for both
English and Spanish. Notably, our model swept
all three top positions for Basque, highlighting
its effectiveness in low-resource scenarios.

Evaluation of the shared task employs both tra-
ditional metrics (BLEU, ROUGE, BERTScore,
Novelty) and JudgeLM based on LLM. We
present a detailed analysis of our results, in-
cluding an empirical evaluation of the model
performance and comprehensive score distribu-
tions across evaluation metrics.

This work contributes to the growing body of
research on multilingual counterspeech gener-
ation, offering insights into developing robust
models that can adapt to diverse linguistic and
cultural contexts in the fight against online hate
speech.

1 Introduction

Hate speech (HS) encompasses expressions that
demean or target individuals or groups based on
characteristics such as race, ethnicity, gender, sex-
ual orientation, or religion (de Gibert et al., 2018).
Although HS makes up only a small fraction of so-
cial media content, its impact is significant, affect-
ing nearly one-third of people (Vidgen et al., 2019).
The prevalence of HS on social media has become
a critical societal concern. Traditional approaches,
such as content removal and moderation, have been

widely implemented but are often criticized for in-
fringing on free speech. As an alternative, counter-
speech (CS) has emerged as a promising solution to
mitigate HS while upholding the principle of free
expression (Poudhar et al., 2024).

Counterspeech is defined as speech intended to
counteract and neutralize harmful language. It has
demonstrated effectiveness in real-world applica-
tions (Cepollaro et al., 2023), but its manual cre-
ation is labor-intensive and impractical at scale
given the high volume of HS online. This chal-
lenge has driven interest in automating CS gener-
ation using NLP technologies. The growing need
for effective counterspeech highlights the impor-
tance of strategies that foster healthier online en-
vironments. However, multilingual CS generation
remains a significant challenge, particularly in low-
resource settings where data scarcity limits model
development. Research has focused on understand-
ing HS, crafting effective CS, and addressing the
unique challenges of multilingual and resource-
constrained contexts.

The MCG-COLING-2025 shared task addressed
these challenges by inviting researchers to gener-
ate respectful, specific, and truthful counterspeech
across multiple languages, including Basque, En-
glish, Italian, and Spanish. In this paper, we present
*CODEOFCONDUCT*, a context-aware model
that achieved state-of-the-art performance in this
shared task. Our model demonstrates exceptional
effectiveness in low-resource scenarios, particu-
larly for Basque, and offers valuable insights into
leveraging multilingual datasets and advanced opti-
mization techniques for counterspeech generation.

Our contributions

• A novel application of the simulated anneal-
ing algorithm in fine-tuning for counterspeech
generation.

• Competitive performance across four lan-
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guages, including top-ranking results in low-
resource language Basque.

• Critical analysis of provided CS evaluation
tools, especially Judge-LM.

2 Background

The languages chosen for the shared task cover a
wide range of linguistic features, from Basque’s
complex agglutinative morphology to the more
straightforward syntax of English. This diversity
allows for testing models’ adaptability to varying
linguistic challenges. Furthermore, the inclusion of
background knowledge and cultural differences in
multiple languages adds an additional layer of com-
plexity, requiring models to integrate contextual
information effectively.

2.1 Opportunities and Gaps
Multilingual counterspeech generation is challeng-
ing due to variations in linguistic structure, cultural
norms, and resource availability. English domi-
nates this field due to its resource-rich environ-
ment, while languages like Basque lack sufficient
annotated data and pretrained models (Faisal et al.
(2021)). Approaches to address these challenges of-
ten leverage transfer learning and multilingual pre-
training. Models like mBERT (Devlin et al. (2019))
and XLM-RoBERTa (Conneau et al. (2020)) have
demonstrated robust cross-lingual transfer capabili-
ties, enabling better performance in low-resource
settings. Fine-tuning these models on task-specific
data, such as the HS-CN pairs in this shared task,
has shown promise in generating meaningful and
contextually relevant counterspeech.

Notably, the integration of background knowl-
edge to enhance counterspeech quality has been ex-
plored in previous works (Qian et al. (2019)), which
introduced external knowledge to improve the in-
formativeness of responses. This concept is par-
ticularly relevant in the MCG-COLING-2025 task
that utilizes the CONAN dataset, where models
must use hate speech, background knowledge, and
linguistic nuances to synthesize counter speech.

2.2 Low-Resource NLP: Basque as a Case
Study

To bridge these gaps, which are due to their com-
plex morphology and limited linguistic resources,
techniques such as data augmentation (Feng et al.,
2021), transfer learning, and multilingual pretrain-
ing have been explored. A Basque BERT model

(Agerri and et al., 2020) has been developed us-
ing a dataset drawn from the Basque edition of
Wikipedia and news articles from various Basque
media sources, illustrating the potential of special-
ized models in low-resource contexts.

For counterspeech generation, low-resource lan-
guages require innovative solutions to overcome
data scarcity. Judge-EUS1 has been utilized to en-
hance response quality, as demonstrated below in
our approach.

2.3 Multilingual Hate Speech-Counter
Narrative Dataset

For this shared task, the training dataset involves
596 Hate Speech-Counter Narrative (HS-CN) pairs
curated by the task organizers. The hate speech in-
stances were sourced from the Multitarget-CONAN
dataset (Fanton et al., 2021), and the counterspeech
responses were newly generated by the organizers.
Each HS-CN pair is accompanied by five back-
ground knowledge sentences, some of which are
relevant for crafting effective counterspeech.

The dataset spans four languages: Basque, En-
glish, Italian, and Spanish, representing a diverse
typological spectrum:

• Basque: An agglutinative language isolate
with unique grammatical structure.

• Italian and Spanish: Two Romance lan-
guages with high lexical and syntactic sim-
ilarity.

• English: A Germanic language with relatively
simpler morphological structures.

The dataset is divided into the following splits
for each language:

• Development: 100 HS-CN pairs.

• Training: 396 HS-CN pairs.

• Testing: 100 HS-CN pairs (counter-narratives
held out as blind test data).

2.4 Current Evaluation Metrics
• JudgeLM: An LLM-based ranking method for

evaluating automatic counter-narrative gener-
ation (Zubiaga, 2024).

• BLEU: Measures token overlap between pre-
dictions and references (Papineni et al., 2002).

1https://huggingface.co/HiTZ/judge-eus
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• ROUGE-L: Computes sentence-level struc-
ture similarity and longest co-occurring n-
grams (Lin, 2004).

• BERTScore: Calculates token-level similarity
using contextual embeddings (Zhang et al.,
2019).

• Novelty: Measures the proportion of non-
singleton n-grams in generated text that do not
appear in the training data (Wang and Wan,
2018).

• Genlen: The average length of generated pre-
dictions.

3 Methodology

We employed a three-stage approach for generating
effective CS across multiple languages. The first
stage utilizes a simulated annealing approach com-
bined with LLMs to generate and select diverse
responses. A word sampling mechanism extracts
vocabularies from both predefined word lists and
input text (HS and CN) to enrich the response gen-
eration. Each candidate response is evaluated us-
ing JudgeLM, with scores exponentially weighted
to guide the sampling process. The second stage
implements a Round-robin tournament evaluation
system to rank and select the most effective re-
sponses, ensuring high-quality output even in low-
resource language settings. In the last stage, we
combined each of the first-ranked, second-ranked,
third-ranked, and fourth-ranked answers into their
own CSVs and then ran the evaluation script given
by MCG-COLING 2 to find the top 3 runs.

3.1 Comparison to other methods
Our approach of using JudgeLM to rank candidate
counter-narratives (CNs) parallels prior methods
proposed by Zubiaga et al. (2024), where Large
Language Models (LLMs) generate CNs and an
LLM-based evaluator selects the best response via
pairwise comparisons. While both systems rely on
tournament-style evaluation using an LLM judge,
our framework fundamentally diverges by incor-
porating a simulated annealing stage before the
round-robin tournament to generate a set of itera-
tively refined answers to compare. Instead of gen-
erating each CN in a single pass, we repeatedly
mutate, expand, and re-score candidate responses,

2https://github.com/hitz-zentroa/
eval-MCG-COLING-2025/blob/master/evaluation/
bash/judge_full_pipeline.sh

enabling a broader exploration of the CN space
and reducing the risk of local optima. By adjust-
ing a temperature parameter, even lower-scoring
CNs can remain viable candidates at early stages,
fostering globally stronger outputs. Furthermore,
we augment vocabulary sampling with tokens from
both predefined lists and the original hate speech
to try to create contextually grounded answers.

3.2 Data Used

As our model did not require training or any other
outside data, we elected to only use the testing set
(100 HS-CN pairs for each language) of the data
provided to generate our answers. It was deter-
mined that the use of the development and training
subsets of data was not necessary as we could di-
rectly test the quality of generated answers using
JudgeLM.

3.3 Stage 1: Counterspeech Generation

In this stage, we implemented a simulated anneal-
ing algorithm (Algorithm 1 from the appendix) to
generate effective counterspeech (CS) responses
to hate speech (HS) instances across multiple lan-
guages. The algorithm iteratively refines CS can-
didates by exploring the search space in a manner
inspired by thermodynamic annealing processes.

The algorithm begins with an initial CS candi-
date c0, which can be the HS instance h itself or
another string. In our case, we used the background
knowledge provided with each HS-CS pair from
MCG-COLING as the initial string. At each it-
eration, we update the temperature parameter T
by an increment ∆T , controlling the exploration-
exploitation trade-off.

For each candidate CS c in the current set C, we
generate a set of new candidates S by appending
randomly sampled words from a language-specific
word list. Notably, part of the vocabulary that we
sample from is from the tokenized HS. This sam-
pling enriches the vocabulary and introduces rele-
vant words from the original HS in the candidate
responses.

We evaluate each candidate c′ ∈ S using an
LLM-based judge to obtain a score E(c′), reflect-
ing its relevance, fluency, and effectiveness as a
counterspeech. To prioritize higher-quality candi-
dates while still allowing exploration of the search
space, we compute selection probabilities using a
Boltzmann-like distribution (Algorithm 2 from the
appendix):

39



P (c′) =
TE(c′)

∑
c′′∈S TE(c′′)

.

This probability distribution ensures that can-
didates with higher scores are more likely to be
selected, but candidates with lower scores still have
a chance of being chosen, especially at lower tem-
peratures. This mechanism allows the algorithm to
avoid local optima by occasionally exploring less
promising candidates.

We select k candidates from S based on the com-
puted probabilities P (c′). For each selected can-
didate c′, we generate new CS responses S̃ using
Language Models (LLMs). These LLM-generated
responses further diversify the candidate pool and
introduce potentially high-quality CS that may not
be reachable through simple word appending. The
exact LLMs used for counterspeech generation can
be found in the appendix in Table 2.

The new candidates c̃ ∈ S̃ are evaluated, and
their probabilities are computed in the same man-
ner. We update the candidate set C with the top can-
didates from S̃ based on their probabilities. This
process is repeated for a predefined number of iter-
ations or until a candidate reaches the target score
Starget.

We optimized these hyper-parameters by experi-
menting on a small subset of 4 HS instances (one
from each language) and measuring the average
high score achieved. The results of this hyper-
parameter tuning are presented in Table A.2 in the
Appendix. We observed that increasing the num-
ber of iterations and candidates per loop improved
the average high score, with the combination of 8
iterations and 6 candidates per loop achieving an
average high score of 10, which meets our target
score threshold.

Figure 1: A histogram of scores E(c) for every counter-
speech generated from Algorithm 1

.

Figure 2: Box and whisker charts that compare the
original scored value of a CS answer from stage 1 to the
re-scored vales from stage 2.

We used these optimized parameters to generate
sentences for MCG-COLING 2025 where we set
the target scores of each CS answer (Starget) to
be 9. After generating answers for each of the
400 total instances of hate speech, we were left
with a set of a 6,915 answers. The distribution of
the initial scores for each answer can be found in
Figure 1. As can be seen, most answers achieved
scores of 8 or higher from JudgeLM at this stage.

Assuming each iteration has k CS options, each
of which makes k LLM generation calls that pro-
duce n answers, the worst-case time complexity of
this algorithm would be O(Nmax · n · k2) calls to
JudgeLM.

3.4 Stage 2: Round Robin Ranking

While the simulated annealing algorithm can con-
sistently generate answers that score a 10, these
answers are not necessarily the best possible re-
sponses. Since JudgeLM comparatively ranks an-
swers, the score of an answer can be affected by
the quality of the other candidates’ answers. This
phenomenon is exemplified in Figure 2, which
shows that there is a large variance (especially
among high-scoring answers) between the score
a specific counterspeech (c) received in the original
algorithm (E(c)) and the score it received when
recalculated in comparison to other high-scoring
answers (RoundRobin(c, C)) where C is a set of
possible CS answers for a given HS.

Ideally, we would compare every answer with
every other answer at the end of each loop of
the simulated annealing algorithm to identify the
best responses. However, repeatedly performing
these comprehensive comparisons in each iteration
would cause the time complexity to skyrocket to
O(Nmax · n2 · k4), where Nmax is the maximum
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number of iterations, n is the number of candidates
per loop, and k is the number of candidates se-
lected for further exploration. Such computational
demands are impractical for our application.

Therefore, we implement a post-hoc algorithm
to compare all the generated high-scoring answers
and determine which ones are the best. The round-
robin algorithm (Algorithm 3 from the appendix)
addresses this by taking the final set of high-scoring
answers from Algorithm 1 and assigning each
an average score based on pairwise comparisons.
Each response in the answer pool is evaluated
against every other response using JudgeLM, creat-
ing a tournament-style evaluation where each pair
of responses is compared twice by swapping their
positions to reduce position bias. As this algorithm
has a quadratic time complexity, we only used the
top 6 answers in the calculation. These compar-
ison scores are accumulated and averaged across
all matches and then divided by the total number
of matches to generate an average scoring. This
was used to provide a robust overall ranking for
each counterspeech response. The top-four ranked
answers were then stored.

3.5 Stage 3: Generation of Submission Files

Upon completion of the ranking process, four files
(one for each rank of answer) were generated for
each language’s answers. A final sanity check was
completed for each language by comparing each of
the 4 files with a round-robin based scoring algo-
rithm from MCG-COLING. For English, Spanish,
and Italian, results were consistent with expecta-
tions; files containing higher ranking answers re-
ceived a higher score. As seen in Figure 7, run 4,
despite being made of 4th place answers, scored
3.5 points higher than the file for the second rank
answers. As such, the final submission for Basque
in the 2025 MCG-COLING task contained the first,
second, and fourth rank answers.

4 Conclusion

This study showcases the effectiveness of the
CODEOFCONDUCT model in crafting context-
aware counterspeech, achieving exceptional results
in both high- and low-resource language settings.
By integrating a simulated annealing-based genera-
tion framework with a robust round-robin ranking
mechanism, our approach secured leading positions
in the MCG-COLING-2025 shared task across four
diverse languages.

As evidenced by the quantitative results in Fig-
ure 7, our model’s success with Basque—a lan-
guage with limited NLP resources such as anno-
tated datasets, pretrained models, and linguistic
tools—stands out as a key achievement. This suc-
cess stems from three key factors: (1) our simu-
lated annealing approach’s effectiveness in han-
dling Basque’s complex agglutinative morphol-
ogy, (2) a word sampling strategy specifically en-
hanced for low-resource scenarios by incorporating
domain-specific terminology, and (3) an evalua-
tion system well-suited to Basque’s unique linguis-
tic features. All three of the runs submitted were
able to outclass all the other runs submitted by
other groups. By working with only 100 HS-CN
pairs for each language and leveraging multilingual
pretrained models alongside innovative optimiza-
tion techniques, we demonstrated how thoughtful
methodologies can overcome resource constraints.
Our sweeping success in Basque, coupled with
strong rankings in Italian, English, and Spanish,
highlights the versatility of our approach in nav-
igating diverse linguistic and cultural challenges,
with particular effectiveness in tackling the unique
demands of low-resource languages.

Through the use of comprehensive evaluation
metrics, including JudgeLM and traditional mea-
sures such as BLEU and ROUGE, we ensured that
the generated counterspeech was both linguistically
accurate and contextually appropriate. The com-
bination of simulated annealing and round-robin
evaluation is particularly well-suited for this task
for several reasons: simulated annealing enables
exploration of culturally appropriate responses
through temperature-controlled sampling, while
round-robin evaluation captures the nuanced effec-
tiveness of counterspeech across different cultural
contexts that simple metrics might miss. The final
results highlighted the model’s strengths while also
revealing opportunities for improvement, particu-
larly in adapting evaluation frameworks to better
reflect the nuances of multilingual and culturally
specific outputs.

5 Limitations

Static Response Generation

Our CS generation system, while effective in cur-
rent contexts, faces inherent temporal limitations.
The greedy annealing algorithm’s reliance on static
word lists and predefined evaluation metrics con-
strains its ability to adapt to rapidly evolving hate

41



Figure 3: Chart depicting the JudgeLM scores for each Basque run. Bars drawn in yellow represent the results from
the CODEOFCONDUCT submission.

speech patterns. As Lupu et al. (2023) highlighted,
hate speech can shift dramatically with offline
events, challenging our model’s static approach.
Vidgen and Derczynski (2020) emphasized how
the "garbage in, garbage out" principle affects such
systems, highlighting the need for more dynamic
algorithmic solutions that can adapt to emerging
patterns in real-time.

Local Optimality

While the simulated annealing approach ensures
rapid initial solution generation and efficient task
distribution, it may not achieve global optimality.
This occurs when the temperature decreases too
rapidly or when the initial sampling conditions re-
strict exploration of the full solution space. Al-
though we mitigate these issues through parameter
tuning, the fundamental trade-off between explo-
ration and exploitation remains a challenge.

Computational Cost

The method of combining simulated annealing and
round-robin evaluation introduces significant com-
putational cost. Using an NVIDIA A100 GPU,
processing one language’s test set requires approx-
imately 10 hours of computation time, primarily

due to two factors: (1) the quadratic number of
calculations needed for each simulated annealing
iteration, and (2) the quadratic time complexity
of round-robin evaluation required for generating
high-quality responses. High computational cost
makes it challenging to meet the demands of real-
world applications.

Evaluation Metrics

While JudgeLM demonstrates competence in En-
glish response evaluation, its lack of fine-tuning
on multilingual counterspeech data affects its relia-
bility. Basque responses require a separate Judge-
EUS model, leading to potential inconsistencies in
evaluation standards across languages. These mod-
els may overemphasize lexical similarities while
missing cultural nuances and language-specific ex-
pressions, potentially leading to responses that
score well numerically but fail to resonate with
speakers of non-English languages.
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A Appendix

A.1 Algorithms

Algorithm 1: Simulated Annealing for
Counterspeech Generation
Data: Hate speech h, initial counterspeech

c0, target score Starget, max iterations
Nmax,candidates per loop k, temp
increment ∆T , initial temp T0

Result: Optimal counterspeech c∗

1 Initialize C ← {c0}, T ← T0;
2 for i = 1 to Nmax do
3 T ← T +∆T ;
4 Cnew ← ∅;
5 foreach c ∈ C do
6 Generate candidates S by appending

random words to c;
7 Evaluate scores E(S) using LLM

judge;
8 Compute probabilities P (S) using

Algorithm 2;
9 Select k candidates from S based on

P (S);
10 Generate new counterspeeches S̃

using LLMs on selected
candidates;

11 Evaluate scores E(S̃);
12 Compute probabilities P (S̃);
13 Add top k candidates from S̃ to

Cnew based on P (S̃);
14 end
15 Update C ← Cnew;
16 if ∃ c ∈ C such that E(c) ≥ Starget then
17 return c∗ with highest E(c) in C;
18 end
19 end
20 return c∗ with highest E(c) in C;

Algorithm 2: Compute Probabilities
Data: Candidates S, scores E(S),

temperature T
Result: Probabilities P (S)

1 foreach c′ ∈ S do
2 Compute probability:

P (c′) =
TE(c′)

∑
c′′∈S TE(c′′)

3 end

Algorithm 3: Round Robin Ranking for
Counterspeech Evaluation
Data: Counterspeech c, set of other

counterspeeches C
Result: Average score of c

1 Initialize total_score← 0;
2 foreach a ∈ C do
3 Create question comparing c and a;
4 normal_results← Evaluate c vs. a

(normal order) using JudgeLM;
5 reversed_results← Evaluate a vs. c

(reversed order) using JudgeLM;
6 scorec ←

normal_results[”output1”] +
reversed_results[”output2”];

7 total_score← total_score+ scorec;
8 end
9 Compute

average_score← total_score/(2×|C|);

10 return average_score;
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A.2 Data

Figure 4: Chart depicting the ROUGE-L scores for each
Basque run. Bars drawn in yellow represent the results
from the CODEOFCONDUCT submission.

Figure 5: Chart depicting the BLEU scores for each
Basque run. Bars drawn in yellow represent the results
from the CODEOFCONDUCT submission.

Figure 6: Chart depicting the BERT scores for each
Basque run. Bars drawn in yellow represent the results
from the CODEOFCONDUCT submission.

Figure 7: Scoring that compares the 4 runs of generated
HS-CS files for Basque

Iterations Candidates per Loop Average High Score

2 2 8.875
4 2 9.375
6 2 9.000
8 2 9.500

2 4 9.125
4 4 9.875
6 4 9.875
8 4 9.500

2 6 9.625
4 6 9.625
6 6 9.750
8 6 10.000

Table 1: Hyper-parameter Tuning Results: Average
High Scores
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Model Name Version Parameters HuggingFace Link

Hermes 3 8B NousResearch/Hermes-3-Llama-3.1-8B
Zephyr Beta 7B HuggingFaceH4/zephyr-7b-beta
Meta-Llamaz 3 8B NousResearch/Hermes-3-Llama-3.1-8B
Llama 3 Instruct 8B meta-llama/Meta-Llama-3-8B-Instruct
Nous Hermes 2 7B NousResearch/Nous-Hermes-2-Mixtral-8x7B-DPO
Llama 3.1 70B meta-llama/Llama-3.1-70B-Instruct
Qwen 2.5 Instruct 72B Qwen/Qwen2.5-72B-Instruct

Table 2: Model used for CS generation.
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Abstract

Warning: Due to the property of the coun-
terspeech generation (CSG) topic, this paper
presents some content that may be offensive or
upsetting.

Multilingual counterspeech generation
(MCSG) contributes to generating coun-
terspeech with respectful, non-offensive
information that is specific and truthful for
the given hate speech, especially those for
languages other than English. Generally, the
training data of MCSG in low-source language
is rare and hard to curate. Even with the
impressive large language models (LLMs),
it is a struggle to generate an appreciative
counterspeech under the multilingual scenario.
In this paper, we design a pipeline with a
generation-reranking mode to effectively
generate counterspeech under the multilingual
scenario via LLM. Considering the scarcity of
training data, we first utilize the training-free
strategy, i.e., in-context learning (ICL),
to generate the candidate counterspeechs.
Then, we propose to rerank those candidate
counterspeech via the Elo rating algorithm
and a fine-tuned reward model. Experimental
results on four languages, including English
(EN), Italian (IT), Basque (EU) and Spanish
(ES), our system achieves a comparative
or even better performance in four metrics
compared to the winner in this shared task.

1 Introduction

Hate speech (HS) refers to any form of commu-
nication that belittles or discriminates against in-
dividuals or groups based on attributes such as
race, religion, ethnic origin, sexual orientation, dis-
ability, or gender (Ward, 1997; Nockleby, 2000),
raising the concern to a toxic environment that
affects both individuals and society as a whole
(Williams, 2019). A promising countermeasure,
counterspeech (CS) which response to HS that uses

*Equal contribution.

Hate Speech: We should ban homosexuals.
Counter Speech: When will the love prosper

and the hatred start to dissi-
pate? I will not only respect
my fellow LGBT+ people, I
will promote their rights.

Table 1: An example of counter speechf generation for
hate speech.

positive, inclusive, and factual communication to
challenge harmful narratives, can effectively help
address the issue while promoting a more respect-
ful environment (Schieb and Preuss, 2016; Munger,
2017; Mathew et al., 2018; Shin and Kim, 2018), an
example as shown in Table 1 Recently, numerous
non-governmental organizations (NGOs) have en-
listed volunteers to create counter speech by hand
to address hate speech. Nevertheless, due to the
overwhelming volume of hate speech online each
day, automating CS generation could be more effec-
tive in reducing the need for human involvement.
Therefore, increasing studies explored automating
CS generation which we focus on in this paper.
The one line of studies in CS generation relies on a
mass of labeled data. For example, Zhu and Bhat
(2021) proposes to train an RNN-based variational
encoder-decoder model from scratch, to generate
the multiple candidate CS and then obtain the best
one from the candidate pool via pruning-selection
pipeline. However, the kind of methods may be
limited by the scale of labeled data. The perfor-
mance of their model will significantly deteriorate
when the labeled data is limited or unavailable, i.e.,
low-source CS generation. The other line of stud-
ies in CS generation is that integrates the powerful
large language models (LLMs) when generating
CS (Saha et al., 2024; Wang et al., 2024; Podolak
et al., 2024). Although the impressive capacity of
LLMs, generating a high-quality CS via LLMs re-
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mains a challenge due to the complexity of CS gen-
eration task, specifically for low-source language
scenarios.

In this paper, we propose a generation-reranking
pipeline to excavate the capacity of LLM in CS gen-
eration, specifically for the low-source language
scenarios. Inspired by the success in in-context
learning (ICL) (Wei et al., 2022), we first propose
to inject a few of HS-CS pair examples into the
prompt of LLMs. Furthermore, considering the
complexity of CS generation, we employ chain-of-
thought (CoT) (Wang et al., 2022; Zhang et al.,
2023), a step-by-step inference mechanism, to
prompt LLM to generate CS candidates. For the
whole generation stage, we obtain a set of CS can-
didate by multiple sampling. To ensure diverse and
contextually rich outputs, the generation of each
CS candidate in set uses different few-shot exam-
ples that are randomly sampled from the training
set.

Once the CS candidates set are obtained, we
search the best CS from it via two re-ranking meth-
ods: 1) Point-wise scoring method, which intro-
duces a point-wise scorer to independently assess
each CS candidate. Each CS candidate is evaluated
based on a scoring model, e.g., a reward model, and
the one with the highest score is selected as the fi-
nal CS output. 2) Pair-wise Comparison Method: it
first pairs CS candidate in set randomly, then does
a comparison for each pair of CS candidate. These
pair-wise comparison results are used to compute
an Elo rating for each candidate. The comparison
will be performed in multiple rounds, and the later
rounds will pair the CS candidate via their ELO rat-
ing, i.e., the CS candidate with higher ELO scores
is more likely to be paired with the other having
comparative ELO scores. This ELO-based compar-
ison makes the ranking process more fair, and is
more effective in finding the best one from the CS
candidate set. Similarly, after all rounds of compar-
ison are done, we take the CS candidate with the
highest ELO rating as the final output.

Overall, our contribution can be summarized as
follows:

• We propose to build a generation-reranking
pipeline to effectively obtain high-quality CS
from the LLM.

• We propose to combine ICL and CoT to
prompt LLM and generate CS candidates dur-
ing the generation stage, which can effectively
overcome the complexity and data scarcity of

low-source language for the CS generation
task.

• We propose two re-ranking methods, which
can further excavate the high-quality CS from
the candidates set.

• We conduct extensive experiments and anal-
ysis, including lower-source and high-source
languages, demonstrate effectiveness of our
proposed approach.

2 Related Work

We introduce the related works in automatic CS
generation along the following two lines: 1) gener-
ating CS via the full-training model; 2) generating
CS via the pre-training model.

Generating CS via Full-Training Model. Sev-
eral studies have explored generating effective
counterspeech by training a model from scratch.
Qian et al. (2019) train a seq2seq model over
their collected dataset, then use a combination of
automatic generation and human input to create
CS. Hua et al. (2019) propose to integrate a re-
trieval model to empower the seq2seq CS gener-
ation model. Zhu and Bhat (2021) proposed an
automated pipeline for generating and filtering can-
didate CS. Different from them, our work focus on
effectively utilizing the pre-trained LLMs to obtain
high-quality CS.

Generating CS via Pre-Training Model. The
pre-trained models, including LLMs, have shown
their powerful ability in various natural language
processing (NLP) tasks. Tekiroglu et al. (2020) in-
troduced innovative techniques for generating coun-
terspeech with a GPT-2 model, followed by expert
editing. Chung et al. (2020) examined the creation
of Italian CS by fine-tuning the pre-training model.
Tekiroğlu et al. (2022) further analyses several such
language models and decoding strategies after fine-
tuning them. Rodrguez et al. (2023) use and anal-
yse the performance of GPT-3 in the CS generation
task. Saha et al. (2024) further presents a compre-
hensive analysis about the CS generation capacity
of various LLMs, including GPT-2 (Radford et al.,
2019), DialoGPT (Zhang et al., 2020), ChatGPT
(OpenAI, 2023) and FlanT5 (Chung et al., 2022).
Otherwise, they also provide the different prompt-
ing strategies for generating different types of CS
and analyze the impact of such strategies on the

48



LLM

Hate Speech Knowledge sents
(optional) Examples

Candidate Generation

Multiple sampling 

Candidate 1

Candidate 2

Candidate 3

Candidate k

Scoring

...

Reranking

Candidate with highest s

Figure 1: Overview of our proposed CS generation pipeline.

performance of the models. Different from these
studies, our work is not limited CS generation of
LLMs and proposes an additional re-ranking phase
to more effectively mine the high-quality CS.

3 Methodology

3.1 Overview

In this section, we describe our pipeline design,
as depicted visually in Fig. 2. During inference,
our pipeline first utilizes LLMs to generate several
candidate responses in a few-shot, chain-of-thought
manner. This approach aims to ensure diverse and
contextually rich outputs by leveraging effective
prompt engineering techniques. Once the candidate
responses are generated, we introduce two distinct
methods for re-ranking them:

Point-wise Scoring Method: We use a point-
wise scorer to independently assess each candidate
response. Each response is graded based on a scor-
ing model, and the response with the highest score
is selected as the final output.

Pair-wise Comparison Method: We implement
a pair-wise comparison mechanism. Here, pairs
of candidate responses are randomly selected and
compared against each other based on their relative
quality. The pair-wise comparisons are used to
compute Elo ratings for each candidate, and the
response with the highest Elo rating is ultimately
chosen.

The detailed implementation of each module in

our pipeline is elaborated in the following subsec-
tions.

3.2 Candidate Generation

First, during the candidate generation phase, we
adopt two common techniques used in the prompt
engineering stage of large language models: In-
context Learning (ICL) and Chain-of-Thought
(CoT). Specifically, we follow the classic few-shot
approach by selecting a number of examples from
the training set to serve as the context for the LLM
input. We then guide the model to reason step by
step, with the ultimate goal of generating responses
that mimic the style of the examples from the train-
ing set. The specific prompt template is as follows:

Regarding the number of examples used in the
few-shot approach and the selection strategy, we
will provide a detailed explanation and testing in
the subsequent experimental section.

3.3 Point-wise Scorer Training

Without loss of generality, when introducing the
method, we assume responding to a single hate
speech. In training our point-wise scoring model,
our goal is to predict the quality of a given counter
speech response r, given the hate speech instance
q, and background knowledge k. To achieve this,
we first collect a dataset. Specifically, we generate
k different response candidates, [r1, . . . , rk], for
each sample in the training set. Next, we use a
scoring function S(·), to evaluate each generated
response. To ensure a comprehensive evaluation,
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You are tasked with counteracting hate speech. Provide counter-narrative sentences in [LANG] in
response to the following hate speech statements, drawing upon the provided background
knowledge sentences and hate attributes. Please ensure that you consider the following points:

1. The counter-narrative should be directly relevant to the hate speech statement.
2. Key terms from the background knowledge must be used verbatim, without modification.
3. The counter-narrative should closely mirror the expression, style, and length of the provided
examples below.

Example [i]:
Hate Speech: [HS] Background Knowledge: [BK] Hate Attribute: [HA] Counter Narrative: [CN ]
...

Hate Speech: [HS] Background Knowledge: [BK] Hate Attribute: [HA] Counter Narrative:

Please approach the response process systematically and outline your reasoning step by step. 
- First, analyze the style and length of the provided examples. 
- Second, carefully review the background knowledge and identify the key points. 
- Finally, based on the guidelines outlined in the "Task Description" section, generate your final
counter-speech. 
The generated content should be enclosed within {TEXT}.

Figure 2: Prompt template for our CS generation.

we incorporate metrics related to the similarity
to gi. Specifically, we use RougeL, BLEU, and
BertScore, which together capture both character-
level and semantic-level similarity. We also intro-
duce a high-level quality evaluation through the use
of JudgeLM. JudgeLM leverages the capabilities
of the language model to provide a more nuanced
assessment of response quality, considering factors
that may not be captured purely through similarity.
The final evaluation score si, for each response ri,
is computed as follows:

si = S(ri) = RougeL(ri, g) +BLEU(ri, g)

+BertScore(ri, g)

+ α · JudgeLM(ri, g)
(1)

Here, α is a weighting parameter that balances
the contribution of JudgeLM relative to the sim-
ilarity metrics, and g is the golden response cor-
responding to this hate speech. Next, to better
utilize the data and improve the model’s general-
ization capability, we adopt a Bradley-Terry style
approach and train a scoring model: σ(ri; q, k),
which is used to score each response ri given the
hate speech and background knowledge. The spe-
cific loss function is as follows:

L = ES(ri)>S(rj)f(σ(ri; q, k)− σ(rj ; q, k)) (2)

, where f(·) refers to the sigmoid function.

3.4 Re-ranking Process

In the re-rank process, we select the best response
from [r1, ..., rk]. Specifically, we employ two dif-
ferent strategies: point-wise scoring and pair-wise
scoring.

For the point-wise scoring approach, we use
the score model trained in the previous subsec-
tion to evaluate each response individually: ŝi =
σ(ri; g, k). Since the input to the scoring model
contains only the hate-speech, the response, and
the background knowledge, we can score the re-
sponses during the testing phase without the need
for a golden response. Finally, we select the re-
sponse with the highest score as our final answer.

For the pair-wise scoring approach, we employ
JudgeLM as an evaluator. JudgeLM is a scoring
model based on a large language model that can as-
sess pairs of text and determine the relative quality
between them. We utilize this feature of JudgeLM
to compute the Elo-Rating between different re-
sponses, which then serves as the basis for selecting
the final response. Simply put, Elo rating serves a
method to evaluate the relative quality of responses,
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by continually updating their ratings based on pair-
wise comparisons. The Elo rating is updated using
the following formula:

R′
A = RA +K · (SA − EA), (3)

where R′
A represents the updated rating of response

A,Where R′
A represents the updated rating of re-

sponse A, RA is the current rating, K is a constant
that determines the sensitivity of rating changes,
SA is the actual outcome (1 if A wins, 0 otherwise),
and EA represents the expected outcome, which is
calculated as follows:

EA =
1

1 + 10(RB−RA)/400
(4)

This formula allows us to iteratively update the
ratings for each response, ultimately allowing us to
rank the responses based on their performance in
head-to-head comparisons. The response with the
highest Elo rating is selected as our final answer.

4 Experiments

4.1 Setup

Dataset Description. We utilize the dataset from
the First Workshop and Shared Task on Multilin-
gual Counterspeech Generation, designed to sup-
port the development of models for generating
CS. This multilingual dataset includes instances
in English, Italian, Spanish and Basque, enabling a
comprehensice, multilingual evaluation on varied
LLMs. Each instance comprises a HS post accom-
panied by background knowledge, and a manually
curated golden response representing effective CS.
The dataset is divided into training, validation, and
test sets, with 396, 100, 100 instances in each split
and each language.

LLM Generation Settings. In the default config-
uration, we use GPT-4o-mini to balance cost and
performance. For specific generation parameters,
a temperature of 1.2 and top-p of 1 are selected to
enhance the diversity of generated candidates. By
default, the model generates k = 20 responses for
each HS.

Paired Dataset Collection. To construct the
paired dataset for training the point-wise scorer,
we generate multiple responses for each HS and
score them individually based on Equation 1. Us-
ing these scores, we create 6,840 training samples
and 760 test samples, which contain different hate

speech instances. Each sample consists of one high-
scoring response and one low-scoring response.

Point-Wise Scorer Model. For the scorer model,
we adopt LLaMA-3 8B as the base model, replac-
ing its final layer with a linear projection to pre-
dict a single scalar value. To reduce training costs,
we employ the LoRA (Hu et al., 2021) method
with r = 8 and α = 16, and incorporate flash
attention (Dao et al., 2022) to accelerate training.
The training process uses the AdamW optimizer
(Loshchilov, 2017) with a learning rate of 1×10−4.
We train the model with a batch size of 16 for a
single epoch.

Metrics. We utilize the official evaluation met-
rics for our experimental setup, which are cate-
gorized into two types. The first type focuses on
assessing the similarity between our generated re-
sponses and the reference CS across semantic, lex-
ical, and stylistic dimensions. These metrics in-
clude RougeL (Lin, 2004), BLEU (Papineni et al.,
2002), BertScore (Zhang* et al., 2020), and Nov-
elty (Wang and Wan, 2018). The second type har-
nesses the capabilities of large language models
(LLMs) to automatically evaluate the quality of our
CS, exemplified by JudgeLM (Zhu et al., 2023).
The first type effectively measures whether the gen-
erated responses leverage training data to produce
style-consistent and human-like CS. However, it
has limitations, particularly in its inability to holis-
tically assess whether the CS is sharp and com-
prehensive. On the other hand, the second type
allows for a more global evaluation but is suscep-
tible to biases inherent in language models, such
as favoring responses generated by similar mod-
els or preferring longer responses (Hu et al., 2024;
Chen et al., 2024). To address these individual
shortcomings, we integrate both types of evalua-
tion criteria, achieving a more comprehensive and
balanced assessment of CS quality.

4.2 Main Results
We present the performance of our proposed meth-
ods in Table 2. Winner and Reference indicate
the CS generation metrics for the best-performing
team and the human-annotated golden responses,
respectively. I-C represents generating CS with
Integrated Chain-of-Thought (ICL and CoT) but
without the re-ranking phase. I-C + PwC and I-C +
PwS denote the final CS output obtained through
Pair-wise Comparison and Point-wise Scoring re-
ranking methods, respectively. Here are some key
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System JudgeLM RougeL BLEU BertScore Length Novelty

English CS generation task

Winner 2523.0 19.0 4.9 70.8 84.7 83.0
Our submission1 (I-C) 1635.0 40.4 27.2 78.2 38.2 80.7
Our submission2 (I-C + PwC) 2087.5 33.6 18.8 76.1 48.3 80.8
Our submission3 (I-C + PwS) 1682.0 46.6 34.4 80.4 39.2 79.0
Reference 1175.5 100.0 100.0 100.0 32.7 77.7

Basque CS generation task

Winner 2465.5 8.2 1.5 66.4 67.5 86.8
Our submission1 (I-C) 1484.5 18.3 6.3 72.1 30.2 87.2
Our submission2 (I-C + PwC) 1881.5 17.7 5.6 72.4 34.5 86.8
Our submission3 (I-C + PwS) 1722.0 23.3 10.5 74.2 32.1 86.5
Reference 1534.5 100.0 100.0 100.0 26.5 85.3

Italian CS generation task

Winner 1985.5 21.1 8.9 72.6 101.4 82.1
Our submission1 (I-C) 1260.5 36.1 21.7 77.2 40.8 80.9
Our submission2 (I-C + PwC) 1792.0 30.8 16.6 75.9 49.5 80.3
Our submission3 (I-C + PwS) 1372.5 41.1 26.6 79.1 41.9 79.1
Reference 929.5 100.0 100.0 100.0 35.3 77.9

Spanish CS generation task

Winner 2002.0 24.2 8.9 73.5 99.3 79.6
Our submission1 (I-C) 1228.5 36.8 21.7 77.6 43.1 77.5
Our submission2 (I-C + PwC) 1728.0 33.5 17.7 76.7 52.3 77.4
Our submission3 (I-C + PwS) 1339.5 41.9 27.2 79.4 43.2 75.8
Reference 899.0 100.0 100.0 100.0 36.9 75.1

Table 2: Performance of Our submissions, Winner, Reference on test set with four languages. I-C denotes generating
the CS only integrates ICL and CoT without the re-ranking phase. I-C + PwC and I-C + PwS denote we obtain the
final CS output via Pair-wise Comparison and Point-wise Scoring re-ranking methods, respectively.

observations:

Our method consistently achieves competitive
performance across all metrics. As mentioned
in the previous subsection, optimizing CS gener-
ation requires considering multiple metrics simul-
taneously. Our results demonstrate that our de-
sign effectively addresses this challenge. Notably,
compared to the Winner, all our submissions show
significant improvements in RougeL, BLEU, and
BertScore. For example, the I-C + PwS submis-
sion outperforms the Winner by +27.6, +29.5, and
+9.6 in these three metrics for the English CS gen-
eration task. This suggests that our ICL and CoT
techniques effectively prompt the LLM to generate
CS in a style that more closely resembles human
outputs. Additionally, our method remains highly
competitive in the JudgeLM metric, further demon-

strating its overall effectiveness.

Our method are less likely to overfit to the
judge model. As previously discussed, longer
responses may exploit the judge model and result
in inflated scores. However, our method effec-
tively controls the response length while maintain-
ing quality. For instance, the average length of the
I-C submission is 38.2, whereas the Winner’s sub-
mission averages 84.7, which may contribute to the
slight gap in the JudgeLM metric. Importantly, the
average length of our submissions closely aligns
with the human reference, further indicating that
our submissions favor a human-like CS style.

PwC substantially improves the JudgeLM met-
ric. In the PwC method, we continuously se-
lected CS pairs and used JudgeLM to compare
and rate them via Elo rating. The results indicate
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Selection Strategy RougeL BLEU BertScore Length Novelty

Random 27.2 14.9 74.2 39.3 80.5
BertScore-based 26.6 14.0 74.3 40.1 80.7
Similarity-based 26.2 13.7 74.2 40.4 80.4

Table 3: Comparision of performance for various example selection strategies. Notably, the performance here is
based on the 20 shots.

Selection Strategy RougeL BLEU BertScore Length Novelty

I-C (20-shot) 27.2 14.9 74.2 39.3 80.5
1-shot 18.6 5.9 71.1 41.9 81.1
5-shot 22.6 9.8 72.7 41.1 80.9
10-shot 25.4 12.6 73.7 40.3 80.4
30-shot 27.1 14.4 74.2 39.3 80.1
50-shot 26.8 14.1 73.7 39.9 79.7

Table 4: The comparison of performance when using various numbers of examples to perform in-context learning.

Selection Strategy RougeL BLEU BertScore Length Novelty

I-C 27.2 14.9 74.2 39.3 80.5
w/o CoT 25.5 13.0 72.3 38.1 79.8

Table 5: The ablation study of Chain-of-thought. Notably, the performance here is based on the 20 shots.

that JudgeLM’s comparisons are consistent, and
the selected responses effectively maximize the
JudgeLM score. Comparing I-C and I-C + PwC,
we observe that the latter achieves a significantly
higher JudgeLM score (e.g., +452.5 points for En-
glish). However, we also note a slight decline in
performance on other metrics, supporting our asser-
tion that CS generation involves multi-objective op-
timization, where improving one metric may lead
to trade-offs in others.

PwS enhances all metrics simultaneously. To
avoid scenarios where improving some metrics re-
sults in declines in others, we designed a point-wise
scorer that integrates multiple metrics, as shown in
1. Our findings show that I-C + PwS consistently
improves upon I-C across all metrics. Therefore,
we believe that this method has the potential to
identify the Pareto optimal solution for this multi-
objective optimization problem.

4.3 Ablation Study and Discussion

Here we use the merged development set (with the
four language subsets), to discuss and analyze our
proposed approach.

Example Selection Strategy. During the ICL
phase, we incorporate some examples as a part of
input to prompt the LLM generates CS with a sim-
ilar style to human beings. As previous literature
demonstrates, the performance of ICL is highly
related to the examples chosen (Lu et al., 2022).
Thus, we analyze different strategies for example
selection to pursue better CS results. We evaluate
3 example selection strategies: 1) Randomly select
examples in the training dataset. 2) Select examples
whose hate speech (HS) has a higher BERTScore
compared to the HS of input. 3) Select examples
whose hate speech (HS) has a higher semantic sim-
ilarity compared to the HS of input, which is mea-
sured by Jina LM (Sturua et al., 2024). We list their
performances in Table 3. The results show that us-
ing similarity or BERTScore based methods can
be not useful compared to a simple random strat-
egy. This is probably because HS generation needs
more diverse contexts for better generation, while
previous methods may limit the context’s diversity
instead.

Effect of Numbers of Examples. The number of
examples is also crucial for the few-shot strategy.
Under-number examples may prevent the model’s
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ICL capabilities from being fully utilized, while
over-number examples could introduce extra infor-
mation burden, resulting in negative results. We
compare the performance of ICL under different
example numbers and the results is shown in Tale
4. We can observe that using 20 examples can
maximizes the model’s ICL capabilities.

Effect of Chain-of-Thought. We discuss the ef-
fect of applying Chain-of-Thought here. As shown
in Table 5, the CoT can greatly improve the quality
of CS in all metric such as + 1.9 Bertscore. This
suggest the CoT is an effective strategy to enhance
CS generation, by breaking down the complex gen-
eration process into several easier steps.

5 Conclusion

In this paper, we propose an effective pipeline
for automatically generating multilingual counter-
speech (MCSG) to combat hate speech with re-
spectful and truthful responses, particularly in non-
English languages. Due to the scarcity of train-
ing data for low-resource languages, we propose
a pipeline that combines generation and rerank-
ing. More specifically, the proposed approach uses
in-context learning (ICL) to create candidate re-
sponses without extensive training data via the pow-
erful LLMs. These candidates are then reranked
using the Elo rating algorithm and a fine-tuned re-
ward model. The experimental results show that
our system performs comparably or better than the
best entry in the shared task across four languages:
English, Italian, Basque, and Spanish.
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Abstract

We describe our participation in the Multilin-
gual Counterspeech Generation shared task,
which aims to generate a counternarrative to
counteract hate speech, given a hateful sen-
tence and relevant background knowledge. Our
team tested two different aspects: (i) translating
outputs from English vs generating outputs in
the original languages and (ii) filtering pieces
of the background knowledge provided vs in-
cluding all the background knowledge. Our
experiments show that filtering the background
knowledge in the same prompt and leaving
data in the original languages leads to more
adherent counternarrative generations, except
for Basque, where translating the output from
English and filtering the background knowl-
edge in a separate prompt yields better results.
Our system ranked first in English, Italian, and
Spanish and fourth in Basque.

1 Introduction

Hate speech (HS) poses a significant challenge in
online spaces, fostering division and perpetuating
discrimination. The need for effective interven-
tions becomes increasingly urgent. Among the
various strategies for countering hate speech, coun-
ternarrative generation (CNG) has emerged as a
promising approach (Bonaldi et al., 2024a). Rather
than simply removing harmful content, counternar-
ratives aim to actively challenge hate speech by
offering constructive, persuasive and non-polarized
discourse, which might offer alternative standpoint
both to the author of the hate speech message and
to users navigating the online web and running
into hateful comments. The Multilingual Counter-
speech Generation shared task proposes to address
this problem by asking participants to generate
counterspeech for multiple targets (Jews, LGBT+,
migrants, people of color, and women) and lan-
guages (Basque, English, Italian, and Spanish),
with texts in languages other than English being

translations from their English counterparts. The
shared task data also comprises background knowl-
edge (BK) sentences, which may be helpful to gen-
erate the counternarratives. This system paper de-
scribes our approach to the shared task.

During a preliminary manual evaluation of
LLMs’ outputs, we observed two issues that could
potentially compromise the quality of counternar-
rative generation. First, the models produced low-
quality text in languages other than English, invent-
ing non-existent words (e.g., the nonexisting Italian
word “contini”) or generating ungrammatical sen-
tences (e.g., the incorrect Italian article in “Non
c’è posto per la odio”). Second, the background
knowledge included in the data was often not only
unhelpful but also interfered with the logical flow
of the generated counternarratives. For instance,
the model confused the figurative meaning of “iron
fist” (i.e., exercising power in an oppressive or ruth-
less manner) with its literal meaning (i.e., a punch).

For this reason, our system submission focused
on two key questions: (i) For languages other than
English, is it better to ask the model to generate
responses in that language, or should it generate
them in English and then be translated? (ii) Is it
better to filter the background knowledge sentences
(in one or two separate steps), or should all of them
be used?

Our results demonstrate that the optimal ap-
proach involves: (i) providing the model with in-
put data in its original language and generating
responses in that same language, and (ii) filtering
the background knowledge in a single step within
the same prompt rather than in two different steps.
The best performance is still achieved by models
that generate counternarratives directly in the tar-
get language, regardless of potential grammatical
issues, likely because the content is more important
than grammatical accuracy. Our system achieved
first place in three out of the four languages in
the shared task: English, Spanish, and Italian.
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2 Related Work

Counterspeech or counternarrative (the terms are
used interchangeably in the NLP community) is
the strategic response to a hate speech message that
provides an opposing stance, aiming at changing
the hate-related viewpoint, by not attacking the in-
terlocutor but the content of the message (Bonaldi
et al., 2024a). Countering hate speech through
the generation of counternarratives provides a con-
structive and pro-active approach to hate speech
that goes beyond mere detection. To do so, several
datasets have been developed. The first large-scale,
multilingual, expert-based dataset, Counter Nar-
ratives through Nichesourcing (CONAN) (Chung
et al., 2019), consists of HS-CN pairs in English,
French, and Italian, focusing only on Islamophobia.
Moreover, they introduce a taxonomy for the fol-
lowing types of CNs: Presentation of Facts, Point-
ing out Hypocrisy Or Contradiction, Warning Of
Consequences, Affiliation, Positive Tone, Negative
Tone, Humor, Counter-Questions, Other. Then,
with MultiTarget CONAN (MT-CONAN), Fanton
et al. (2021b) expand on the previous dataset by
creating 5000 HS/CN pairs in English Language,
covering multiple hate targets, in terms of race,
religion, country of origin, sexual orientation, dis-
ability, or gender.

Research on counternarrative generation (CNG)
has increased due to LLMs’ impressive perfor-
mance in generating text (Zubiaga et al., 2024).
However, often the generated CN is beautifully
written but generic, repetitive and poor in terms of
content, which should show credible evidence, fac-
tual arguments and alternative viewpoints by adopt-
ing an empathetic, polite and constructive tone
(Fanton et al., 2021a; Chung et al., 2021; Bonaldi
et al., 2024a). Generating effective counternarra-
tives necessitates a deep understanding of cultural,
historical and social factors mentioned in the hate-
ful instances. For this reason, CNG benefits from
the use of background knowledge or knowledge re-
trieval to generate text, which makes it a close task
to counter-argumentation and misinformation coun-
tering (Bonaldi et al., 2024a). Therefore, the CNG
task should foresee two steps: first the extraction
of relevant knowledge from an external source, and
secondly the generation of knowledge-augmented
counterspeech. This approach has been proposed
by Chung et al. (2021) through extracted and gener-
ated keyphrases and by Jiang et al. (2023b), who ex-
tract background knowledge relevant to hate speech

with an opposite stance in an unsupervised fashion.
They retrieve and filter information from multi-
ple perspectives of stance consistency, semantic
overlap rate between the knowledge retrieved and
the hateful message, and fitness for hate speech.
Bonaldi et al. (2024b) show that the presence of
safety guardrails in LLMs hinders the quality of the
generations. Moreover, since hate speech is often
expressed through implicit arguments (Muti et al.,
2024a), Bonaldi et al. (2024b) decompose the hate
speech into premises and conclusion, showing that
attacking a specific component of the hate speech,
in particular its implied statement, leads to richer
argumentative generations.

3 Data

The data consists of 596 hateful messages, each
appearing in four languages (English, Spanish,
Basque, and Italian), for a total of 2384 datapoints
across all languages.

The dataset is divided into 3 splits: development
(400 instances across all languages), train (1584),
and test (400). Each instance presents the following
features:

• HS: a Hate Speech sentence, taken from the
MTCONAN dataset (Fanton et al., 2021b).

• BK: up to 5 separate pieces of background
knowledge (textual) that could be used to gen-
erate the counternarrative to the Hate Speech
sentence.

• CN: a ground-truth counternarrative, gener-
ated by humans and present only in the devel-
opment and train splits of the dataset.

• LANG: the language of the Hate Speech sen-
tence, background knowledge and counternar-
rative (if present).

• TARGET: the social or ethnic group targeted
by the Hate Speech sentence.

• SPLIT: the split of the dataset the datapoint
belonged to.

• MTCONAN_ID: the ID of the datapoint in
the MTCONAN dataset the Hate Speech sen-
tence was taken from.

• PAIR_ID: an ID identifying the same data-
point across all languages (non-unique across
the dataset, i.e. each value appeared four
times, once for each language).
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• ID: a concatenation of a string identifying the
language and the PAIR_ID field, resulting in
an identifier that is unique across the dataset.

Although the shared task permits the use of ex-
ternal data as background knowledge, we rely ex-
clusively on the knowledge provided.

3.1 Metrics
Teams were asked to automatically generate coun-
ternarratives for the test split, which is then evalu-
ated with several metrics, both automatic and LLM-
based. For the automatic scores, organizers chose
BERTscore (Zhang et al., 2019), BLEU (Papineni
et al., 2002; Post, 2018), Rouge-L (Lin, 2004),
and novelty (Tekiroglu et al., 2022). They also
report the generation length. For the LLM-based,
they opted for the “LLM as a judge” framework
(JudgeLM) (Zubiaga et al., 2024). This framework
evaluates generated CNs pairwise in a tournament-
style format, assessing the quality of the generated
counternarrative.

4 System Description

We develop an LLM-based pipeline for automatic
counterspeech generation without fine-tuning. In
particular, we compare the performance of Llama3-
8B-Instruct (Dubey et al., 2024), Mistral-7B-
Instruct-v0.3 (Jiang et al., 2023a) and Zephyr-7B-
beta (Tunstall et al., 2023), with Mistral emerging
as the overall best-performing one from prelimi-
nary manual evaluation on ten instances. Moreover,
Mistral shows the least refusal to answer, which
makes it a good candidate since safety guardrails
have proved to be detrimental to the generation
of counternarratives (Bonaldi et al., 2024b). All
models are provided via the Hugging Face model
hub1.

The prompt for counternarrative generation (see
Appendix A) includes the following information:

• Hate speech statement

• Background knowledge sentences

• Targeted social/ethnic group

• Language of the provided text and language
in which to generate the counternarrative.

Furthermore, we explicitly instruct the model to
avoid using any information beyond the provided
background knowledge, assuming that stricter ad-
herence results in more factual counternarratives.

1https://huggingface.co/models

Runs Translation Filtering

1 Y Y*
2 N Y*
3 N Y
4 Y Y
5 N N

Table 1: Summary of the conducted experiments. The
Y* label denotes the separate-prompt filtering process.

Multilingual generation VS translation The
complete dataset comprises four languages, with
Basque being a low-resource language. Although
the chosen LLM is able to generate text in all four
languages, we expect that the quality may vary
(and it can do so in ways that are hard to evalu-
ate), especially for low-resource languages. Nozza
(2021) and Muti and Barrón-Cedeño (2022) have
exposed the limits on zero-shot classification of
different forms of hate speech across languages on
encoder-based models, due to the language- and
culture-specific lexical variation of hate speech.
Furthermore, during a preliminary manual evalua-
tion, we identified certain challenges in generating
text in languages other than English. These issues
included the production of non-existent words and
ungrammatical sentences.

To address this, we experimented with two ap-
proaches for generating text in languages other than
English:

• generation directly in the target language;

• generation in English, with a subsequent trans-
lation in Spanish, Basque, and Italian.

The machine translation task is performed using
the NLLB model (NLLBTeam et al., 2022).

These experiments were feasible because each
hate speech sentence and background knowledge
text in the dataset is available in all four languages.

Background knowledge filtering Upon examin-
ing a sample of the development and training data,
we observed that some of the provided background
knowledge sentences are not relevant to generating
the corresponding counternarratives. We therefore
experiment with:

• providing the LLM with all the background
knowledge points, asking the model to choose
which ones to use at inference time (same-
prompt filtering),
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Run BERTScore BLEU Rouge-L Novelty
EN ES EU IT EN ES EU IT EN ES EU IT EN ES EU IT

1 0.710 0.716 0.692 0.710 0.049 0.055 0.016 0.046 0.187 0.203 0.110 0.171 0.805 0.781 0.873 0.803
2 0.711 0.734 0.708 0.722 0.047 0.087 0.072 0.075 0.189 0.239 0.183 0.206 0.804 0.755 0.831 0.781
3 0.706 0.733 0.712 0.726 0.044 0.088 0.072 0.075 0.179 0.233 0.190 0.207 0.813 0.761 0.833 0.785
4 0.708 0.714 0.689 0.708 0.045 0.049 0.014 0.044 0.181 0.197 0.108 0.170 0.814 0.792 0.880 0.809
5 0.715 0.738 0.719 0.734 0.059 0.097 0.081 0.092 0.200 0.246 0.204 0.229 0.810 0.757 0.828 0.776

Table 2: Results on the development set. The higher the better.

• first filtering the background knowledge
points and then feeding the resulting subset
to the LLM to generate the counternarrative
(separate-prompt filtering) (see Appendix A
for the prompt),

• avoiding any kind of filtering and just asking
the model to generate a CN using the available
BK.

A schema of the experiments can be found in
Table 1.

5 Results

The results of our experiments on the development
and train splits of the dataset are presented in Ta-
ble 2. The best performance is achieved by run
5, which involves neither translation nor filtering
of the background knowledge (BK). These results
suggest that Mistral performs well in a simpler
setup. However, upon closer inspection, the coun-
ternarratives generated in run 5 are of low quality,
replicating the issues observed during the prelimi-
nary manual evaluation of a small subset. For this
reason, we have decided to exclude this run from
the final submission. Therefore, the runs submitted
to the shared task are 1, 2, and 3, which according
to a preliminary observation perform the best. The
manual evaluation has been chosen over traditional
metrics because the latter have been shown not to
correlate well with human preferences when eval-
uating generation (Nimah et al., 2023). Table 3
shows the results on the test set with the JudgeLM
metric used for the official ranking provided by the
organizers, along with the position in the leader-
board. Run 3 - no translation, same-prompt filter-
ing, performs the best, with respect to our other
runs and other participants, in English, Italian, and
Spanish. In Basque, on the other hand, our run
1, which employs translation and separate-prompt
filtering, obtains the best score among our runs and
fourth place in the leaderboard.

Run JudgeLLM Rank
EN ES EU IT EN ES EU IT

1 2327 1853 2243 1824 8 5 4 4
2 2358 1942 430 1912 2 2 25 2
3 2523 2002 423 1986 1 1 26 1

Ground truth 1176 899 1535 930 - - - -

Table 3: Results on the test set and scores of the ground
truth counternarrative. We only report the metrics on
which the ranking was based.

5.1 Error Analysis

In order to assess the two aspects investigated
(translation vs original; same-prompt vs separate-
prompts filtering vs no filtering), we perform a
human evaluation on a random subset of 50 Italian
instances, 10 for each target.

How does translation affect generation? We
compare run 1 with run 2 to evaluate the differ-
ences between generating responses first in English
and translating them into the target language versus
generating responses directly in the target language.
Although, in both runs, filtering has been done in
a separate prompt, the BK chosen can be differ-
ent for the same instances. This affects the final
generation. Therefore, we do not evaluate the rel-
evance to the ground truth, which highly depends
on selected pieces of BK. We focus only on the
quality of the language. In English, the responses
are much more concise and less generic. Many
instances generated in the original language be-
gin with a vague structure, such as “Si tratta di
un’affermazione ingiusta e offensiva nei confronti
di un gruppo di persone sulla base della loro et-
nia", translated as “It is an unjust and offensive
statement towards a group of people based on their
ethnicity", or “Nessuno deve essere discriminato
per la propria orientazione sessuale", translated as
“nobody should be discriminated for their sexual
orientation", or “Tutti gli esseri umani hanno il
potenziale di raggiungere grandi successi, indipen-
dentemente dalla loro origine etnica o colore della
pelle", translated as “All human beings have the po-
tential to achieve great success, regardless of their
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HS CN BK CN_run3 CN_run5
Jews are
nothing but
criminals.

Jews are not criminals, but
Nazi were. The memory
of the Jews murdered—
murdered because they
were Jews — must be rec-
ognized with historical ac-
curacy.

Chodakiewicz noted that
after World War II, the
Jews were not only vic-
tims, but also aggressors.

It is important to re-
member that while some
Jews participated in the
aggression after World
War II, they were also
victims.

Moreover, after World
War II, Jews were not
only victims, but also
aggressors, as noted by
Chodakiewicz.

Table 4: Dataset example and generated counternarratives. Both run 3 and run 5 select that BK to be used in the
prompt. However, while run 3 transforms it to generate counterspeech, run 5 tends just to repeat BK points as they
are, resulting in producing hate speech.

ethnic origin or skin color". Responses generated
in the original language rarely show errors. Here is
an error example: Molto spiace, ma sono sbagliati
quelle affermazioni instead of the correct form Mi
dispiace molto, ma quelle affermazioni sono sbagli-
ate. This links us to the third aspect: politeness.
Responses generated in the original language tend
to be more polite than those generated in English.

On the other hand, responses translated from En-
glish contain more grammatical errors, including
hallucinations of invented words that are similar to
the original ones, such as progreditiamo, ritrarrele
instead of progrediamo, ritrarle (en: we progress,
depict them). Other categories of errors are wrong
syntactic structures: Il femminismo non è quello
di svalutare instead of Il femminismo non svaluta
(en:feminism does not devalue); wrong coordina-
tion of gender: Le donne non sono bambini instead
of bambine; lack of figurative language understand-
ing: non sono bambini lavati al cervello instead
of non sono bambine a cui è stato fatto il lavag-
gio di cervello (en: they are not brainwashed little
girls); the figurative meaning of “iron fist” (i.e., ex-
ercising power in an oppressive or ruthless manner)
confused with its literal meaning (i.e., a punch).

How does filtering BK affect generation? To
answer this question, our manual evaluation fo-
cuses on the relevance of the different BK selected
with respect to the ground truth CN. We compare
the best-performing model, which uses filtering,
run 3, with run 5, which does not filter BK. We
investigate whether the LM in run 5 considers
all the BK points by adding irrelevant informa-
tion or whether it filters information deliberately.
We notice that run 5 generations are much longer,
and they contain all BK sentences. Therefore, the
model does not have any implicit filtering. This
pollutes the generated output, which is affected
by irrelevant and wrong/hateful information. An
example can be seen in Table 4, where the piece

of BK selected produces more hate speech instead
of countering it. In addition, we compare same-
prompt with separate-prompt filtering. We discard
the translated version since it did not yield better re-
sults. By observing the same subsample across run
2 and run 3, we observe that run 2 produces shorter
responses, by selecting only 2 or 3 BK pieces every
time. However, it tends to select irrelevant and hate-
ful BK, like the one in Table 4 or è stato dimostrato
che molte comunità, incluse quelle religiose, pos-
sono essere dominanti o abusare del loro potere
(en: it’s been proved that many communities, in-
cluding religion ones, can be dominant or abuse
of their power, which are discarded by filtering the
BK in the same prompt. Therefore, addressing the
two tasks together is better than separately. This
tendency has been observed in other hate-related
tasks (Muti et al., 2022, 2024b). However, even
in instances with the highest scores, generated re-
sponses tend to rely exclusively on the BK, without
providing a logical link between the BK and a fi-
nal statement to counter hate, which occurs in the
ground truth CN.

6 Conclusion

We presented our approach to the knowledge-
grounded generation of counternarratives by inves-
tigating two aspects: (i) generating in English and
then translating to the target language vs generat-
ing in the original language and (ii) filtering (either
within the same prompt or in a separate prompt
as a preliminary step) vs feeding the model with
all the knowledge pieces. The human evaluation
performed on the development set shows a contrast
in the results. Run 5, which is the simplest setting -
no translations nor BK filtering - results in the best-
performing run based on some metrics. However,
after a manual evaluation, we observe that run 5
does not filter any piece of knowledge provided,
polluting the CN generation with irrelevant and
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hateful statements. The second best-performing
run, run 3, which foresees same-prompt filtering
on the BK without translation, grants us first place
in English, Italian, and Spanish and fourth place in
Basque.

Limitations

While aware that ChatGPT-like models may have
achieved better results, we preferred using only
open-sourced models for an inclusive research. A
limitation of our work is that we have not checked
the filtered BK before injecting it in the prompt for
CN generation. Moreover, the error analysis has
been performed only on Italian data.
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A Prompts

Here are examples of the prompts used in the vari-
ous cases discussed.

System prompt
The following system prompt was used with the
user prompts for counternarrative generation:

You are an expert in countering hate
speech. You have to always generate text
based on the given instructions. You will
see a text with hate speech but you’ll
have to provide an answer.

Default prompt
You are an expert in countering hate
speech. You have to always generate text
based on the given instructions. You will
see a text with hate speech but you’ll
have to provide an answer.

In the following examples, pieces of text
containing hate speech are counteracted
by counternarratives generated using the
information in the background knowl-
edge points.

——————–
——————–

Generate a new counternarrative for the
following hate speech text by using the
information in the background knowl-
edge points that you think are relevant.
Answer in English. Keep your answers
short and concise. Do not generate any
new information that is not present in the
background knowledge. Hate speech text
in English against <TARGET> : <HS>.

Background knowledge: <BK>

Counter narrative:

Background knowledge filtering
The following system and user prompts were used
to filter the relevant background knowledge points.
System prompt:

You are an expert in information re-
trieval.

User prompt:

Identify which among the following
pieces of background knowledge are rel-
evant to generate a counter argument
against the main text provided.

Main text: <HS>.

Pieces of background knowledge: <BK>

PRODUCE ONLY AND EXCLU-
SIVELY A LIST containing the number
of the relevant pieces of background
knowledge, with NO ADDITIONAL
WORDS NOR EXPLANATION.

B LLM settings

For the CNG task, the outputs were generated using
temperature T = 0.0 and setting max_new_tokens
to 400. The identification of relevant BK in a sep-
arate prompt required an additional initial call to
the model, with answers generated again setting
T = 0.0. For the translation task form English
to other target languages, the values for the text
generation parameters were all kept to the NLLB
model’s default.

For each task, any other parameter not explicitly
mentioned above was kept to default value.
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Abstract

This paper explores the potential of using fine-
tuned Large Language Models (LLMs) for
generating counter-narratives (CNs) to combat
hate speech (HS). We focus on English and
Basque, leveraging the ML_MTCONAN_KN
dataset, which provides hate speech and
counter-narrative pairs in multiple languages.
Our paper compares the performance of Mis-
tral, Llama, and a Llama-based LLM fine-
tuned on a Basque language dataset for CN
generation. The generated CNs are evalu-
ated using JudgeLM (a LLM to evaluate other
LLMs in open-ended scenarios) along with
traditional metrics such as ROUGE-L, BLEU,
BERTScore, and other traditional metrics. The
results demonstrate that fine-tuned LLMs can
produce high-quality contextually relevant CNs
for low-resource languages that are comparable
to human-generated responses, offering a sig-
nificant contribution to combating online hate
speech across diverse linguistic settings.

1 Introduction

The unchecked proliferation of hate speech online
has become a significant societal concern, prompt-
ing the need for effective countermeasures. Con-
ventional content moderation strategies, such as
removing hateful content and suspending user ac-
counts, have been criticized for potentially lim-
iting freedom of expression and not addressing
the underlying causes of hate speech (Mathew
et al., 2019). Counter-narratives (CNs), defined
as non-aggressive responses that challenge hate-
ful messages using evidence-based arguments, pro-
moting empathy and understanding, offer a more
promising approach. Research has shown that
CNs can be effective in mitigating hate speech
online. They can help to de-escalate heated on-
line discussions, offer alternative perspectives to
bystanders, and potentially even encourage individ-
uals who engage in hate speech to reconsider their

views (Mathew et al., 2018; Schieb and Preuss,
2016). However, manually creating CNs poses
challenges in scalability due to the huge amount
of hate speech online (Schieb and Preuss, 2016;
Tekiroğlu et al., 2020). Recent advances in Nat-
ural Language Processing (NLP), particularly in
Large Language Models (LLMs), provide a po-
tential solution. LLMs, trained on extensive text
datasets, have shown remarkable capabilities in
various NLP tasks, including text generation (Fan-
ton et al., 2021; Sprugnoli et al., 2018). By fine-
tuning, these models can be adapted for specific
tasks such as CN generation, potentially enabling
the automatic creation of high-quality, contextually
relevant CNs at scale (Schieb and Preuss, 2016;
Fanton et al., 2021). This paper examines the ap-
plication of fine-tuned LLMs for generating CNs
against hate speech in English and Basque us-
ing the ML_MTCONAN_KN dataset, which is
derived from the CONAN (Fanton et al., 2021;
Schieb and Preuss, 2016; Tekiroğlu et al., 2020;
Vallecillo-Rodríguez et al., 2023) and MT-CONAN
(Vallecillo-Rodríguez et al., 2023) datasets. In-
cludes hate speech-counter-narrative pairs enriched
with relevant knowledge. Selecting English and
Basque allows the exploration of CN generation
in both high-resource and low-resource language
settings. Additionally, the fine-tuned models were
evaluated on Italian and Spanish datasets to assess
the cross-lingual applicability of fine-tuned models
in one language to others. This paper, by analysing
outputs from a pre-trained LLM and comparing dif-
ferent fine-tuning and post-processing techniques,
aims to:

(a) Demonstrate that LLMs can be adapted for
automated CN generation.

(b) Assess the quality and relevance of LLM-
generated CNs in comparison to human-
generated CNs.
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(c) Explore the challenges and opportunities asso-
ciated with CN generation in a low-resource
language like Basque.

This research ultimately aims to contribute to the
development of robust, scalable, and effective tools
to combat online hate speech, fostering a more
inclusive and respectful online environment.

2 Related Work

2.1 Hate Speech Mitigation
Gillespie (2018); Mathew et al. (2019) have
brought forward the shortcomings of traditional
methods to mitigate hate speech, such as content
removal, user suspension, and algorithmic filter-
ing. While these approaches can be effective in re-
moving harmful content, they often face criticism
for their lack of transparency, potential for over-
censorship, and failure to address the root causes
of hate speech.

Studies have demonstrated that CNs can reduce
the visibility and influence of hate speech, de-
escalate online tensions, and encourage bystanders
to engage positively by promoting empathy, pro-
viding evidence-based arguments, and fostering
dialogue (Schieb and Preuss, 2016). However, the
manual creation of CNs is time-consuming, costly,
and difficult to scale, particularly given the volume
of online hate speech. Recent advancements in
automation have introduced the possibility of lever-
aging computational methods for CN generation.
Early approaches relied on template-based systems
and rule-based natural language processing (NLP),
but these were limited by their rigidity and inability
to adapt to diverse contexts (Tekiroğlu et al., 2020).

2.2 LLMs in Text Generation
The advent of Large Language Models (LLMs) of-
fers a transformative solution by enabling the gen-
eration of diverse and contextually appropriate CNs
at scale. Large Language Models, such as GPT-3,
BERT, and their successors, represent a significant
leap in NLP capabilities. Trained on vast corpora of
text, these models have demonstrated proficiency
in a wide range of text generation tasks, including
summarization, translation, creative writing, and
conversational AI (Brown et al., 2020; Raffel et al.,
2020).

For tasks like counter-narrative generation, fine-
tuning LLMs on domain-specific datasets can en-
hance their ability to produce contextually relevant
and impactful responses. Studies have shown that

LLMs can generate high-quality outputs that are lin-
guistically fluent and semantically coherent, even
in challenging tasks like generating empathetic or
persuasive content (Zhang et al., 2020b; Fanton
et al., 2021).

2.3 Multilingual and Cross-Lingual Research

Multilingual NLP models like mBERT, XLM-R,
and BLOOM have been developed to bridge the
disparities between high-resource and low-resource
languages by leveraging shared linguistic features
across languages (Conneau and Lample, 2019;
Artetxe and Schwenk, 2019).

In the context of counter-narrative generation,
multilingual and cross-lingual approaches enable
the extension of automated CN systems to under-
served linguistic communities. Studies by Hu et al.
(2020); Tekiroğlu et al. (2020) have demonstrated
that pre-trained multilingual LLMs can be fine-
tuned on smaller datasets for specific tasks, achiev-
ing competitive performance even in low-resource
languages.

Cross-lingual transfer, where knowledge from
high-resource languages is applied to low-resource
languages, has shown promise in enhancing the
performance of NLP systems in underrepresented
languages. For example, models fine-tuned on
datasets like CONAN and MT-CONAN have been
successfully adapted to generate counter-narratives
in multiple languages, including Basque (Fanton
et al., 2021; Vallecillo-Rodríguez et al., 2023).

3 Approach

This paper involves a series of systematic exper-
iments, including those conducted as part of the
official submission and additional explorations
performed post-submission. The primary objec-
tive is to fine-tune existing large language models
(LLMs) to enhance their ability to generate effec-
tive counter-narratives. Model selection is guided
by two criteria: the models’ capacity for fine-tuning
and their performance on established benchmarks.

For this task, the counter-narratives were gener-
ated solely using the existing knowledge provided
in the original dataset. No external or additional
knowledge sources were incorporated in the gener-
ation process.

3.1 Official Submissions

The official submissions utilize only the datasets
provided for the task. Wherever applicable, the
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datasets were filtered to ensure relevance and com-
patibility with the respective target languages.

(a) Run 1

(i) Basque: Fine-tune the LLama 3 (8B)
for 3,000 steps using the Basque MT-
CONAN dataset exclusively.

(ii) English: Fine-tune the LLama 3 (8B) for
300 steps using the English MT-CONAN
dataset exclusively.

(b) Run 2

(i) Basque: Fine-tune an existing model
(developed by Orai NLP) for 500 steps,
leveraging only the Basque MT-CONAN
dataset.

(ii) English: Fine-tune the LLama 3 (8B)
for 3,000 steps using the English MT-
CONAN dataset exclusively.

(c) Run 3

(i) Basque: Fine-tune the LLama 3 (8B)
for 3,000 steps using the Basque MT-
CONAN dataset exclusively.

(ii) English: Fine-tune the Mistral (7B) for
300 steps using the English MT-CONAN
dataset exclusively.

3.2 Additional Experiments

To complement the above analyses, we conducted
a series of additional experiments aimed at address-
ing specific challenges and exploring extended use
cases:

(a) Experiment 1 : Evaluating Low-Resource
Language Models

(i) Given Basque’s status as a low-resource
language, we tested the efficacy of fine-
tuned Basque models with and without
native language prompts to assess their
adaptability and robustness.

(b) Experiment 2 : Leveraging Base LLMs for
Post-Processing

(i) Base LLMs were employed to post-
process the outputs of fine-tuned models.
In this setup, the base LLMs were re-
stricted to correcting grammatical errors
while preserving the intended meaning
of the counter-narratives.

(c) Experiment 3 : Cross-Lingual Evaluation

(i) Although the fine-tuning was performed
specifically on Basque and English
datasets, we evaluated the resulting mod-
els on Italian and Spanish datasets (see
Tables 3 and 4) to assess the models’ abil-
ity to generalize counter-narrative gener-
ation across languages

(d) Experiment 4 : Benchmarking against GPT-
4o

(i) All fine-tuned models were compared
to GPT-4o, a high-performing baseline
known for its robust performance on mul-
tiple benchmarks. This comparison pro-
vided insights into the relative effective-
ness of the fine-tuned models in generat-
ing high-quality counter-narratives

4 Methodology

Our experiments are conducted on the
ML_MTCONAN_KN dataset for English
and Basque, which is derived from the CONAN
and MT-CONAN datasets.

• CONAN: This dataset, created through niche-
sourcing, consists of hate speech-counter-
narrative pairs, primarily in English, French,
and Italian, and initially focused on Islamo-
phobia. It leverages the expertise of NGOs
specialising in countering online hate speech
(Vidgen et al., 2020).

• MT-CONAN: Building upon CONAN, this
dataset expands the range of hate speech tar-
gets, encompassing individuals with disabili-
ties, Jewish people, the LGBT+ community,
migrants, Muslims, people of colour, women,
and other marginalised groups (Vidgen et al.,
2021).

Our choice of large language models (LLMs) for
fine-tuning reflects a strategic approach to counter-
narrative generation:

• Mistral 7B: This model (Face, n.d.) has been
shown to be effective for counter-narrative
generation. (Li et al., 2023).

• Llama 3 8B: This model (AI, n.d.) is also
well-suited for counter-narrative generation.
(Zhang et al., 2023).
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• orai-nlp/Llama-eus-8B: This model (Orai-
NLP, n.d.) is a Basque-language LLM, mak-
ing it a suitable choice for the Basque counter-
narrative generation task.

The selected models were chosen for their strong
performance on various NLP tasks and their strate-
gic size, ranging from 5 to 10 billion parameters,
which makes them well-suited for fine-tuning. This
size range strikes a balance between capability and
the practicality of using widely available hardware.
Fine-tuning these models on standard GPUs, such
as those accessible through Google Colab or Kag-
gle Notebooks, often requires additional optimiza-
tion techniques.

To address this, methods such as QLoRA (Quan-
tized Low-Rank Adaptation; (Dettmers et al.,
2022)) were employed, allowing efficient fine-
tuning of LLMs on limited computational re-
sources.

4.1 Fine-Tuning
Fine-Tuning with Llama: Llama 3 (8B) was fine-
tuned on the ML_MTCONAN_KN dataset to en-
able them to understand the patterns and nuances of
counter-narrative generation within the hate speech
domain.

Fine-Tuning Llama with a Basque Prompt:
Similar to the previous step, but instead of using an
English prompt to generate instructions, a Basque
language prompt was employed.

Fine-Tuning with Mistral: The Mistral 7B
model was similarly fine-tuned on the dataset, spe-
cializing in counter-narrative generation. This step
also facilitated performance comparisons between
the fine-tuned Llama and Mistral models (Wu and
Zhang, 2023).

4.2 Post-Processing
Output Refinement with GPT-4o and Mistral:
To enhance quality, coherence, and factual ac-
curacy, outputs from the fine-tuned Llama mod-
els were edited using GPT-4o or Mistral. This
post-processing step ensured the generated counter-
narratives were polished and impactful (Brown
et al., 2020).

4.3 Direct LLM Output Evaluation
Raw Counter-Narrative Generation: Raw out-
puts from LLMs, such as GPT-4o, were also eval-
uated to assess their pre-trained knowledge in
generating counter-narratives without explicit fine-
tuning on the target dataset. While other models

such as Claude, Gemini and Llama-based models,
were also tested, some refused to generate results
citing the sensitivity of the content. Consequently,
only GPT-4o outputs were used to compare the
performances of fully pre-trained LLMs with a
fine-tuned LLM.

4.4 Evaluation Metrics
Model performances are assessed with the follow-
ing metrics:

• JudgeLM: Utilizes LLMs for evaluating per-
sonalized text generation (Fu and Li, 2022) in
open-ended scenarios

• ROUGE-L: ROUGE (Recall-Oriented Un-
derstudy for Gisting Evaluation) is a set of
metrics commonly used for evaluating auto-
matic summarization and machine translation
tasks. It primarily measures lexical overlap
between a generated text and reference text(s)
(Lin, 2004)

• BLEU: Emphasises precision and word
choice accuracy through n-gram overlap (Pap-
ineni et al., 2002).

• BERTScore: Uses contextualized embed-
dings from BERT to capture semantic sim-
ilarity beyond surface-level matching (Zhang
et al., 2020a).

5 Results

As outlined in 3, we conducted a series of experi-
ments to fine-tune the models, aiming to optimize
their performance for counter-narrative generation.
The exact prompts used in the experiments are de-
tailed in A. If a prompt name is not mentioned for
a specific experiment, the default prompt is used.

Reference Dictionary for Model Names

• Base Models

– Mistral 7B: Refers to the original, pre-
trained Mistral 7B Model

– Llama 3 8B: Refers to the original, pre-
trained Llama 3 8B Model

• Fine Tuned Models

– Orai Llama 3 8B: A Llama 3 8B model
fine-tuned specifically on the Basque
dataset by Orai-NLP.
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• Prompt modifications

– Basque Prompt: Refers to a model fine-
tuned with a Basque language-specific
prompt designed for counter-narrative
generation.

– New Prompt: Refers to a model fine-
tuned using a newly designed or modi-
fied prompt for counter-narrative genera-
tion.

• Output Edits : To enhance grammatical accu-
racy, model outputs were post-processed as
follows:

– GPT : Outputs were edited using GPT-
4o to correct grammatical errors

– Mistral: Outputs were edited using Mis-
tral 7B to correct grammatical errors

• Training Steps

– 300/ 500/ 1000/ 3000: Indicates the num-
ber of fine-tuning steps the model under-
went during training.

• Using the above details, the model names
are given as Fine-tuning model name_No. of
steps_Prompt details.

5.1 Basque
For the Basque language experiments, fine-tuning
efforts included the use of Basque-specific prompts
and datasets, with the goal of enhancing counter-
narrative generation in a linguistically and cultur-
ally appropriate manner. Below, we discuss the
performance of the fine-tuned models. The detailed
results are presented in Table 1 below.

5.1.1 Observations
• The Orai Llama model fine-tuned with the

Basque prompt achieved the highest JudgeLM
scores and novelty, indicating its superior abil-
ity to generate creative and contextually appro-
priate counter-narratives. However, this came
at the cost of extended inference times and sig-
nificantly longer output lengths, as reflected
in the Gen_Len Metric in Table 1.

• LLama_3_8B_1000 demonstrated robust
BLEU and RougeL scores, reflecting its
strong performance across traditional evalua-
tion metrics. These results can be attributed to
the fine-tuning process, which was specifically
optimized for these metrics.

• The counter-narratives generated by GPT-
4o and Mistral_7B_500 scored significantly
lower than other models. This indicates dif-
ficulty in maintaining both linguistic fidelity
and contextual relevance, particularly for a
low-resource language like Basque.

5.1.2 Learnings

(a) Performance of GPT-4o

(i) CNs generated using GPT-4o yield excel-
lent results across multiple high-resource
languages, as evidenced in Tables 2, 3,
and 4.

(ii) However, it’s performance diminishes
significantly for low-resource languages
such as Basque, highlighting the chal-
lenges of generating effective counter-
narratives in these contexts.

(b) Impact of Fine-Tuning Steps

(i) A base Llama model fine-tuned for 1,000
steps outperforms the Orai Llama model,
which was fine-tuned for only 500 steps.

(ii) This points to the possibility of fur-
ther fine-tuning the model without over-
fitting

(c) Potential for Further Improvement

(i) Extending fine-tuning beyond the cur-
rent limits presents minimal risk of over-
fitting, as evidenced by the consistent
trends in training and evaluation losses
(Figures 1 and 2). This suggests that
additional training could unlock further
performance gains.

Figure 1: Training Losses for the models
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Model JudgeLM RougeL BLEU BERTScore Gen_Len Novelty
Orai_llama_3_8B_500_basque_prompt 338.5 10.29 3.2 66.7 294.61 93.1
LLama_3_8B_1000 118.5 24.48 15.22 74.61 26.35 86.13
Orai_llama_3_8B_500 80.0 34.0 22.74 77.47 22.71 85.1
gold_truth 54.5 100.0 100.0 100.0 26.5 85.3
LLama_3_8B_300 47.5 31.73 22.25 76.59 24.96 85.41
GPT-4o 33.5 9.62 1.82 63.57 54.41 88.79
Mistral_7B_500 27.5 4.33 2.51 64.34 20.98 80.89

Table 1: Performance metrics for different models on Basque tasks

Figure 2: Evaluation Losses for the models

5.2 English

For the English language experiments, fine-tuning
and model evaluation is done using the English MT-
CONAN dataset. Unlike Basque, English benefits
from being a high-resource language with extensive
datasets and pre-trained models, enabling more ro-
bust performance and generalization. This section
highlights the outcomes of various fine-tuned mod-
els, including comparisons across different training
steps, prompts, and configurations.

5.2.1 Observations
• Leveraging LLMs like GPT-4o to post-edit

fine-tuned model outputs significantly im-
proved performance, as evident in the results
of LLama_3_8B_edited_gpt.

• Mistral 7B models exhibited tendencies to-
ward overfitting; notably, the model fine-tuned
for 300 steps outperformed the one fine-tuned
for 500 steps, as shown in Figures 1 and 2.

• The Mistral_7B_300 model achieved the high-
est scores across traditional metrics such as
BLEU and RougeL.

• LLama 3 (8B) struggled to generalize learn-
ings from one language to another, as
demonstrated by the poor performance of
Orai_llama_3_8B_500.

• GPT-4o-generated outputs achieved the high-
est scores overall; however, they were signifi-
cantly longer in length and underperformed in
alignment metrics such as RougeL and BLEU.

• The longer output length observed in tradi-
tional LLM-generated CNs stems from their
tendency to use detailed narratives in response
to hate speech.

5.2.2 Learnings
(a) Effectiveness of Traditional LLMs

(i) Traditional LLMs, when provided with
sufficient context, can generate counter-
narratives (CNs) effectively for English
tasks.

(ii) While the generated CNs are often rel-
evant, ensuring an appropriate tone and
length is critical.

(b) Synergy Between Fine-Tuning and Post-
Editing

(i) Combining task-specific fine-tuning with
post-editing by advanced LLMs, such
as GPT-4o, enhances performance and
ensures grammatical accuracy.

(c) Mitigating Overfitting

(i) Limiting the number of fine-tuning steps
is an effective strategy to mitigate overfit-
ting, as demonstrated by the superior per-
formance of Mistral_7B_300 compared
to its 500-step counterpart.

(d) Cross-Lingual Transfer Limitations

(i) Cross-lingual transfer remains a signifi-
cant challenge.

(ii) These results underscore the impor-
tance of language-specific fine-tuning
to improve the generation of counter-
narratives in multilingual settings.
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Model JudgeLM RougeL BLEU BERTScore Gen_Len Novelty
GPT-4o 998 14.82 3.26 67.61 83.99 83.32
gold_truth 548 100 100 100 32.7 77.7
LLama_3_8B_3000_edited_gpt 533.5 44.38 32.76 79.45 31.27 77.76
LLama_3_8B_3000_edited_mistral 526 33.5 21.46 75.3 28.33 78.41
LLama_3_8B_3000 516.5 44.54 33.6 79.5 31.36 77.79
Mistral_7B_300 501 52.44 42.82 82.21 30.04 77.26
LLama_3_8B_500_new_prompt 498.5 48.61 37.59 80.79 29.78 78.04
LLama_3_8B_300 493.5 44.15 34.43 79.3 32.24 78.08
Mistral_7B_500 441 43.53 33.96 79.53 31.11 77.74
Orai_llama_3_8B_500 153.5 24.29 15.49 71.48 24.88 81.2

Table 2: Performance metrics for different models on CN generation for English tasks

5.3 Experiments on Italian and Spanish
As discussed above, the results for Italian and Span-
ish were derived from additional experiments con-
ducted beyond the original submissions. These
experiments aimed to evaluate the generalization
capabilities of models fine-tuned on English and
Basque datasets when applied to other languages
to understand the extent to which fine-tuned mod-
els can transfer counter-narrative generation skills
across languages, particularly in high-resource set-
tings.

5.3.1 Observations
• GPT-4o performs better than the ground truth

for both Italian and Spanish

• Mistral 7B is able to generate outputs for HS
in Italian and Spanish, although the CN gen-
erated is in English

• JudgeLM compares the output generated and
scores them, but there are no restrictions on
the output of the language

5.3.2 Learnings
• Cross-lingual fine-tuning (e.g., Basque-

trained models) underperforms in generating
high-quality outputs for Italian and Spanish
tasks, emphasizing the need for language-
specific training.

6 Discussion

The experiments provided valuable insights into the
strengths and limitations of fine-tuning large lan-
guage models (LLMs) for counter-narrative genera-
tion across different languages. Several key themes
emerged from the results:

• Performance of GPT-4o : As highlighted ear-
lier, GPT-4o demonstrates strong performance

for high-resource languages, as evidenced in
Tables 2, 3, and 4. However, it falls short
compared to the fine-tuned models when gen-
erating counter-narratives for Basque, under-
scoring the advantages of language-specific
fine-tuning in low-resource settings.

• Fine-Tuning and Generalization: Fine-
tuning on language-specific datasets proved
crucial for generating effective CNs, partic-
ularly in low-resource contexts like Basque.
Cross-lingual transfer remained a challenge,
emphasizing the need for tailored approaches
for each language.

• Post-Editing Enhancements: Post-editing
outputs with advanced LLMs, such as GPT-
4o, consistently improved the quality of CNs.
However, longer outputs and occasional mis-
alignments in metrics like BLEU and RougeL
highlighted the trade-offs between verbosity
and precision.

• Balancing Training Steps: The experiments
demonstrated that extending fine-tuning steps
can yield better performance up to a point, as
seen in the superior results of Mistral_7B_300
over Mistral_7B_500. However, care must be
taken to mitigate overfitting, particularly in
high-resource models.

• High-Resource vs. Low-Resource Contexts:
Models performed more effectively in high-
resource languages like English, Italian, and
Spanish compared to low-resource languages
like Basque. This underscores the disparities
in linguistic resources and the associated chal-
lenges in achieving parity across languages.

• Cross-Lingual Insights: While generaliza-
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Model JudgeLM RougeL BLEU BERTScore Gen_Len Novelty
GPT-4o 298 12.78 2.86 63.73 72.51 82.76
Mistral_7B_500 141.5 4.55 3.01 70.66 30.77 79.19
gold_truth 131 100 100 100 35.3 77.9
Orai_llama_3_8B_500 29.5 18.16 7.73 70.62 18.27 83.29

Table 3: Performance metrics of the fine-tuned models on Italian tasks

Model JudgeLM RougeL BLEU BERTScore Gen_Len Novelty
GPT-4o 299 15.91 3.88 64.88 79.49 81.18
gold_truth 143 100 100 100 36.9 75.1
Mistral_7B_500 137 6.02 3.0 72.64 30.75 79.21
Orai_llama_3_8B_500 21 18.55 10.84 70.85 21.38 82.86

Table 4: Performance metrics of the fine-tuned models on Spanish tasks

tion across languages remains limited, the
experiments highlighted potential avenues
for improvement, such as multilingual fine-
tuning, leveraging shared linguistic patterns,
and incorporating domain-specific prompts.

6.1 Future Directions
Future research should prioritize the following ar-
eas to expand on these findings:

• Cross-Lingual Transfer: Enhance capabil-
ities through multilingual fine-tuning or by
leveraging pre-trained multilingual models.

• Low-Resource Languages: Develop adap-
tive prompts and datasets to better address
challenges in low-resource linguistic settings.

• Output Optimization: Balance verbosity and
alignment metrics to ensure outputs are both
concise and precise without sacrificing com-
prehensiveness.

• Automated Post-Editing: Scale post-editing
processes using advanced large language mod-
els (LLMs) to automate improvements while
preserving linguistic fidelity.

By tackling these challenges, counter-narrative
generation can become more effective, fostering
inclusive and constructive digital discourse across
diverse linguistic contexts.

7 Conclusion

This study investigated the fine-tuning of Large
Language Models (LLMs) for counter-narrative
(CN) generation across English, Basque, Italian,

and Spanish. By examining both high-resource and
low-resource settings, we identified key strengths,
limitations, and challenges in leveraging LLMs for
this socially impactful task.

The findings underscore the critical role of
language-specific fine-tuning in improving perfor-
mance, particularly for low-resource languages like
Basque, where general-purpose models struggle
due to limited data. In contrast, high-resource lan-
guages such as English, Italian, and Spanish show-
cased robust results, with fine-tuned models often
outperforming general-purpose models like GPT-
4o in alignment and relevance metrics. However,
GPT-4o performed better in the JudgeLM Scores.

This paper underscores the importance of:

• Developing robust fine-tuning strategies to
minimize bias and enhance the quality of
model outputs.

• Expanding research on multilingual capabili-
ties to improve performance in low-resource
languages.

• Exploring efficient training and fine-tuning
methodologies to mitigate computational and
environmental costs.

• Leveraging native language prompt for CN
generation

With further research and incorporating the learn-
ings from this paper, LLMs can become more scal-
able, reliable, and inclusive, enabling their effective
deployment in combating hate speech and fostering
constructive dialogue across diverse linguistic and
cultural contexts.
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A Appendix

A.1 Prompts
A.1.1 English
Initial Prompt Used

"""Below is an instruction that describes a task, paired with an input that provides further
context. Write a response that appropriately completes the request.

### [INSTR] Instructions:
1. Analyze the provided hate speech.
2. Consider the background knowledge about the target of the
hate speech.
3. Generate a counter-narrative that is respectful and constructive.
4. Ensure the counter-narrative is in the same language as the hate speech.

### Input:
The Hate Speech is [HS]: {}
Background Knowledge is [KN]: {}
The target of this hate speech is [TARGET]: {}
The language of the hate speech is [LANG]: {}

### Response:
{}"""

New Prompt Used

""" Below is an instruction that describes a task, paired with an input that provides further
context. Write a response that appropriately completes the request.

### [INSTR] Instructions:
1. Analyze the provided hate speech to:

- Identify its explicit content and underlying sentiment.
- Determine the type of hate speech (e.g., Stereotyping, Misinformation, Dehumanization,

Ridicule, Incitement to Violence, Exclusionary Speech, Disparagement and Insults, Appeals to
Fear, Cultural Attacks, Religious Vilification, Victim-Blaming, etc.).

2. Based on the identified type of hate speech, select the most
effective counter-narrative strategy and apply it:

- Presenting Facts: Use evidence-based rebuttals to debunk stereotypes and misinformation.
- Humanizing: Highlight shared humanity and empathy to counter dehumanization or personal
attacks.
- Using Humor: Respond with appropriate humor or satire to diffuse ridicule while
maintaining respect.
- Denouncing Hate Speech: Strongly condemn incitement to violence while avoiding escalation.
- Promoting Inclusivity: Advocate for diversity and inclusion to counter
exclusionary rhetoric.
- Alleviating Fears: Provide calm, logical explanations to address fear-based narratives.
- Cultural Respect: Celebrate cultural practices and contributions to counter cultural attacks.
- Interfaith Understanding: Promote harmony and address misconceptions
for religious vilification.
- Solidarity and Support: Show solidarity with victims and reject victim-blaming.

3. Leverage the provided background knowledge and context to generate a counter-narrative that:
- Is respectful, constructive, and culturally appropriate.
- Is factual, evidence-based, or illustrative with examples where applicable.
- Directly addresses the identified type of hate speech and its claims.

4. Write the counter-narrative in the same language as the hate speech, ensuring linguistic and
cultural accuracy.
5. Avoid repetitive or generic responses; aim for a unique, creative, and engaging perspective.
6. Ensure the response avoids escalation
or unintended reinforcement of stereotypes.
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### Input:
Hate Speech [HS]: {}
The target of this hate speech is [TARGET]: {}
The language of the hate speech is [LANG]: {}
The type of hate speech is [TYPE]:
# As identified in Step 1
Background Knowledge needed to generate
a counter-narrative is [KN]: {}

### Response:
Using the identified type of hate speech and the
most effective counter-narrative strategy,
provide a relevant, respectful, and impactful
counter-narrative:
{}
"""

A.1.2 Basque

Prompt used for CN generation

"""Jarraian, zeregin bat deskribatzen duen argibide
bat dago, testuinguru gehiago ematen duen sarrera
batekin parekatuta. Idatzi eskaera behar bezala
betetzen duen erantzuna.

### [INSTR] Argibideak:
1. Emandako gorroto hizkera aztertu.
2. Gorroto hizkera sortzeko beharrezkoak diren
aurrekariak kontuan hartu.
3. Ziurtatu kontrako narrazioa hau dela:

- Errespetuzkoa, eraikitzailea eta kulturalki
egokia.
- Egiazkoak, ebidentzian oinarritutakoak edo
adibideekin ilustragarriak, hala badagokio.
- Gorroto hizkera motari espezifikoa eta bere
erreklamazioak zuzenean zuzentzen ditu.

4. Ziurtatu erantzunak estereotipoen areagotzea edo
nahi gabeko indartzea saihesten duela.

### Sarrera:
Gorrotoaren hizkera [HS] da: {}
Kontrako narrazioa sortzeko aurrekarien ezagutza
[KN] da: {}
Gorrotozko diskurtso honen helburua
[TARGET] da: {}
Gorrotoaren hizkeraren hizkuntza
[LANG] da: {}

### Erantzuna:
{}"""
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A.2 QLora Training Parameters
r = 16,
target_modules = ["q_proj", "k_proj", "v_proj", "o_proj", "gate_proj", "up_proj", "down_proj"],
lora_alpha = 16,
lora_dropout = 0,
bias = "none",
use_gradient_checkpointing = "True",
random_state = 3407,
use_rslora = False,
loftq_config = None
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Abstract

Hate speech (HS) in online spaces poses se-
vere risks, including real-world violence and
psychological harm to victims, necessitating ef-
fective countermeasures. Counterspeech (CS),
which responds to hateful messages with oppos-
ing yet non-hostile narratives, offer a promis-
ing solution by mitigating HS while upholding
free expression. However, the growing vol-
ume of HS demands automation, making Natu-
ral Language Processing a viable solution for
the automatic generation of CS. Recent works
have explored knowledge-driven approaches,
leveraging external sources to improve the
relevance and informativeness of responses.
These methods typically involve multi-step
pipelines combining retrieval and passage re-
ranking modules. While effective, most studies
have focused on English, with limited explo-
ration of multilingual contexts. This paper ad-
dresses these gaps by proposing a multilingual,
knowledge-driven approach to CS generation.
We integrate state-of-the-art re-ranking mech-
anisms into the CS generation pipeline and
evaluate them using the MT-CONAN-KN dataset,
which includes hate speech, relevant knowl-
edge sentences, and counterspeech in four lan-
guages: English, Italian, Spanish, and Basque.
Our approach compares reranker-based sys-
tems employing multilingual cross-encoders
and LLMs to a simpler end-to-end system
where the language model directly handles both
knowledge selection and CS generation. Re-
sults demonstrate that reranker-based systems
outperformed end-to-end systems in syntactic
and semantic similarity metrics, with LLM-
based re-rankers delivering the strongest per-
formance overall.1

Content warning: this paper contains unobfuscated
examples some readers may find offensive

1This work is the result of our participation in the
Shared Task on Multilingual Counterspeech Generation held
at COLING 2025.

1 Introduction

Online spaces have become fertile ground for the
proliferation of hateful content, which poses sig-
nificant threats not only in digital environments
but also in the offline world. Research highlights
a direct connection between online hate speech
and real-world violence (Awan and Zempi, 2016).
Exposure to such content can severely impact the
mental health of victims, fostering feelings of in-
security and exclusion (Saha et al., 2019; Persily
et al., 2020; Dreißigacker et al., 2024).

Counterspeech (CS) – a strategy of responding
to hateful messages with opposing, non-hostile nar-
ratives – emerges as a promising solution. Studies
suggest that counterspeech can be more impactful
than traditional moderation techniques like content
removal or user bans, while also aligning with free
speech principles (Schieb and Preuss; Fraser et al.,
2021). Given the sheer volume of hateful content
generated daily, researchers in Natural Language
Processing (NLP) have increasingly focused on au-
tomating CS-related tasks, including classification
(Chung et al., 2021a; Mathew et al., 2019), data
curation (Chung et al., 2019; Fanton et al., 2021),
and generation (Tekiroğlu et al., 2020; Chung et al.,
2021b; Zhu and Bhat, 2021; Tekiroğlu et al., 2022).

Although the majority of the NLP work on coun-
terspeech has centred on English, recent studies
have expanded this scope to other languages. For
instance, datasets and generation systems now exist
for Italian (Chung et al., 2019; Fanton et al., 2021),
French (Chung et al., 2019), Spanish (Vallecillo Ro-
dríguez et al., 2024; Bengoetxea et al., 2024), and
Basque (Bengoetxea et al., 2024). Despite these
advancements, multilingual research remains un-
derexplored, particularly in terms of cross-lingual
adaptability and scalability.

Another promising frontier in CS generation is
knowledge-grounded approaches, which can help
improve the model’s accuracy and lead to CS more
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Figure 1: Graphical representation of the experimental design: orange lines indicate the Rerank-CS approach, red
lines the E2E Prompt-CS approach. The fire emoji symbolizes model fine-tuning.

aligned with those produced by experts. By incor-
porating external knowledge (KN) sources, such
as Wikipedia or discussion forums, these meth-
ods improve the relevance and informativeness of
generated responses (Chung et al., 2021b; Jiang
et al., 2023). For example, Chung et al. (2021b)
leverage keyphrase extraction for KN retrieval,
while Jiang et al. (2023) utilize metrics such as
stance consistency to construct KN repositories.
Both studies integrate the retrieval phase with a
passage re-ranking module (Nogueira and Cho,
2019), enabling the fine-grained selection of re-
trieved KN sentences to be passed to the language
model. Specifically, Chung et al. (2021b) propose
using the ROUGE-L metric (Lin, 2004) to identify
the most relevant sentences for countering hate
speech, whereas Jiang et al. (2023) employ a fit-
ness function for sentence selection. However,
these techniques have primarily been developed
and evaluated in English, leaving a significant gap
in multilingual contexts.

In this paper, we aim to bridge this gap by
proposing a multilingual, KN-driven approach to
CS generation. Specifically, we focus on enhanc-
ing the passage re-ranking module by incorporat-
ing state-of-the-art re-ranking mechanisms into the
KN-driven CS generation pipeline. To evaluate our
approach, we tested the performance of multilin-
gual cross-encoders and LLM-based re-rankers on
the MT-CONAN-KN dataset.2 We compared reranker-
based systems to a simpler end-to-end approach,
where all available information – hate speech and
retrieved KN – was directly passed to an LLM
tasked with selecting the appropriate KN and gen-
erating a CS grounded in it. Figure 1 graphically

2https://huggingface.co/datasets/LanD-
FBK/ML_MTCONAN_KN

summarizes the proposed systems.
This work represents the outcome of our partici-

pation3 in the Multilingual Counterspeech Gener-
ation Shared Task, organized as part of the First
Workshop on Multilingual Counterspeech Gener-
ation (MCG@COLING 2025).4 Results demonstrate
that reranker-based systems achieved outstanding
performance in terms of syntactic and semantic sim-
ilarity with the MT-CONAN-KN test set, outperform-
ing other systems in the competition. Additionally,
LLM-based re-rankers produced better results on
average according to these metrics. However, when
evaluated using LLM-based metrics, the systems’
performance was comparable to those tested on the
MT-CONAN-KN, indicating strong alignment with the
competition dataset but relative weakness in gener-
ating generally high-quality CS.

Although preliminary, these findings underscore
the importance of passage re-ranking for KN-
driven CS generation, particularly in multilingual
contexts. Nonetheless, further research is neces-
sary to develop high-quality, domain-specific KN
bases and to refine retrieval strategies to enhance
CS generation.5

2 Related Work

Although interest in CS generation is growing,
most existing approaches rely on fine-tuning lan-
guage models on ad-hoc datasets (Qian et al., 2019;
Tekiroğlu et al., 2022; Halim et al., 2023) or, in
more recent research, employing in-context learn-
ing techniques (Doğanç and Markov, 2023; Mun
et al., 2023; Zheng et al., 2023). However, very

3We participated as the TrenTeam.
4sites.google.com/view/multilang-counterspeech-gen/
5The code and data are publicly available in the following

GitHub repository: https://github.com/drusso98/TrenTeam-
MCG2025/
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few steps have been taken toward a KN-driven gen-
eration of CS.

Efforts towards KN-driven CS generation remain
limited due to two primary challenges: (i) the com-
mon lack of explicit, well-structured facts in hate
speech (HS) and (ii) the scarcity of training data
(Chung et al., 2021b). To address these challenges,
Chung et al. (2021b) proposed to prepend to the
generative step a KN retrieval one. To address the
limitation of the lack of explicit facts in the HS, the
authors developed a query generation module to
extract keywords from HS instances in the CONAN
dataset (Chung et al., 2019). These keywords were
then used in a two-step KN retrieval procedure:
first, a retrieval step of the top 25 relevant arti-
cles from a KN base comprising the Newsroom
(Grusky et al., 2018) and WikiText-103 (Merity
et al., 2016) datasets using BM25 (Robertson et al.,
2009); second, a selection step of the top 5 most
relevant sentences from these articles using the
ROUGE-L metric (Lin, 2004). The retrieved sen-
tences were combined with the HS instance to form
a single input, which was then passed to generative
models such as GPT-2 (Radford et al., 2019) and
XNLG (Chi et al., 2020), fine-tuned for this purpose.

More recently, Jiang et al. (2023) introduced
the RAUCG framework for unsupervised retrieval-
augmented CS generation. Like Chung et al.
(2021b), the RAUCG framework comprises two com-
ponents: a KN retriever and a CS generator. Using
data from the ChangeMyView subreddit6, the re-
trieval module employed a multi-step process. This
included stance consistency and semantic overlap
rate to select counter-comments relevant to the HS
post, ensuring these contained effective counter-
arguments. The framework further refined the re-
trieved comments using a custom-designed fitness
function, computed in terms of perplexity, to iden-
tify the most suitable sentences. Finally, the HS
and the selected sentences were utilized to gener-
ate the CS through energy-based decoding, which
was constrained to preserve the retrieved KN and
counter the corresponding HS, all while ensuring
fluency.

Both approaches emphasize the importance of
fine-grained selection of effective sentences or
counter-arguments to ensure that the retrieved KN
provided as input to generative models is both ap-
propriate and effective. Chung et al. (2021b) as-
sessed sentence relevance based on textual over-

6https://www.reddit.com/r/changemyview/

lap using the ROUGE-L metric, whereas Jiang et al.
(2023) ranked sentences based on the model’s con-
fidence in next-word prediction (perplexity). The
importance of assessing sentence relevance for KN-
driven generation is also reflected by the growing
emphasis on passage re-ranking within Retrieval-
Augmented Generation (RAG; Lewis et al., 2020)
systems. Indeed, recent advancements in RAG
demonstrate that passage re-ranking is a critical
step for improving retrieval performance (Nogueira
and Cho, 2019), which ultimately enhances gen-
eration quality. State-of-the-art approaches in-
creasingly utilize cross-encoders for passage re-
ranking, which process query and passage infor-
mation jointly to generate a relevance score. Al-
though more computationally intensive than tradi-
tional bi-encoders (Reimers and Gurevych, 2019;
Lin et al., 2023), cross-encoders provide superior
performance by capturing the semantic relationship
between query and passage more effectively. With
the advent of LLMs, recent methods have also em-
ployed generative models for passage re-ranking by
prompting the model to reason over query-passage
pairs and output entailment labels (e.g., true/false
or yes/no). The ranking score is then derived from
the logits associated with the positive label (Zhuang
et al., 2023; Li et al., 2024).

This work seeks to advance KN-driven CS gen-
eration by leveraging the latest developments and
technologies in passage re-ranking and applying
them to hate-speech countering. Specifically, we
evaluate two re-ranking-based CS generation ap-
proaches and compare them with an end-to-end
prompt-based generation approach. Additionally,
we explore these methodologies in a multilingual
setting using the MT-CONAN-KN dataset, which con-
tains triplets of HS, a list of related KN sentences,
and a CS written using one or more of the KN
sentences across four languages: English, Italian,
Spanish, and Basque.

3 Dataset

All systems developed in this study are based on
the Multilingual Multi-Target Knowledge-based
CONAN dataset (ML_MTCONAN_KN)2, provided by
the organizers of the Multilingual Counterspeech
Generation Shared Task (MCG@COLING 20254).
The ML_MTCONAN_KN dataset is built upon the Multi-
Target CONAN dataset (MT-CONAN; Fanton et al.,
2021), which contains 5003 English HS-CS pairs
addressing multiple hate targets, including dis-
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Figure 2: Example of an HS-CS pair from the
ML_MTCONAN_KN dataset in English, Italian, Spanish,
and Basque. Image sourced from the official website of
the MCG Shared Task at COLING 2025.

abled, Jews, LGBT+, migrants, Muslims, people
of color, and women. From this dataset, a subset
of 596 HS instances was sampled to construct the
ML_MTCONAN_KN dataset, focusing on five hate tar-
gets: women, migrants, Jews, and people of color.
For each HS instance, five KN sentences were col-
lected, and a novel CS was written using one or
more of these KN sentences.

The resulting English dataset was automatically
translated into Italian, Spanish, and Basque. To
ensure high-quality translations, native speakers
of each target language manually post-edited the
CS. The final dataset comprises 2384 entries, di-
vided into the following subsets: a training set
with 396 HS-CS pairs per language, and develop-
ment and test sets with 100 pairs per language each.
Figure 2 illustrates an example of an HS-CS pair
translated into the four languages included in the
ML_MTCONAN_KN dataset.

4 Experimental Design

In this work, we compare two CS generation ap-
proaches. In the first approach we tested KN-driven
CS generation leveraging multilingual re-rankers
to identify the most relevant KN sentences for a
given HS. The selected sentences were eventually
passed to the LLM to guide its generation of the
CS (Rerank-CS approach).

The second approach employs a prompt-based
method where a multilingual LLM is directly fine-
tuned to ‘reason’ over the entire set of KN sen-
tences, identify the most relevant, and produce
the CS in a single, end-to-end process. (E2E
Prompt-CS approach). Figure 1 provides a graph-
ical overview of the experimental design. In the
following sections, we provide further details of
the two approaches proposed.

4.1 Rerank-CS Approach
For the Rerank-CS approach, we tested two
multilingual re-rankers: the lightweight
bge-reranker-v2-m37 and the LLM-based
bge-reranker-v2-gemma8 (Chen et al., 2024).
Both the re-rankers are part of the BGE (BAAI
General Embeddings) family of embedding
models and were chosen for two main reasons:
(i) while carrying out the experiments they were
the only re-rankers that officially supported all
four languages, i.e. English, Italian, Spanish, and
Basque; (ii) they were ranked high in the Massive
Text Embedding Benchmark (MTEB) Leaderboard
(Muennighoff et al., 2022).

The bge-reranker-v2-m3 model (M3_RRank
hereafter) is a lightweight, multilingual cross-
encoder based on the BGE-M3 model (Chen et al.,
2024). It was built upon the XLM-RoBERTa pre-
trained model (Conneau et al., 2019) and fine-
tuned on extensive unlabeled, labelled, and syn-
thetic corpora. The bge-reranker-v2-gemma
(Gemma_RRank hereafter), on the other hand, is a
multilingual LLM-based re-ranking model with the
Gemma-2B model (Team et al., 2024) as its back-
bone. This generative model is utilized for a binary
classification task, employing the logits of the posi-
tive response (e.g., ‘true’ or ‘yes’) to represent the
final ranking score.

To evaluate re-rankers on their ability to rank
KN sentences by relevance to hate speech, an anno-
tated version of the MT-CONAN-KN dataset is needed.
In this annotated version, for each entry, the KN
sentence(s) used to write the CS are identified and
labelled. This annotated dataset will also serve to
fine-tune the re-rankers. The remainder of this sec-
tion outlines the automatic annotation procedure, as
well as the strategies for fine-tuning and evaluating
the re-rankers.

KN Sentences Annotation A qualitative analy-
sis of the MT-CONAN-KN dataset revealed substantial
overlap between the CS and one or more KN sen-
tences. To identify which KN sentences were used
to compose each CS, we employed ROUGE-L (Lin,
2004) as a metric, which measures the similarity
between texts based on their common longest com-
mon subsequences (LCS; Lin, 2004). Specifically,
we calculated the ROUGE-L score between each CS
sentence and the corresponding KN sentences. For
cases where a single KN sentence was used to

7https://huggingface.co/BAAI/bge-reranker-v2-m3
8https://huggingface.co/BAAI/bge-reranker-v2-gemma
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write multiple CS sentences, we also computed
the ROUGE-L score for the entire CS against each
KN sentence. Finally, we kept the highest ROUGE-L
scores for each KN sentence; the KN sentences
whose ROUGE score exceeded a specific threshold
were labelled as those used to write the CS. In par-
ticular, a threshold of 35% was chosen to ensure at
least one positive sentence per hate speech in the
training set. 9 Further details and a graphical rep-
resentation of the KN sentence annotation process
can be found in Appendix A.

Re-Ranker Fine-Tuning To fine-tune a re-
ranker, each hate speech instance requires a list
of positive and negative passages (KN sentences
in our case). Using the annotated KN sentences,
we considered sentences with ROUGE scores above
the threshold as positive examples. Sentences with
ROUGE-L scores below this threshold were treated
as negative examples. These triplets of hate speech,
positive KN sentences, and negative KN sentences
(along with their ROUGE scores) were then used to
fine-tune the two re-rankers, i.e. M3_RRank and
Gemma_RRank. The Gemma_RRank necessitates a
prompt in the input that specifies the classification
task to be performed for the extraction of the rank-
ing score. The prompt used is shown below.

Given an hateful content A and a pos-
sible argument B against it, determine
whether the argument is an effective re-
ply providing a prediction of either ‘Yes’
or ‘No’.10

In Appendix B.1 we provide further re-rankers fine-
tuning details.

Re-Ranker Evaluation We evaluated the per-
formance of the M3_RRank and Gemma_RRank re-
rankers on the MT-CONAN-KN dev set on the task of
scoring KN sentences based on their relevance to
the corresponding HS. To measure the effective-
ness of the re-rankers, we employed Mean Average
Precision (MAP)11, a metric that computes the aver-
age precision at each relevant position in the ranked
list, offering a comprehensive evaluation of ranking
quality. MAP is particularly useful in ranking tasks
like this, as it rewards systems that place relevant

9A subset of the annotated data has been manually
checked to ensure the effectiveness of this annotation strategy.

10This prompt was a slight modification of the default
originally used for developing the Gemma_RRank.

11MAP was computed using the ranx library (Bassani,
2022).

Model All EN IT ES EU

M3_RRank 0.637 0.625 0.659 0.648 0.616
M3_RRank FT 0.753 0.772 0.753 0.753 0.732
Gemma_RRank 0.670 0.660 0.687 0.685 0.647
Gemma_RRank FT 0.764 0.782 0.792 0.780 0.702

Table 1: Mean Average Precision results for M3_RRank
and Gemma_RRank re-rankers, with and without fine-
tuning (FT). We present results on the entire develop-
ment set, as well as partial results on the language-
specific subsets.

items (in this case, gold KN sentences) higher in
the ranking. Gold KN sentences were identified
using ROUGE scores between KN sentences and CS
sentences, as detailed earlier. The MAP results for
both re-rankers, in their off-the-shelf and fine-tuned
versions, are presented in Table 1.

Our analysis shows that fine-tuning significantly
enhances the performance of both re-rankers across
all languages. Additionally, the Gemma_RRank
model consistently outperforms the M3_RRank
model, both with and without fine-tuning, indicat-
ing superior ability in ranking the most relevant
KN sentences higher. Interestingly, the fine-tuned
M3_RRank shows better MAP scores in Basque
when compared to Gemma_RRank.

Counterspeech Generation The re-ranker mod-
ule was followed by a KN-driven generation step,
where the input consisted of the HS and the relevant
KN sentences selected by the re-ranker. Following
the automatic annotation of the KN sentences, we
noticed that in the training set, on average, two KN
sentences were used to write the CS. Therefore, in
the generation phase, we provided the LLM with
the top two previously ranked KN sentences. In
particular, we employed the Llama-eus-8B model
(Corral et al., 2024), the only open LLM that of-
ficially claims to be trained in all four languages
present in the dataset. The Llama-eus-8B model is
a multilingual adaptation of Meta’s Llama3.1-8B,
specifically tailored for the Basque language while
retaining its multilingual capabilities.

We fine-tuned this model using the newly an-
notated version of the dataset. The input for fine-
tuning was structured as follows:

You will be provided with a hateful com-
ment (hate speech) and 2 sentences com-
prising arguments against the comment
(knowledge). Generate a reply to the
hateful content using only the informa-
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Lang. System JudgeLM Score rougeL (%) bleu (%) bertscore (%) novelty (%) gen_len

EN

Rerank-CS M3_RRank 1.056,0 49,6 45,3 82,0 78,0 34,4
Rerank-CS Gemma_RRank 1.145,5 ↓ 53,9 48,3 83,4 78,1 36,3
E2E Prompt-CS 999,5 52,5 43,3 82,2 79,0 ↑ 35,4
Gold 1.175,5 100,0 100,0 100,0 77,7 32,7

IT

Rerank-CS M3_RRank 880,0 46,4 38,6 81,2 77,9 37,8
Rerank-CS Gemma_RRank 965,5 ↑ 48,6 41,2 81,7 77,8 37,0
E2E Prompt-CS 791,0 47,4 37,9 80,9 78,8 ↑ 35,5
Gold 929,5 100,0 100,0 100,0 77,9 35,3

ES

Rerank-CS M3_RRank 879,0 48,2 39,3 81,7 75,8 ↑ 41,2
Rerank-CS Gemma_RRank 987,5 ↓ 51,6 42,9 82,8 75,6 40,9
E2E Prompt-CS 769,0 50,2 40,3 82,0 75,4 37,9
Gold 899,0 100,0 100,0 100,0 75,1 36,9

EU

Rerank-CS M3_RRank 1.364,5 33,8 22,4 77,6 85,2 28,2
Rerank-CS Gemma_RRank 1.394,5 ↓ 32,8 20,9 77,1 85,7 27,5
E2E Prompt-CS 1.246,0 31,7 18,2 76,6 85,9 ↑ 24,0
Gold 1.534,5 100,0 100,0 100,0 85,3 26,5

All

Rerank-CS M3_RRank 1044,9 44,5 36,4 80,6 79,2 35,4
Rerank-CS Gemma_RRank 1123,3 ↓ 46,7 38,3 81,3 79,3 35,4
E2E Prompt-CS 951,4 45,5 34,9 80,4 79,8 ↑ 33,2
Gold 1134,6 100,0 100,0 100,0 79,0 32,9

Table 2: Generation results with the three systems: Rerank-CS with M3_RRank and Gemma_RRank and the E2E
Prompt-CS approaches. We highlighted the best system among the three in bold. The arrows denote improved or
diminished performance relative to test set data (Gold line). We have highlighted the results that achieved first,
second, and third place in the general leaderboard of the shared task with gold, silver, and bronze respectively
(Complete Results in Appendix C).

tion present in the knowledge. Reply in
the following language: {language}

Hate speech: {hate speech}

Knowledge: {KN sentences}

Reply: {counterspeech}

For further details on the fine-tuning process, refer
to Appendix B.2.

4.2 E2E Prompt-CS Approach

We evaluate the reranking-based generation meth-
ods against a more direct approach where the ‘rea-
soning’ abilities of a multilingual LLM have been
examined. In particular, we tested an end-to-end
prompt-based approach for selecting relevant sen-
tences from the five KN sentences and eventually
generating CS based on these sentences. For this
approach, we employed Llama-eus-8B LM. Ini-
tial zero-shot experiments with Llama-eus-8B re-
vealed that the model’s output quality was sub-
optimal, as it tended to over-generate, including
irrelevant information in the CS. Consequently, we
decided to fine-tune the model to improve its per-
formance and to adapt the CS style to the training
examples. To this end, we provide the model with

the HS input and five related KN sentences dur-
ing both training and inference. The model is then
prompted to identify the most relevant sentences
and generate a CS that effectively leverages the
provided information. Details on the fine-tuning
procedure can be found in Appendix B.2.

5 Results and Discussion

The Rerank-CS and E2E Prompt-CS generation
systems were evaluated using both automatic met-
rics and LLM-based metrics. The evaluation of
the generated CS was conducted against the gold
CS across several dimensions: recall and preci-
sion of the overlapping LCS and unigrams, calcu-
lated using ROUGE-L (Lin, 2004) and BLEU (Pa-
pineni et al., 2002), respectively; novelty, quan-
tified via the Jaccard distance between the set
of words from the generated CS and the words
present in the train set (Wang and Wan, 2018;
Jaccard, 1901); semantic similarity, measured us-
ing BERTScore (Zhang et al., 2020), by leverag-
ing the pre-trained contextual embeddings of the
bert-base-multilingual-cased model (Devlin
et al., 2019). To further assess the quality of
the generated CS, an LLM-based metric was ap-
plied. JudgeLM, a Vicuna-based model (Chiang
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HATE SPEECH

Women should stay at home and raise the children, this should be their only job.

KN SENTENCES

1) Fifty years ago, women working full-time earned just 59 cents for every dollar their male counterparts made.
2) Close to 60% of women also said that working online allowed them to spend more time at home with their families.
3) Women now working, in the absence of necessity, said they would prefer part-time (41 percent) over full-time (17 percent)
employment.
4) Who would have thought that only 17% of the US Congress would be women?
5) Only 80 different women were cited, with Lady Gaga and Angela Merkel each mentioned four times.

COUNTERSPEECH

Fifty years ago, women working full-time earned just 59 cents for every dollar their male counterparts made. Women now
working, in the absence of necessity, said they would prefer part-time (41 percent) over full-time (17 percent) employment.
Women should be free to choose their own job. [KN 1-3]

Cinquant’anni fa, le donne che lavoravano a tempo pieno guadagnavano solo 59 centesimi per ogni dollaro guadagnato
dai loro colleghi maschi. Questo non è un buon motivo per dire alle donne che dovrebbero stare a casa e crescere i figli.
Inoltre, quasi il 60% delle donne ha dichiarato che lavorare online permette loro di trascorrere più tempo a casa con la
famiglia. [KN 1-2]

Hace cincuenta años, las mujeres que trabajaban a tiempo completo ganaban sólo 59 céntimos por cada dólar que ganaban
sus homólogos masculinos. Cercan del 60% de las mujeres afirmaron también que trabajar en línea les permitía pasar más
tiempo en casa con sus familias. ¿Qué es lo que no entiendes? [KN 1-2]

Emakumeek etxean geratu eta umeak hazi beharko lituzkete, hau izan beharko litzateke euren lan bakarra? Emakumeen
% 60k esan zuen Internet bidez lan egiteak aukera ematen ziela denbora gehiago pasatzeko etxean beren familiekin. Duela 50
urte, emakumeek 59 zentimo irabazten zituzten gizonek egindako dolar bakoitzeko. [KN 1-2]

Table 3: Examples of generations using the Rerank-CS approach combined with Gemma_RRank. Due to space
constraints, only the English version of the hate speech and its corresponding KN sentences are reported. The
generations in the four languages (English, Italian, Spanish, and Basque) originated from hate speech and KN
sentences in those respective languages. The KN sentences chosen by the re-ranker and ultimately utilized by the
LLM to guide the generation are indicated in square brackets at the end of each CS.

et al., 2023) fine-tuned on the JudgeLM-100K
dataset, was used for English, Italian, and Span-
ish. For Basque, an ad-hoc fine-tuned version of
Llama-eus-8B was employed. These models were
adapted for the specific task of CS generation fol-
lowing the approach from Zubiaga et al. (2024).

Results are reported in Table 2. On average,
the Rerank-CS system using Gemma_RRank demon-
strated superior performance compared to other
approaches. Interestingly, both Rerank-CS ap-
proaches achieved higher scores in terms of text
overlap and semantic similarity with the gold CS
(ROUGE-L and BLEU), while the E2e Prompt-CS ap-
proach outperformed the other systems in terms
of novelty. A closer examination of individual
language performance reveals that the Rerank-CS
Gemma-RRank system outperformed other systems
across all languages except Basque. For Basque,
the lightweight M3-RRank yielded the best results in
generation for overlap metrics (ROUGE-L and BLEU)
and semantic similarity (BERTScore).

Additionally, the Rerank-CS Gemma-RRank sys-
tem consistently received the highest scores from
the JudgeLM model across all languages. Inter-
estingly, the LLM-based evaluation recorded the

highest scores for the Basque language. This phe-
nomenon may be due to the fact that the generation
model and the evaluation model were the same,
namely, Llama-eus-8B. All systems enhanced the
novelty in their outputs when compared to the gold
CS. Nevertheless, the E2E Prompt-CS method con-
sistently yielded the most novel results, with the
exception of Spanish.

When considering overall results (see Appendix
C), the Rerank-CS systems performed exception-
ally well in overlap-based metrics (ROUGE-L, BLEU)
and semantic similarity (BERTScore) across the
four languages. This suggests that: (i) the fine-
tuned re-rankers were generally able to assign
higher scores to the proper KN sentences; (ii) the
fine-tuned generative model successfully learned
the task of generating according to the KN provided
in input and properly adapted its output to align
with the MT-CONAN-KN style, i.e, in generating CS
that adhere to the KN sentences. However, these
systems received lower rankings from the LLM-
based judge as the generated CS adhered strictly
to the MT-CONAN-KN style, which, when evaluated
against CS generated by a less constrained model,
may appear less flexible or creative.
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Table 3 presents an example of generated CS in
the four languages for the given hate speech input,
utilizing the KN sentences previously selected by
Gemma-RRank. A qualitative analysis of the outputs
indicates that the fine-tuned Llama-eu-8B model
effectively incorporates the KN sentences into its
responses. In most cases, the model adds relevant
text to directly address the HS, as demonstrated by
examples such as “Women should be free to choose
their own job” or “Questo non è un buon motivo
per dire alle donne che dovrebbero stare a casa e
crescere i figli” in the provided example.

The model’s tendency to reproduce the KN sen-
tences verbatim (or with minimal alterations) can
be attributed to its training on the MT-CONAN-KN
dataset. In this dataset, CS often included extended
portions of the KN sentences, as evidenced by the
high ROUGE scores observed during the annotation
of the KN sentences (see Section 4.1). This strong
alignment with the MT-CONAN-KN dataset further ex-
plains the relatively low JudgeLM scores. Indeed,
the CS generated by our systems remain closely
tied to the re-ranked KN sentences, limiting the
stylistic and argumentative diversity of the output.

6 Conclusion

In this work, we addressed the challenges of multi-
lingual, KN-driven CS generation, proposing an ap-
proach that integrates advanced passage re-ranking
mechanisms into the generation pipeline. By lever-
aging multilingual cross-encoders and LLM-based
re-rankers, we demonstrated the effectiveness of
fine-grained KN selection in enhancing the qual-
ity and relevance of generated CS. Our results,
evaluated on the MT-CONAN-KN dataset, show that
reranker-based generation systems consistently out-
perform end-to-end approaches in both syntactic
and semantic similarity metrics, underscoring the
importance of re-ranking in this domain.

Despite these promising outcomes, our findings
also reveal limitations in generating high-quality,
unconstrained CS, particularly when evaluated us-
ing LLM-based metrics. These insights empha-
size the need for further advancements, including
the development of high-quality, domain-specific
KN bases and more sophisticated retrieval and re-
ranking strategies, and ad-hoc fine-grained metrics.

Overall, this study highlights the potential of
KN-driven CS generation, particularly in multilin-
gual contexts, as a critical tool in combating hate
speech. Future work should focus on improving

adaptability across languages and optimizing CS
quality to better address the complex challenges
posed by online hate speech.

Limitation

Despite the promising results of our approach, sev-
eral limitations remain. The performance of mul-
tilingual re-rankers and models varied across lan-
guages, indicating challenges in achieving consis-
tent cross-lingual adaptability. Moreover, in this
work, we employed Llama-eus-8b, the only open-
source LLM officially trained on all four target
languages. However, as a base model, it lacks
instruction-based fine-tuning, which we believe
could significantly enhance counterspeech quality,
particularly by leveraging conversational nuances.
Additionally, the input data were automatically pre-
processed, which may have introduced alignment
issues or errors in pairing hate speech with KN
sentences, eventually affecting the generated coun-
terspeech quality. Manually curated annotations
could help refine the training data and further im-
prove performance. Finally, the KN sentences used
for grounding the generation were often short and
lacked sufficient contextual depth. Expanding the
context available to both the re-ranker and the LLM
could improve retrieval precision and lead to the
generation of more coherent and impactful CS.

Ethical Statement

This study addresses the challenge of generating
CS and constraining it on selected KN sentences.
While the outcomes are encouraging, it’s crucial
to highlight that the success of these systems de-
pends heavily on two factors: the quality of the
input data and the capabilities of the LLM em-
ployed. A robust LLM may produce subpar CS if
the ground KN is inaccurate or insufficient. On the
other hand, weaker generative models may strug-
gle to utilize the provided information effectively,
leading to factual inaccuracies (Zellers et al., 2019;
Solaiman et al., 2019) and ineffective CS, which
hinders the goal of automating this task. Hence,
in the context of KN-driven generation, particu-
larly when addressing sensitive issues such as hate
speech countering, it is crucial to maintain a stan-
dard quality of the resources employed. Nonethe-
less, it is important to note that automatic systems
for CS generation are not deployed as autonomous
systems. Instead, they should be considered as
suggestion tools that serve as an aid for humans.
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A KN sentences selection

Figure 3 illustrates the process of automatic sen-
tence selection. The ROUGE-L score was used to
evaluate the overlap between the CS and all KN
sentences. This overlap was calculated for the en-
tire CS (central column in the ROUGE scores ma-
trix in the Figure) as well as for each of its sen-
tences. Subsequently, the highest ROUGE-L value
for each KN sentence was retained. Eventually,
sentences whose ROUGE-L value was higher than
a given threshold were labelled as those used for
creating the CS (the green squares in the Figure).

KN Sentences

COUNTERSPEECH

Sent 1 Sent 2

ROUGE-L 

M
A
X

< THRESHOLD ≤

Figure 3: Graphical representation of the automatic
procedure employed for selecting the KN sentences
employed for writing the CS.

B Fine-Tuning Details

B.1 Re-Ranker Fine-Tuning
Starting from the annotated dataset, as detailed in
Section A, we proceeded to fine-tune the M3_RRank
and Gemma_RRank re-rankers. The following sec-
tions provide specifics for each re-ranker.

M3_RRank We fed the cross-encoder with the hate
speech, the list of KN sentences used to create the
CS, the list of the discarded KN sentences, and their
ROUGE-L scores computed as explained in Section
A. The information was formatted in JSON, and
structured as follows.

{
"query": hate speech,
"pos": selected KN sentences,
"neg": discarded KN sentences,
"pos_scores": ROUGE-L scores selected KN

sentences,↪→
"neg_scores": ROUGE-L scores discarded KN

sentences↪→
}

The re-ranker was trained on an NVIDIA Ampere
A40 GPU with 48GB of memory for 5 epochs, us-
ing a learning rate of 6 × 10−5, a training batch
size of 8, and a weight decay of 0.01.

Gemma_RRank The fine-tuning of this LLM-based
re-ranker utilized the same input as the M3_RRank,
with the addition of a prompt instruction. The
prompt used is detailed in Section 4.1 (paragraph

‘Re-Ranker Fine-Tuning’). The LLM underwent
training on an NVIDIA Ampere A40 GPU with
48GB of memory, employing ‘Low-Rank Adapta-
tion’ (LoRA; Hu et al., 2021) with a rank of 32
and an α value of 64. We trained the model for 5
epochs, with a learning rate of 5× 10−5, a weight
decay set at 0.01, and a warm-up ratio of 0.1.

B.2 LLM Fine-Tuning for Generation
We utilized Llama-eus-8B for CS generation. Two
versions of the LMM were fine-tuned, one corre-
sponding to each CS generation approach, namely
the Rerank-CS and E2e Prompt-CS approaches.
The same hyperparameters were used across both
fine-tuning, with the only variation being the train-
ing data. The training was performed on an NVIDIA
Ampere A40 GPU with 48GB of memory, and no
quantization was applied. Low-Rank Adaptation
(LoRA) was utilized with a rank of 16, an α value
of 16, and a dropout rate of 0. Training parameters
included a learning rate of 5 × 10−5, a training
batch size of 2, an evaluation batch size of 4, and
gradient accumulation steps of 4. The model was
trained for 3 epochs, with a weight decay of 0.01,
and a warm-up ratio of 0.03.

For the Rerank-CS approach we employed the
prompt reported in Section 4.1 (paragraph ‘Coun-
terspeech Generation’) filling it with the hate
speech, the top 2 sentences selected by the retriever,
and the gold CS from the train and dev sets of the
MT-CONAN-KN. The dev set has been used as an eval-
uation set during training. For the E2E Prompt-CS
both the hate speech and all the KN sentences were
passed as input to the language model, formatted
into a unique prompt, as shown below:

You will be provided with a hateful com-
ment (hate speech) and {nof_sent} sen-
tences comprising arguments against the
comment (knowledge).

Select the most effective sentences and
use them to generate a reply to the hateful
content. Reply in the following language:
language
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Hate speech: {hate speech}

Knowledge: {knowledge}

Reply: {counterspeech}

C Complete Results

In Tables 4, 5 , 7 , 6 we report the general results of
the shared tasks. Teams are reported in alphabetical
order, and for each metric we highlighted in gold,
silver, and bronze the first, second and third best
results accordingly. We took part in the shared task
under the name TrenTeam. The Rerank-CS sys-
tems utilizing M3_RRank and Gemma_RRank were
submitted as run1 and run2 respectively; results
for the E2E Prompt-CS system are designated with
run3.

89



Team JudgeLM Score ROUGE-L (%) BLEU (%) BERTScore (%) Novelty (%) Gen_len

bhavanark run1 301.5 14.0 1.7 67.1 81.3 54.2
CODEOFCONDUCT run1 2374.5 16.2 2.8 69.4 83.4 84.8
CODEOFCONDUCT run2 2344.0 16.4 3.2 69.4 83.7 85.6
CODEOFCONDUCT run3 2394.5 16.2 2.9 69.1 83.4 88.3
counterspeech go run1 924.5 49.6 34.0 81.9 76.5 24.4
counterspeech go run2 854.0 49.7 34.0 81.8 77.2 24.0
counterspeech go run3 840.0 49.8 33.9 81.9 77.4 23.6
HuaweiTSC run1 1635.0 40.4 27.2 78.2 80.7 38.2
HuaweiTSC run2 2087.5 33.6 18.8 76.1 80.8 48.3
HuaweiTSC run3 1682.0 46.6 34.6 80.4 79.0 39.2
Hyderabadi Pearls run1 861.0 53.1 40.9 82.6 78.2 28.7
Hyderabadi Pearls run2 1058.5 44.3 34.8 79.5 77.0 32.1
Hyderabadi Pearls run3 996.5 45.2 35.2 79.5 77.0 30.9
MilaNLP run1 2326.5 18.1 3.2 70.7 82.3 64.5
MilaNLP run2 2357.5 18.5 3.8 70.8 82.5 66.7
MilaNLP run3 2523.0 19.0 4.9 70.8 83.0 84.7
NLP@IIMAS run1 704.0 48.8 41.2 80.8 78.2 29.8
NLP@IIMAS run2 2498.5 14.7 2.0 68.8 83.1 73.5
NLP@IIMAS run3 2494.5 14.7 2.0 68.8 83.1 73.5
Northeastern Uni run1 965.5 48.3 40.1 81.0 76.8 30.4
Northeastern Uni run2 990.0 51.6 42.1 82.3 76.6 30.9
Northeastern Uni run3 1191.0 51.8 40.3 82.6 78.1 43.0
RSSN run1 681.5 46.3 35.7 78.8 78.4 40.8
RSSN run2 59.0 24.5 13.2 69.2 80.8 31.0
SemanticCUETSync run1 1079.0 51.8 44.4 82.4 77.5 33.4
TrenTeam run1 1056.0 49.6 45.3 82.0 78.0 34.4
TrenTeam run2 1145.5 53.9 48.3 83.4 78.1 36.3
TrenTeam run3 999.5 52.5 43.3 82.2 79.0 35.4
ground truth 1175.5 100.0 100.0 100.0 77.7 32.7

Table 4: Results for English

Team JudgeLM Score ROUGE-L (%) BLEU (%) BERTScore (%) Novelty (%) Gen_len

bhavanark run1 73.0 11.0 2.1 62.6 84.6 39.8
CODEOFCONDUCT run1 1824.5 10.7 2.7 68.6 81.6 78.0
CODEOFCONDUCT run2 1740.5 10.2 2.2 68.5 82.5 80.2
CODEOFCONDUCT run3 1803.5 10.1 2.4 68.3 81.6 75.2
counterspeech go run1 667.5 47.0 32.2 80.9 77.5 28.1
counterspeech go run2 663.0 47.1 31.7 81.0 77.8 27.6
counterspeech go run3 685.0 46.5 32.3 81.1 77.7 27.7
HuaweiTSC run1 1260.5 36.1 21.7 77.2 80.9 40.8
HuaweiTSC run2 1792.0 30.8 16.6 75.9 80.3 49.5
HuaweiTSC run3 1372.5 41.1 26.6 79.1 79.1 41.9
MilaNLP run1 1824.0 16.8 3.7 70.8 82.0 62.1
MilaNLP run2 1912.0 22.7 9.1 73.0 81.1 73.4
MilaNLP run3 1985.5 21.1 8.9 72.6 82.1 101.4
NLP@IIMAS run1 529.5 36.7 27.6 77.2 78.3 32.4
NLP@IIMAS run2 1630.5 13.6 1.9 68.4 81.9 50.1
NLP@IIMAS run3 503.0 36.5 25.8 77.1 79.4 31.6
Northeastern Uni run1 830.0 42.6 30.8 79.7 77.8 32.0
Northeastern Uni run2 905.5 45.4 33.7 80.8 76.9 33.5
Northeastern Uni run3 1004.0 47.5 36.2 81.3 77.8 40.7
SemanticCUETSync run1 1028.0 46.7 36.2 81.1 78.3 34.9
TrenTeam run1 880.0 46.4 38.6 81.2 77.9 37.8
TrenTeam run2 965.5 48.6 41.2 81.7 77.8 37.0
TrenTeam run3 791.0 47.4 37.9 80.9 78.8 35.5
ground truth 929.5 100.0 100.0 100.0 77.9 35.3

Table 5: Results for Italian
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Team JudgeLM Score ROUGE-L (%) BLEU (%) BERTScore (%) Novelty (%) Gen_len

bhavanark run1 54.0 14.7 2.5 64.7 81.0 42.7
CODEOFCONDUCT run1 1857.0 12.0 2.8 69.8 81.3 86.4
CODEOFCONDUCT run2 1820.5 12.0 2.8 69.8 81.5 87.2
CODEOFCONDUCT run3 1839.0 11.5 3.0 69.5 81.8 87.8
counterspeech go run1 639.0 47.6 29.9 81.1 75.3 27.1
counterspeech go run2 646.5 46.7 29.8 80.9 75.6 27.1
counterspeech go run3 652.5 47.4 29.7 80.9 75.7 26.5
HuaweiTSC run1 1228.5 36.8 21.7 77.6 77.5 43.1
HuaweiTSC run2 1728.0 33.5 17.7 76.7 77.4 52.3
HuaweiTSC run3 1339.5 41.9 27.2 79.4 75.8 43.2
MilaNLP run1 1852.5 19.6 4.8 71.5 79.2 67.7
MilaNLP run2 1942.0 23.7 8.6 73.5 78.0 72.7
MilaNLP run3 2002.0 24.2 8.9 73.5 79.6 99.3
NLP@IIMAS run1 492.5 39.7 30.7 78.2 77.3 36.3
NLP@IIMAS run2 1919.0 16.7 3.3 69.6 79.6 64.9
NLP@IIMAS run3 466.0 38.5 27.6 78.1 76.1 33.6
Northeastern Uni run1 894.5 45.6 34.5 80.6 74.0 35.1
Northeastern Uni run2 845.0 46.7 33.6 81.2 73.9 33.4
Northeastern Uni run3 873.0 45.3 33.4 80.5 76.6 43.8
SemanticCUETSync run1 974.5 46.5 35.6 80.8 75.3 36.5
TrenTeam run1 879.0 48.2 39.3 81.7 75.8 41.2
TrenTeam run2 987.5 51.6 42.9 82.8 75.6 40.9
TrenTeam run3 769.0 50.2 40.3 82.0 75.4 37.9
ground truth 899.0 100.0 100.0 100.0 75.1 36.9

Table 6: Results for Spanish

Team JudgeLM Score ROUGE-L (%) BLEU (%) BERTScore (%) Novelty (%) Gen_len

bhavanark run1 74.0 5,5 0,5 61,7 88,7 32,4
CODEOFCONDUCT run1 2465.5 8,2 1,5 66,4 86,8 67,5
CODEOFCONDUCT run2 2371.0 9,8 2,2 67,0 87,1 66,2
CODEOFCONDUCT run3 2382.5 10,4 2,2 67,5 87,5 69,1
counterspeech go run1 904.0 31,8 15,6 76,7 84,9 18,0
counterspeech go run2 837.0 32,4 15,8 77,1 85,1 18,0
counterspeech go run3 855.5 31,6 15,3 76,5 85,1 17,7
HuaweiTSC run1 1484.5 18,3 6,3 72,1 87,2 30,2
HuaweiTSC run2 1881.5 17,7 5,6 72,4 86,8 34,5
HuaweiTSC run3 1722.0 23,3 10,5 74,2 86,5 32,1
Hyderabadi Pearls run1 1011.5 29,2 17,4 75,5 85,6 26,2
Hyderabadi Pearls run2 1322.0 27,6 15,5 75,5 85,3 27,8
Hyderabadi Pearls run3 1023.5 29,2 17,4 75,5 85,6 26,2
MilaNLP run1 2242.5 10,7 1,0 69,0 87,8 44,6
MilaNLP run2 430.0 18,5 6,9 70,4 87,4 50,5
MilaNLP run3 422.5 17,9 6,8 70,7 88,3 72,8
NLP@IIMAS run1 720.5 29,2 17,6 74,9 86,0 24,9
NLP@IIMAS run2 2086.0 8,9 0,6 67,7 87,5 34,6
NLP@IIMAS run3 720.0 29,2 17,6 74,9 86,0 24,9
Northeastern Uni run1 1107.5 25,6 13,3 74,6 84,3 24,8
Northeastern Uni run2 1158.0 27,6 13,5 75,7 83,4 24,5
Northeastern Uni run3 1145.0 30,9 17,6 76,2 85,2 29,6
SemanticCUETSync run1 1194.0 26,5 15,4 75,1 85,4 26,0
TrenTeam run1 1364.5 33,8 22,4 77,6 85,2 28,2
TrenTeam run2 1394.5 32,8 20,9 77,1 85,7 27,5
TrenTeam run3 1246.0 31,7 18,2 76,6 85,9 24,0
ground truth 1534.5 100,0 100,0 100,0 85,3 26,5

Table 7: Results for Basque
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Abstract

This paper presents an overview of the Shared
Task organized in the First Workshop on Multi-
lingual Counterspeech Generation at COLING
2025. While interest in automatic approaches
to Counterspeech generation has been steadily
growing, the large majority of the published
experimental work has been carried out for En-
glish. This is due to the scarcity of both non-
English manually curated training data and to
the crushing predominance of English in the
generative Large Language Models (LLMs)
ecosystem. The task’s goal is to promote and
encourage research on Counterspeech Gener-
ation in a multilingual setting (Basque, En-
glish, Italian, and Spanish) potentially lever-
aging background knowledge provided in the
proposed dataset. The task attracted 11 partic-
ipants, 9 of whom presented a paper describ-
ing their systems. Together with the task, we
introduce ML-MTCONAN-KN a new multilingual
counterspeech dataset with 2384 triplets of hate
speech, counterspeech, and related background
knowledge covering 4 languages1.

Content warning: this article contains unobfus-
cated examples that some readers may find offen-
sive.

1 Introduction

Counterspeech (CS) is a promising strategy to fight
online hate: it consists of replying to the hate
speech (HS) with cogent agents, refuting it without
being offensive. By challenging the stereotypes
spread by the offensive message, it offers an alter-
native and constructive perspective and fosters em-
pathy and understanding among users, promoting a
more inclusive and respectful online environment
(Benesch, 2014; Schieb and Preuss, 2016). Due to
its potential effectiveness (Hangartner et al., 2021)

*These authors contributed equally to this work.
1The dataset is available at: https://huggingface.co/

datasets/LanD-FBK/ML_MTCONAN_KN

Hate Speech

Counterspeech

Knowledge sentences

Figure 1: An example showing the structure of the
ML-MTCONAN-KN dataset, i.e., triplets of hate speech,
counterspeech and related background knowledge, in
Italian, Spanish, English and Basque.

and given the sheer amount of HS being produced,
Natural Language Processing is increasingly focus-
ing on automating CS generation, in an effort to
aid existing NGOs who manually produce these
replies (Chung et al., 2021b; Bonaldi et al., 2024).

However, some aspects of automatic CS genera-
tion still remain largely understudied: this shared
task addresses two of these existing gaps. First, al-
though previous research on CS collection and gen-
eration has mostly focused on English (Qian et al.,
2019; Tekiroglu et al., 2022; Halim et al., 2023;
Mathew et al., 2018), there have been a few efforts
to develop CS datasets for Italian (Chung et al.,
2019, 2020), French (Chung et al., 2019), Span-
ish (Bengoetxea et al., 2024; Vallecillo-Rodríguez
et al., 2024) and Basque (Bengoetxea et al., 2024),
creating a body of curated data that represents a
first step to facilitate research on the automatic gen-
eration of CS from a multilingual point of view.

Secondly, one of the main limitations of deploy-
ing automatic systems for CS production in the
wild is the risk of generating inaccurate informa-
tion. To address this problem, some studies have
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proposed knowledge-driven systems for CS gen-
eration (Chung et al., 2021a; Jiang et al., 2023b).
However, there has not been a systematic compari-
son of the different methods that can be applied for
this task.

In this scenario, our shared task aims to pro-
mote research on the generation of CS in a multi-
lingual setting, namely, in Basque, English, Italian
and Spanish, with the possibility of leveraging the
background knowledge provided in the dataset. To
do so, we introduce ML-MTCONAN-KN, a new multi-
lingual dataset with 2384 triplets of HS, CS, and
related background knowledge (KN) covering 4
languages (the structure of the introduced dataset
is shown in Figure 1). The task attracted 11 par-
ticipants, with 9 submitted papers. Roughly half
of the proposed approaches employed fine-tuning,
with the other half mainly recurring to zero-shot
learning and only one team opting for few-shot
learning. Most fine-tuned models were fine-tuned
on multilingual data, with only two teams focusing
on monolingual generation. In addition, every par-
ticipant except one used the background knowledge
provided to support CS generation.

This task is evaluated using both traditional
overlap and similarity metrics (i.e. BLEU,
ROUGE, BERTscore) and LLM-as-a-judge evalua-
tion (JudgeLM): the official winning system is se-
lected with the latter method, as it has been shown
to have a higher correlation with human evalua-
tion (Zubiaga et al., 2024). In particular, among the
proposed approaches, the MilaNLP systems, which
involve a knowledge filtering step before zero-shot
generation, consistently achieved the highest re-
sults across languages, thus representing the overall
winner of our task.

2 Task description

Following a previous task organized for Span-
ish (Vallecillo-Rodríguez et al., 2024), our shared
task focuses on multilingualism and on the possi-
bility of employing knowledge-driven techniques
for CS generation. With respect to multilingual-
ism, the languages included offer a varied spec-
trum consisting of an agglutinative and isolate lan-
guage (Basque), two romance languages (Italian
and Spanish), and a Germanic one (English). The
languages of interest were chosen according to the
organizers’ linguistic expertise, guaranteeing that
native speakers are available for every language.

Regarding knowledge-driven generation, the

HS: Jews are literally pieces of shit. There must be laws
prohibiting their religion from our land.

KN: In contrast, laws that protect the autonomy of reli-
gious organizations [will] often further individual religious
freedom as well. <EOS> The idea of individuals hav-
ing freedoms is literally foreign to them. <EOS> So say
on extremists of any religion - you’re protected as am I.
<EOS> The First Amendment protects freedom of speech,
but it also protects freedom of religion. <EOS> As with
freedom of speech and freedom of the press, freedom of
religion sometimes means protecting conduct that some
people might not favor. <EOS>

CS: The First Amendment protects freedom of speech,
but it also protects freedom of religion. As with freedom
of speech and freedom of the press, freedom of religion
sometimes means protecting conduct that some people
might not favor. However, to deny it would mean to deny a
fundamental human right.

Table 1: An example in English from our dataset.

new dataset includes triplets of HS, CS, and back-
ground KN sentences used to write the ground-truth
CS. The participants have the option of using such
knowledge, or any additional external knowledge
of their choice, to obtain generations of higher qual-
ity.

3 Dataset

We introduce ML-MTCONAN-KN, a new multilingual
dataset with 2384 triplets of HS, CS, and related
KN in 4 languages. We make the dataset available
in three splits: 1584 examples for training, 400 for
validation, and 400 for testing (the distribution is
roughly 66% - 17% - 17%). An example of a triplet
is shown in Table 1. The KN sentences include both
knowledge considered relevant (highlighted in the
example) and irrelevant by the annotator to write
the gold CS2.

The dataset covers hate speech targeted towards
the following minority groups: Jews, LGBT+, im-
migrants, people of color (POC), and women. Ta-
ble 2 shows the distribution of instances for each
target group in the dataset. Other information in-
cluded in the dataset corresponds to the language
(LANG), the dataset split (SPLIT), an identifier for
each HS - CS pair (PAIR_ID: different versions of
the same pair in different languages have the same
PAIR_ID), and a unique identifier for each pair in
each language (ID), obtained by concatenating the
PAIR_ID and LANG (e.g. "IT01").

2Note that the KN sentences are provided without distin-
guishing between those that are relevant or not to write the
CS.
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Target N %

Jews 400 17
LGBT+ 408 17
Migrants 548 23
POC 352 15
Women 676 28

Total 2384 100

Table 2: The distribution of examples according to the
target of hate.

3.1 Data collection
As it has been mentioned, ML-MTCONAN-KN con-
tains triplets of HS, CS, and related KN. In the
following, we describe how each of these elements
was obtained.

HS We used the hate speech from the MT-
CONAN dataset (Fanton et al., 2021), which com-
prises 5003 HS-CS pairs in English covering multi-
ple targets of hate.

KN For each HS instance in the dataset, the
knowledge retrieval and selection module from
Chung et al. (2021a) was applied to retrieve rele-
vant knowledge. More specifically, first a query
for each HS is created, which is then used to
search for relevant knowledge in an external repos-
itory (Newsroom from Grusky et al. (2018) and
WikiText-103 from Merity et al. (2022)) via the
Solr search engine3. The similarity between each
article and the query is calculated with BM25
(Robertson et al., 1995), and the top 25 articles are
retained. These documents are split into sentences,
and the 5 most relevant according to ROUGE-L F1
(Lin, 2004) are kept as background knowledge for
the dataset.

CS A graduate-level annotator with previous ex-
perience in CS writing is tasked with producing
the CS starting from the provided KN. In partic-
ular, the annotation guidelines are the following:
(i) if no relevant knowledge is available, discard
the example, (ii) if relevant knowledge is available,
use it to write a counterspeech message, adapting
it if required and (iii), if several KN sentences are
deemed relevant, the entry can be duplicated and
two different CS for the same HS can be written,
using different parts of the KN. On average, in one
hour of annotation time, 17.5 examples can be ob-
tained. At the end of this process, 596 CS examples
in English were manually generated.

3https://lucene.apache.org/solr/

HS: Gli ebrei sono letteralmente dei pezzi di merda.
Devono esserci delle leggi che proibiscano la loro religione
nella nostra terra.

CS: Il Primo Emendamento protegge la libertà di parola,
ma anche la libertà di religione. Come per la libertà di
parola e di stampa, la libertà di religione a volte implica
la protezione di comportamenti che a qualcuno potrebbero
non piacere. Tuttavia, negarla significherebbe negare un
diritto umano fondamentale.

HS: Los judíos son literalmente pedazos de mierda.
Debe haber leyes que prohíban su religión en nuestra tierra.

CS: La Primera Enmienda protege la libertad de ex-
presión, pero también la libertad religiosa. Al igual que
ocurre con la libertad de expresión y la libertad de prensa,
la libertad de religión a veces significa proteger conductas
que algunas personas podrían no aprobar. Sin embargo,
negarla significaría negar un derecho humano fundamental.

HS: Juduak kaka hutsak dira. Haien erlijioa gure lur-
raldean debekatzen duten legeak egon behar dira.

CS: Lehen Zuzenketak adierazpen askatasuna babesten
du, baina baita erlijio askatasuna ere. Adierazpen askata-
sunarekin eta prentsa askatasunarekin gertatzen den bezala,
erlijio askatasunak, batzuetan, pertsona batzuek mesede-
garri ez dituzten jokabideak babestea esan nahi du. Baina
ukatzeak oinarrizko giza eskubide bat ukatzea esan nahiko
luke.

Table 3: Translation of an HS-CS pair into IT, ES and
EU.

3.2 Translation to other languages
Translating the English data into the other lan-
guages consisted of a two-step procedure. First,
automatic translation was used: DeepL4 for Span-
ish and Italian, and Itzuli5 for Basque. Second, the
automatic translations of the HS and CS were man-
ually reviewed and post-edited by expert human
annotators. Table 3 shows the HS and CS in Table
1 translated into Italian, Spanish, and Basque.

4 Evaluation

The evaluation of the shared task is based on two
complementary approaches. First, on traditional
overlap and similarity metrics commonly used in
machine translation and text generation, including
those specifically tailored for CS generation (Ben-
goetxea et al., 2024). Second, we use a recently
proposed method based on JudgeLM which has a
stronger correlation with human evaluations than
traditionally used metrics (Zubiaga et al., 2024).
The official ranking and task winner are deter-
mined by the pairwise ranking-based evaluation
using JudgeLM.6

4https://www.deepl.com
5https://www.euskadi.eus/itzuli/
6The evaluation code is available at https://github.

com/hitz-zentroa/eval-MCG-COLING-2025. It was also
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4.1 Traditional Metrics

Reference-based metrics measure the overlap or
embedding similarity between the generated and
the reference CS. Furthermore, we also apply
reference-free metrics to evaluate the generated
CS without considering any ground-truth CS.

Reference-based metrics Building on prior
work in CS generation (Tekiroglu et al., 2022; Ben-
goetxea et al., 2024), we chose to evaluate the sub-
mitted runs using BLEU (Papineni et al., 2002),
ROUGE-L (Lin, 2004) and BERTScore (Zhang
et al., 2020). BLEU (widely used in machine trans-
lation tasks) is a precision-focused metric that as-
sesses the overlap between a candidate text and one
or more reference texts. More specifically, it calcu-
lates the geometric mean of modified n-gram preci-
sion while applying a brevity penalty to discourage
overly short outputs. In contrast, ROUGE-L em-
phasizes recall by identifying the longest common
subsequence between the candidate and reference,
normalized by the reference length. ROUGE-L is
frequently applied in text summarization. Finally,
BERTScore uses contextual embeddings from pre-
trained BERT models to measure the similarity
between candidate and reference sentences.

Reference-Free Metrics We consider two differ-
ent metrics: Novelty and Repetition Rate. Nov-
elty (Wang and Wan, 2018) is calculated by identi-
fying non-singleton n-grams in the generated text
that also appear in the training data. Novelty
aims to measure how distinct the generated con-
tent is from the training data. It should be noted
that this metric is less informative when evaluat-
ing models in zero-shot settings, where no train-
ing data is involved. Regarding Repetition Rate
(RR) (Bertoldi et al., 2013), the idea is to iden-
tify the non-singleton n-grams that are repeated
within the generated text, providing a measure of
self-similarity in the content. This metric focuses
on capturing the diversity of the generated text.

4.2 JudgeLM Pairwise Rank Evaluation

The official scorer for the task is based on a new
method to evaluate CS using JudgeLM which con-
sists of a pairwise rank-based approach, originally
proposed in Zubiaga et al. (2024). Given a pair of
candidate CS, an LLM acts as a judge to determine
the superior counterspeech. It has been shown that

provided to the participants to assist them during system de-
velopment.

Team FT Mul. FT Kn. Fil. Lan.

RSSN ✓ - - EN
Hyderabadi Pearls ✓ - - EN, EU

Counterspeech go ✓ ✓ ✓ All
Trenteam (run 1) ✓ ✓ ✓ All

Northeastern ✓ ✓ - All
NLP@IIMAS (run 1) ✓ ✓ - All
bhavanark ✓ ✓ - All

Trenteam (run 2-3) - - ✓ All
MilaNLP - - ✓ All

NLP@IIMAS (run 2-3) - - - All
CODEOFCONDUCT - - - All
HuaweiTSC - - - All

Table 4: Overview of the proposed systems, according
to four distinguishing dimensions, namely, whether the
model is fine-tuned (FT), fine-tuned over multilingual
data (Mul. FT), whether the knowledge was filtered
before being used (Kn. Fil.) and the language(s) of
interest (Lan.).

this method exhibits a high correlation with human
judgments for this specific task. The model chosen
for English, Spanish, and Italian is JudgeLM (Zhu
et al., 2023), a scalable judge model built upon Vi-
cuna. JudgeLM is trained using a large dataset of
LLM-generated responses including various natu-
ral language generation (NLG) tasks, paired with
detailed evaluations generated with GPT-4. Al-
though JudgeLM supports various evaluation ap-
proaches, such as comparing single answers to a
given reference or multiple answers simultaneously,
we opted for a pairwise comparison of generated
CS as proposed by Zubiaga et al. (2024). This
approach eliminates the need for a ground-truth
reference, focusing instead on selecting the best
option among the available alternatives. By di-
rectly comparing two CS candidates, we also avoid
the ambiguity inherent in evaluating them individ-
ually within an open-ended framework. Further-
more, and unlike traditional metrics, this method
evaluates CS within the context of specific HS in-
stances, rather than treating them as independent
generations. Finally, in order to address the lack of
Basque support of the original JudgeLM,we fine-
tuned Llama-eus-8B (Corral et al., 2024) on the
JudgeLM-100K dataset presented in Zhu et al.
(2023), using the same settings outlined in the pa-
per.

5 Systems Overview

In Table 4 we report the participant teams and their
approaches along four distinguishing dimensions,
namely, whether (a) the system is fine-tuned, (b)
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fine-tuned over multilingual data, (c) background
knowledge was filtered before being used and (d)
the languages the system focuses on. Another issue
worth mentioning is that every participant except
the bhavanark team used the available knowledge.
Moreover, only the Counterspeech go team em-
ployed additional data for training, while all the
other teams only used the shared task dataset. Table
4 groups the systems according to common charac-
teristics: from top to bottom, we can observe how
the approaches focusing on a subset of the avail-
able languages all opted for fine-tuning, without
filtering the knowledge. Furthermore, two groups
of approaches performed multilingual fine-tuning,
with or without knowledge filtering. Finally, those
systems which did not perform any fine-tuning,
with and without knowledge filtering, are listed. A
summary of the submitted systems follows.

RSSN This team employs a language model fine-
tuned to generate counterspeech in English, given
as input a prompt including the hate target, the HS,
and all the provided knowledge sentences. T5 (Raf-
fel et al., 2020) is employed in the first run, while
DistilBART (Lewis et al., 2020) in the second.

Hyderabadi Pearls They fine-tune Mistral 7B
(Jiang et al., 2023a), Llama-base 3.1 8B (Dubey
et al., 2024), and Llama-eus 8B (Corral et al., 2024)
on the ML-MTCONAN-KN corpus to generate CS in
English and Basque. Additionally, they experiment
with GPT-4 to post-edit the generated CS for the
aforementioned languages. The submitted systems
are language-dependent. For Basque, run 1 and run
3 use LLaMa-base 3.1 models fine-tuned for 3,000
steps, while run 2 uses Llama-eus for 500 steps.
For English, run 1 and run 2 are based on LLaMa-
base 3.1 models, adjusted for 300 steps in the first
run and 3,000 steps in the second one. Finally, run
3 uses the Mistral model with 300 steps.

Counterspeech go The same configuration was
used for the three runs, i.e. a QWEN2.5-14B-
Instruct model (Hui et al., 2024) fine-tuned on the
provided dataset. Additionally, the knowledge sen-
tences were filtered using GPT-4o (Hurst et al.,
2024), Claude7, and Gemini (Team et al., 2023).
Moreover, the Alpaca dataset8 was used as addi-
tional data for training to prevent overfitting. The
runs focused on all four languages.

7https://claude.ai/
8https://huggingface.co/datasets/tatsu-lab/

alpaca

Trenteam The team proposes two main ap-
proaches: the Rerank-CS approach, where a mul-
tilingual reranker (bge-reranker-v2-m39 for run 1
and bge-reranker-v2-gemma10 for run 2) is fine-
tuned to identify the most relevant sentences in the
KN, which are then passed to an LLM to guide the
CS generation in a zero-shot-learning fashion. In
the second approach (run 3) a multilingual LLM is
fine-tuned over the entire set of KN sentences and
prompted to identify the most relevant and use them
to produce the CS in an end-to-end process (E2E
Prompt-CS approach). For all three approaches,
the employed LLM is Llama-eus-8B (Corral et al.,
2024).

Northeastern Uni The Northeastern University
team leverages Llama-3 in two main approaches
for training: supervised fine-tuning (on the base
model for run 1 and the instruct model for run
2) and the Direct Preference Optimization (DPO)
strategy (run3). In all runs, they leverage the
ML-MTCONAN-KN dataset in all four languages and
use the provided background knowledge sentences.
For the DPO strategy, they additionally incorporate
negative examples of counterspeech generated with
GPT-4o.

NLP@IIMAS Two systems are proposed to ad-
dress the task depending on the language. The first
system used for run 1 employs a graph-based gen-
erative model (Flan-T5, Chung et al., 2024) that
encodes knowledge about HS to generate the CS.
For Run 2, the system featured a LLM with per-
sonalized counterspeech prompts, applying Chain-
of-Thought for Italian and zero-shot for rest of
the languages. Finally, run 3 consists of using
a LLM in zero-shot for English, while a graph-
based approach was applied to the remaining lan-
guages. Both systems integrate background knowl-
edge from the dataset: in the LLM-based system,
relevant phrases are included in the prompt, while
in the graph-based system, they are organized se-
quentially or interspersed with the offensive mes-
sage.

Bhavanark The presented system consists of a
GPT-2 model fine-tuned on the ML-MTCONAN-KN
HS and CS only, in the English language.

9https://huggingface.co/BAAI/
bge-reranker-v2-m3

10https://huggingface.co/BAAI/
bge-reranker-v2-gemma
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English Basque Italian Spanish

MilaNLP 2523.0 CODEOFCONDUCT 2465.5 MilaNLP 1985.5 MilaNLP 2002.0
NLP@IIMAS 2498.5 MilaNLP 2242.5 CODEOFCONDUCT 1824.5 NLP@IIMAS 1919.0
CODEOFCONDUCT 2394.5 NLP@IIMAS 2086.0 HuaweiTSC 1792.0 CODEOFCONDUCT 1857.0
HuaweiTSC 2087.5 HuaweiTSC 1881.5 NLP@IIMAS 1630.5 HuaweiTSC 1728.0
Northeastern Uni 1191.0 ground truth 1534.5 SemanticCUETSync 1028.0 TrenTeam 987.5
ground truth 1175.5 TrenTeam 1394.5 Northeastern Uni 1004.0 SemanticCUETSync 974.5

TrenTeam 1145.5 Hyderabadi Pearls 1322.0 TrenTeam 965.5 ground truth 899.0
SemanticCUETSync 1079.0 SemanticCUETSync 1194.0 ground truth 929.5 Northeastern Uni 894.5
Hyderabadi Pearls 1058.5 Northeastern Uni 1158.0 Counterspeech go 685.0 Counterspeech go 652.5
Counterspeech go 924.5 Counterspeech go 904.0 Counterspeech go 667.5 bhavanark 54.0
RSSN 681.5 NLP@IIMAS 720.5 bhavanark 73.0
bhavanark 301.5 bhavanark 74.0

Table 5: Official results using Pairwise rank-based method with JudgeLM. The ranking is based on each team’s best
submission.

MilaNLP They adopt two distinct approaches
to address the generation problem in English, Ital-
ian, Spanish, and Basque. For run 1, they use the
Mistral-7B-Instruct-v0.3 model in a zero-shot ap-
proach to generate CS in English and then translate
them into the target languages using the NLLB
model (Costa-jussà et al., 2022). For runs 2 and
3, they directly generate the CS in the target lan-
guages. For all submitted runs, they implement a
knowledge filtering step, either filtering the relevant
sentences in a separate prompt before generation
(runs 1-2) or asking the model to choose which
sentences to use at inference time (run 3).

CODEOFCONDUCT First, a simulated anneal-
ing algorithm is used to generate the candidate CS,
which is iteratively refined. k candidates are se-
lected according to a Boltzmann-like distribution
which accounts for the JudgeLM score of each can-
didate. Then, new candidates are generated starting
from the selected ones and are evaluated with the
same methodology. Finally, the best candidates are
selected using a round-robin algorithm. Runs 1,
2 and 3 submitted by the team correspond to the
candidates ranked first, second and fourth, respec-
tively.

HuaweiTSC Three systems are proposed for the
four languages: all employ few-shot learning with
Chain-of-Thought to prompt GPT-4o-mini to gen-
erate CS candidates (run 1). Moreover, they also
test two approaches to select the best CS candidate:
a pair-wise comparison which selects the best can-
didate according to the highest Elo rating obtained
using JudgeLM (run 2), and a point-wise scorer
which integrates multiple metrics to evaluate each
candidate individually, given a hate speech and its
corresponding background knowledge (run 3).

SemanticCUETSync The developed system fo-
cuses on all languages and leverages the knowledge
provided in the task dataset, as well as additional
general information from external sources. How-
ever, details on how this external information was
integrated or specifics of the system implementa-
tion were not provided. For this reason, the results
of this team are not included in the following anal-
yses.

6 Official Results

Table 5 reports the official ranking determined by
the Pairwise rank-based JudgeLM method. Tables
showcasing the rank per submitted run and all eval-
uation metrics considered for the task are provided
in Appendix A.

The results across the four languages—English,
Basque, Italian, and Spanish—reveal interesting
trends and highlight the strong performances of
certain teams. Thus, MilaNLP stands out as a
consistent top performer, ranked first in English,
Italian, and Spanish, and second in Basque, show-
casing their adaptability across languages and thus
representing the overall winner of the task. CODE-
OFCONDUCT also achieved impressive results,
ranking first in Basque, second in Italian, third in
English, and fourth in Spanish. NLP@IIMAS also
obtained competitive results, ranked second in En-
glish, third in Basque, and fourth in both Italian and
Spanish. Similarly, HuaweiTSC performed well,
with strong rankings such as fourth in English and
third in Italian. The ground truth scores, promi-
nently included in each table, provide a benchmark
for assessing the submissions, with several teams
surpassing this baseline, reflecting the quality of
their outputs. If we consider the systems proposed
by these teams, we can observe some recurring
patterns: in particular, they all use zero-shot learn-
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English Basque Italian Spanish

TrenTeam 0.834 TrenTeam 0.776 TrenTeam 0.817 TrenTeam 0.828
Northeastern Uni 0.826 Counterspeech go 0.771 Northeastern Uni 0.813 Northeastern Uni 0.812
Hyderabadi Pearls 0.826 Northeastern Uni 0.762 Counterspeech go 0.811 Counterspeech go 0.811
SemanticCUETSync 0.824 Hyderabadi Pearls 0.755 SemanticCUETSync 0.81 SemanticCUETSync 0.808
Counterspeech go 0.819 SemanticCUETSync 0.751 HuaweiTSC 0.791 HuaweiTSC 0.794
NLP@IIMAS 0.808 NLP@IIMAS 0.749 NLP@IIMAS 0.772 NLP@IIMAS 0.782
HuaweiTSC 0.804 HuaweiTSC 0.742 MilaNLP 0.73 MilaNLP 0.735
RSSN 0.788 MilaNLP 0.707 CODEOFCONDUCT 0.686 CODEOFCONDUCT 0.698
MilaNLP 0.708 CODEOFCONDUCT 0.675 bhavanark 0.626 bhavanark 0.647
CODEOFCONDUCT 0.694 bhavanark 0.617
bhavanark 0.671

Table 6: Results with BERTscore. The ranking is based on each team’s best submission.

ing, apart from HuaweiTSC which performs few-
shot, and they all rely on the provided background
knowledge, with MilaNLP’s systems additionally
filtering the knowledge sentences for generation.

By considering the results obtained using the tra-
ditional metrics (see the rankings for BERTscore
in Table 6), it can be observed that Trenteam con-
sistently obtains first place across all languages,
followed by Counterspeech go, Northeastern Uni-
versity and Hyderabadi Pearls. When analyzing
these systems, a common characteristic seems to
be that the models were taught to select the rele-
vant knowledge for generating counterspeech. This
was done either explicitly via knowledge filtering
(Trenteam run 2-3 and Counterspeech go run 1-2)
or implicitly via fine-tuning (Northeastern run 3
and Hyderabadi Pearls run1). In fact, selecting
specific knowledge sentences for generation allows
to mimic the process in which the gold CS were
created manually, thus reaching higher similarity
with the references.

7 Discussion

In this section we discuss the results obtained by
the proposed approaches from an aggregated point
of view, first averaging across all languages, and
then comparing their performance on English vs
low-resourced languages. Results are reported in
Table 7.

Overview of all languages Fine-tuned models
achieve significantly higher scores on traditional
metrics, and they also have shorter generations (in
line with the length of the training data). More-
over, if we distinguish the non-fine-tuned systems
between those using zero-shot and few-shot learn-
ing (only the HuaweiTSC team) it is possible to
see how few-shot learning achieves an average gen-
eration length closer to that of fine-tuned models

(41.1), in contrast to the average length from zero-
shot generations (63.7). Fine-tuned models have
lower Novelty, which is expected, as the genera-
tions are more similar to the training data. The
best runs according to JudgeLM are those based
on zero-shot, which turn out to be also the longest
generations (Hu et al., 2024).

Moreover, fine-tuning over multilingual data
benefits the performance on the overlap metrics,
but it lowers the performance according to Novelty,
RR and JudgeLM: the same trend can be observed
for systems performing a knowledge filtering step
before generation.

English vs low-resourced languages If we fo-
cus on the overlap metrics, the generation length
and Novelty, similar trends can be seen across lan-
guages: fine-tuning is helpful in obtaining higher
overlap scores, shorter generations (closer to those
of the ground-truth references) and lower Novelty:
all these trends are expected, as discussed previ-
ously.

Appendix B provides a preliminary manual qual-
itative analysis of the generated CS. The analy-
sis indicates that the winning runs according to
BERTScore focus on selecting knowledge from the
provided options and tend to reproduce it more or
less verbatim, achieving thus a high overlap with
the reference. In contrast, the best runs according
to JudgeLM, while also leveraging the provided
knowledge, tend to rephrase it. This approach re-
duces the overlap with respect to the ground-truth
CS but results in more natural generations.

The main differences across languages are reg-
istered for RR and JudgeLM. In particular, two
different phenomena can be observed. First, fine-
tuned models in English score worse according
to RR and JudgeLM. However, when fine-tuned
over multilingual data, repetitiveness is lower and
JudgeLM assigns higher scores. Second, for low-
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Lang Approach ROUGE-L BLEU BERTsc. length Novelty RR JudgeLM

All

Gold 1 1 1 32.835 0.790 3.773 1134.625

FT ✓ 0.382 0.262 0.776 31.720 0.798 3.992 785.3
- 0.252 0.135 0.734 58.151 0.819 3.882 1738.3

Mul. FT ✓ 0.393 0.270 0.780 31.269 0.794 4.097 783.5
- 0.374 0.263 0.770 30.466 0.810 3.376 876.7

Kn. Fil. ✓ 0.362 0.234 0.775 43.509 0.803 4.068 1207.4
- 0.287 0.175 0.743 46.232 0.813 3.857 1310.3

EN

Gold 1 1 1 32.65 0.776 3.777 1175.5

FT ✓ 0.447 0.337 0.793 32.724 0.780 4.233 820.2
- 0.277 0.151 0.737 62.996 0.817 3.724 2066.3

Mul. FT ✓ 0.499 0.389 0.818 30.070 0.773 3.969 940.6
- 0.379 0.269 0.761 36.262 0.788 4.586 659.7

Kn. Fil. ✓ 0.401 0.279 0.784 43.793 0.793 3.852 1447.4
- 0.348 0.233 0.757 49.052 0.800 4.056 1406.6

ES, EU, IT

Gold 1 1 1 32.897 0.794 3.771 1121.0

FT ✓ 0.354 0.230 0.768 31.294 0.806 3.890 770.5
- 0.243 0.129 0.733 56.401 0.820 3.939 1619.9

Mul. FT ✓ 0.371 0.245 0.773 30.777 0.800 4.132 754.8
- 0.245 0.131 0.734 55.176 0.820 3.973 1538.6

Kn. Fil. ✓ 0.350 0.220 0.771 43.414 0.807 4.140 1127.4
- 0.261 0.150 0.736 45.023 0.818 3.771 1269.1

Table 7: From top to bottom: aggregated results for all languages, English and low-resourced languages respectively.

resourced languages, fine-tuned models are less
repetitive, and fine-tuning over multilingual data ac-
tually worsens the RR scores and the performance
according to JudgeLM.

Finally, filtering the background knowledge
helps to improve RR and JudgeLM for English,
but it degrades performance for the other lan-
guages. Therefore, we can conclude that overall,
both fine-tuning over multilingual data and filter-
ing the knowledge seem to benefit more in English
than in the rest of the languages. Furthermore, for
all languages, fine-tuning allows to obtain genera-
tions more similar to the gold references but with
worse performance according to the pairwise rank-
ing method used with JudgeLM.

8 Conclusion

The analysis of the results of the shared task high-
lights some patterns among the most successful
approaches. In particular, zero-shot learning com-
bined with the provided background knowledge
allows to obtain better multilingual counterspeech
generation in terms of overall quality, measured by
JudgeLM. On the other hand, systems obtaining the
best scores on the traditional overlap-based metrics
demonstrate that teaching the systems to select rel-
evant knowledge, either by explicitly filtering it or

implicitly via fine-tuning, effectively replicates the
manual creation process of counterspeech. More-
over, the differences between high-resource and
low-resource languages suggest the need to apply
different strategies across linguistic contexts.

In summary, the obtained results in the shared
task not only advance the state of the art in auto-
matic counterspeech generation but also highlight
critical areas for future research, such as developing
more robust methods for low-resource languages
and the need for deeper exploration into the evalua-
tion of these systems.

Limitations

This work provides an in-depth analysis of the sys-
tems developed to address the task but still has
certain limitations. First, the dataset does not in-
clude information about which external knowledge
sentences are relevant for developing the gold CS.
This information could help future systems discrim-
inate between what is relevant and what is not in
CS generation.

Second, automatic evaluation remains a major
challenge in language generation, especially in
this task. As shown, traditional metrics based on
n-gram or embedding similarity do not evaluate
the quality of the counterspeech with respect to a
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given hate speech. Furthermore, previous work has
shown a lower correlation of these metrics concern-
ing human judgments. Therefore, we propose a
new method based on JudgeLM as an alternative.
However, despite its good correlation with human
judgments, JudgeLM may introduce biases inher-
ent in the models used as judges or it may show
preferences for certain types of counter-narratives.

By highlighting these limitations we hope to en-
courage future research on multilingual counter-
speech generation and evaluation.

Ethics Statement

Generating multilingual counterspeech to combat
hate speech involves significant ethical and social
considerations. Researchers and developers must
take care to avoid reproducing harmful content, en-
suring a responsible approach in creating automatic
counterspeech systems.

First, the emotional well-being of researchers
and annotators must be prioritized, as constant ex-
posure to hateful content can harm mental health.
Strategies like regular breaks and access to emo-
tional support are essential when labeling datasets
or evaluating systems that handle hate speech.

The dataset ML-MTCONAN-KN includes offensive
messages, but it is designed to prevent models from
generating abusive content. For this reason, our
main focus in creating it was centered on achieving
high-quality counterspeech replies, while the hate-
ful messages are simple and stereotyped, to avoid
possible misuses. Moreover, these messages were
originally generated automatically, which allows
us to preserve users’ privacy.

Finally, automated systems may generate biased
or harmful responses, especially when cultural and
linguistic nuances are poorly addressed. For this
reason, despite progress in automation, human in-
volvement remains crucial: in this task, we always
envision the deployment of counterspeech gener-
ation systems as assistant tools rather than to be
deployed in the wild with no supervision.
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A Official results

The official results of the shared task are presented.
JudgeLM Score refers to the score obtained in the
pairwise comparison setting described in Subsec-
tion 4.2. Generation Length corresponds to the
average length of the generated outputs. Tradi-
tional metrics are those detailed in Subsection 4.1.
The ranking was determined based on the JudgeLM
Score for each of the languages.
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Rank Team Runs JudgeLM Traditional metrics(%) generation
Score ROUGE-L BLEU BERTscore Novelty length

1 MilaNLP run3 2523.0 19.0 4.9 70.8 83.0 84.7
2 NLP@IIMAS run2 2498.5 14.7 2.0 68.8 83.1 73.5
3 NLP@IIMAS run3 2494.5 14.7 2.0 68.8 83.1 73.5
4 CODEOFCONDUCT run3 2394.5 16.2 2.9 69.1 83.4 88.3
5 CODEOFCONDUCT run1 2374.5 16.2 2.8 69.4 83.4 84.8
6 MilaNLP run2 2357.5 18.5 3.8 70.8 82.5 66.7
7 CODEOFCONDUCT run2 2344.0 16.4 3.2 69.4 83.7 85.6
8 MilaNLP run1 2326.5 18.1 3.2 70.7 82.3 64.5
9 HuaweiTSC run2 2087.5 33.6 18.8 76.1 80.8 48.3
10 HuaweiTSC run3 1682.0 46.6 34.6 80.4 79.0 39.2
11 HuaweiTSC run1 1635.0 40.4 27.2 78.2 80.7 38.2
12 Northeastern Uni run3 1191.0 51.8 40.3 82.6 78.1 43.0
13 ground truth 1175.5 100.0 100.0 100.0 77.7 32.7
14 TrenTeam run2 1145.5 53.9 48.3 83.4 78.1 36.3
15 SemanticCUETSync run1 1079.0 51.8 44.4 82.4 77.5 33.4
16 Hyderabadi Pearls run2 1058.5 44.3 34.8 79.5 77.0 32.1
17 TrenTeam run1 1056.0 49.6 45.3 82.0 78.0 34.4
18 TrenTeam run3 999.5 52.5 43.3 82.2 79.0 35.4
19 Hyderabadi Pearls run3 996.5 45.2 35.2 79.5 77.0 30.9
20 Northeastern Uni run2 990.0 51.6 42.1 82.3 76.6 30.9
21 Northeastern Uni run1 965.5 48.3 40.1 81.0 76.8 30.4
22 Counterspeech go run1 924.5 49.6 34.0 81.9 76.5 24.4
23 Hyderabadi Pearls run1 861.0 53.1 40.9 82.6 78.2 28.7
24 Counterspeech go run2 854.0 49.7 34.0 81.8 77.2 24.0
25 Counterspeech go run3 840.0 49.8 33.9 81.9 77.4 23.6
26 NLP@IIMAS run1 704.0 48.8 41.2 80.8 78.2 29.8
27 RSSN run1 681.5 46.3 35.7 78.8 78.4 40.8
28 bhavanark run1 301.5 14.0 1.7 67.1 81.3 54.2
29 RSSN run2 59.0 24.5 13.2 69.2 80.8 31.0

Table 8: English Results.

Rank Team Runs JudgeLM Traditional metrics(%) generation
Score ROUGE-L BLEU BERTscore Novelty length

1 CODEOFCONDUCT run1 2465.5 8.2 1.5 66.4 86.8 67.5
2 CODEOFCONDUCT run3 2382.5 10.4 2.2 67.5 87.5 69.1
3 CODEOFCONDUCT run2 2371.0 9.8 2.2 67.0 87.1 66.2
4 MilaNLP run1 2242.5 10.7 1.0 69.0 87.8 44.6
5 NLP@IIMAS run2 2086.0 8.9 0.6 67.7 87.5 34.6
6 HuaweiTSC run2 1881.5 17.7 5.6 72.4 86.8 34.5
7 HuaweiTSC run3 1722.0 23.3 10.5 74.2 86.5 32.1
8 ground truth 1534.5 100.0 100.0 100.0 85.3 26.5
9 HuaweiTSC run1 1484.5 18.3 6.3 72.1 87.2 30.2
10 TrenTeam run2 1394.5 32.8 20.9 77.1 85.7 27.5
11 TrenTeam run1 1364.5 33.8 22.4 77.6 85.2 28.2
12 Hyderabadi Pearls run2 1322.0 27.6 15.5 75.5 85.3 27.8
13 TrenTeam run3 1246.0 31.7 18.2 76.6 85.9 24.0
14 SemanticCUETSync run1 1194.0 26.5 15.4 75.1 85.4 26.0
15 Northeastern Uni run2 1158.0 27.6 13.5 75.7 83.4 24.5
16 Northeastern Uni run3 1145.0 30.9 17.6 76.2 85.2 29.6
17 Northeastern Uni run1 1107.5 25.6 13.3 74.6 84.3 24.8
18 Hyderabadi Pearls run3 1023.5 29.2 17.4 75.5 85.6 26.2
19 Hyderabadi Pearls run1 1011.5 29.2 17.4 75.5 85.6 26.2
20 Counterspeech go run1 904.0 31.8 15.6 76.7 84.9 18.0
21 Counterspeech go run3 855.5 31.6 15.3 76.5 85.1 17.7
22 Counterspeech go run2 837.0 32.4 15.8 77.1 85.1 18.0
23 NLP@IIMAS run1 720.5 29.2 17.6 74.9 86.0 24.9
24 NLP@IIMAS run3 720.0 29.2 17.6 74.9 86.0 24.9
25 MilaNLP run2 430.0 18.5 6.9 70.4 87.4 50.5
26 MilaNLP run3 422.5 17.9 6.8 70.7 88.3 72.8
27 bhavanark run1 74.0 5.5 0.5 61.7 88.7 32.4

Table 9: Basque Results.
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Rank Team Runs JudgeLM Traditional metrics(%) generation
Score ROUGE-L BLEU BERTscore Novelty length

1 MilaNLP run3 1985.5 21.1 8.9 72.6 82.1 101.4
2 MilaNLP run2 1912.0 22.7 9.1 73.0 81.1 73.4
3 CODEOFCONDUCT run1 1824.5 10.7 2.7 68.6 81.6 78.0
4 MilaNLP run1 1824.0 16.8 3.7 70.8 82.0 62.1
5 CODEOFCONDUCT run3 1803.5 10.1 2.4 68.3 81.6 75.2
6 HuaweiTSC run2 1792.0 30.8 16.6 75.9 80.3 49.5
7 CODEOFCONDUCT run2 1740.5 10.2 2.2 68.5 82.5 80.2
8 NLP@IIMAS run2 1630.5 13.6 1.9 68.4 81.9 50.1
9 HuaweiTSC run3 1372.5 41.1 26.6 79.1 79.1 41.9
10 HuaweiTSC run1 1260.5 36.1 21.7 77.2 80.9 40.8
11 SemanticCUETSync run1 1028.0 46.7 36.2 81.1 78.3 34.9
12 Northeastern Uni run3 1004.0 47.5 36.2 81.3 77.8 40.7
13 TrenTeam run2 965.5 48.6 41.2 81.7 77.8 37.0
14 ground truth 929.5 100.0 100.0 100.0 77.9 35.3
15 Northeastern Uni run2 905.5 45.4 33.7 80.8 76.9 33.5
16 TrenTeam run1 880.0 46.4 38.6 81.2 77.9 37.8
17 Northeastern Uni run1 830.0 42.6 30.8 79.7 77.8 32.0
18 TrenTeam run3 791.0 47.4 37.9 80.9 78.8 35.5
19 Counterspeech go run3 685.0 46.5 32.3 81.1 77.7 27.7
20 Counterspeech go run1 667.5 47.0 32.2 80.9 77.5 28.1
21 Counterspeech go run2 663.0 47.1 31.7 81.0 77.8 27.6
22 NLP@IIMAS run1 529.5 36.7 27.6 77.2 78.3 32.4
23 NLP@IIMAS run3 503.0 36.5 25.8 77.1 79.4 31.6
24 bhavanark run1 73.0 11.0 2.1 62.6 84.6 39.8

Table 10: Italian Results.

Rank Team Runs JudgeLM Traditional metrics(%) generation
Score ROUGE-L BLEU BERTscore Novelty length

1 MilaNLP run3 2002.0 24.2 8.9 73.5 79.6 99.3
2 MilaNLP run2 1942.0 23.7 8.6 73.5 78.0 72.7
3 NLP@IIMAS run2 1919.0 16.7 3.3 69.6 79.6 64.9
4 CODEOFCONDUCT run1 1857.0 12.0 2.8 69.8 81.3 86.4
5 MilaNLP run1 1852.5 19.6 4.8 71.5 79.2 67.7
6 CODEOFCONDUCT run3 1839.0 11.5 3.0 69.5 81.8 87.8
7 CODEOFCONDUCT run2 1820.5 12.0 2.8 69.8 81.5 87.2
8 HuaweiTSC run2 1728.0 33.5 17.7 76.7 77.4 52.3
9 HuaweiTSC run3 1339.5 41.9 27.2 79.4 75.8 43.2
10 HuaweiTSC run1 1228.5 36.8 21.7 77.6 77.5 43.1
11 TrenTeam run2 987.5 51.6 42.9 82.8 75.6 40.9
12 SemanticCUETSync run1 974.5 46.5 35.6 80.8 75.3 36.5
13 ground truth 899.0 100.0 100.0 100.0 75.1 36.9
14 Northeastern Uni run1 894.5 45.6 34.5 80.6 74.0 35.1
15 TrenTeam run1 879.0 48.2 39.3 81.7 75.8 41.2
16 Northeastern Uni run3 873.0 45.3 33.4 80.5 76.6 43.8
17 Northeastern Uni run2 845.0 46.7 33.6 81.2 73.9 33.4
18 TrenTeam run3 769.0 50.2 40.3 82.0 75.4 37.9
19 Counterspeech go run3 652.5 47.4 29.7 80.9 75.7 26.5
20 Counterspeech go run2 646.5 46.7 29.8 80.9 75.6 27.1
21 Counterspeech go run1 639.0 47.6 29.9 81.1 75.3 27.1
22 NLP@IIMAS run1 492.5 39.7 30.7 78.2 77.3 36.3
23 NLP@IIMAS run3 466.0 38.5 27.6 78.1 76.1 33.6
24 bhavanark run1 54.0 14.7 2.5 64.7 81.0 42.7

Table 11: Spanish Results.

B Qualitative analysis of the results

We conducted a preliminary review of the winning
runs by comparing the outputs from the winning
systems according to the JudgeLM pairwise rank-
based evaluation and BERTScore. Based on an ini-
tial assessment of a subset of 100 instances, we ob-

served some trends in the characteristics of the out-
puts selected as winners by these two methods. Ta-
ble 12 provides an illustrative example in each lan-
guage where, according to the JudgeLM pairwise
rank-based evaluation, the winner is WinPRB, and
according to BERTScore, the winner is WinBERT.
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When focusing on the English results, runs iden-
tified as winners by the JudgeLM pairwise rank-
based evaluation tended to appear more natural
overall while, those selected as winners based on
BERTScore, often seemed less natural. Thus, the
winner according to BERTScore closely mirrors
the ground truth, using the same knowledge that
informed the reference CN word for word, likely
contributing to its high BERTScore. However, it
also introduces an ungrammatical piece of knowl-
edge (Knowledge 2), making the response seem in-
congruent. Throughout the submitted run, the CNs
were combinations of pieces of knowledge with-
out rephrasing, resulting in a high overlap with the
reference but an unnatural, disjointed appearance.
This made them perform poorly when evaluated
by the JudgeLM pairwise rank-based evaluation
method.

In contrast, the winner according to the JudgeLM
rank-based evaluation also draws on the knowledge
used in the reference CN, as well as Knowledge 3,
but it combines it and rephrases it in a more natural
manner. However, by rephrasing it, the overlap
with the reference is reduced, which results in a
lower BERTScore. This observation extends to
other languages, where the winners according to
BERTScore are those that select knowledge and re-
produce it almost word by word, while the winners
according to JudgeLM seem to be more focused on
generation and adapting the knowledge to make it
sound more natural.
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English

HS Jews control Hollywood and the media.

WinPRB In Hollywood, many individuals of Jewish heritage have made significant contributions, yet it’s
inaccurate to suggest that they collectively "control" the industry. Historically, Hollywood Jews have
been committed to assimilation and not religious celebration. They’ve been intermarried, secular, and
ambivalent about their faith, often keeping Judaism a private matter. This misconception stems from a
few prominent figures in the industry, rather than a coordinated effort or control.

WinBERT But almost from the inception of the American film industry, the Hollywood Jews were dedicated to
assimilation, not religious celebration. Well, Jews last, which is why, in Hollywood, Judaism was
always sotto voce.

ground truth Almost from the inception of the American film industry, the Hollywood Jews were dedicated to
assimilation, not religious celebration. Why should their religion be connected to an alleged "control of
the media"?

KN 1. He began writing other Hollywood notables, asking them to sponsor endangered Jews.

2. well, Jews last, which is why, in Hollywood, Judaism was always sotto voce.

3. Secular, skeptical, intermarried, ambivalent, disenchanted, disengaged, sometimes Jews: on this day,
Judaism and Jewish community briefly take center stage.

4. But almost from the inception of the American film industry, the Hollywood Jews were
dedicated to assimilation, not religious celebration.
5. And he urges that God himself would punish any king who tried to interfere with the Jews’ practice
of Judaism.

Spanish

HS Los judíos controlan el gobierno de EE.UU

WinPRB A pesar de que en el pasado hubo momentos de conflictos entre judíos y musulmanes, como en el caso
de Israel, es importante recordar que hoy en día, la mayoría de los israelíes y musulmanes coexisten
en paz. En cuanto al gobierno de los EE. UU., no hay evidencia de que los judíos lo controlen. En
realidad, los judíos han sufrido persecuciones en países como China, Polonia y Turquía. Por lo tanto,
es importante respetar a todos los ciudadanos y no asignar responsabilidades sin pruebas.

WinBERT El Gobierno debería perseguir activamente la liquidación de estos poderes antisemitas que trabajan
dentro de las instituciones gubernamentales. En última instancia, el gobierno comunista patrocinó
una campaña antisemita que resultó en que la mayoría de los judíos restantes se vieron obligados a
abandonar Polonia.

ground truth Esto no es cierto. Por el contrario, el Gobierno debería perseguir activamente la liquidación de los
poderes antisemitas que actúan dentro de las instituciones gubernamentales.

KN 1. El Gobierno israelí apoyó a los musulmanes y envió policías para impedir el avance de los judíos.

2.Según el gobierno chino, no hay judíos de Kaifeng porque no hay judíos chinos.

3. El Gobierno debería perseguir activamente la liquidación de estos poderes antisemitas que
trabajan dentro de las instituciones gubernamentales.
4. En última instancia , el gobierno comunista patrocinó una campaña antisemita que resultó en la
mayoría de los judíos restantes se vieron obligados a abandonar Polonia.

5. Resolvieron solicitar a los gobiernos britanico , austriaco y frances que intercedieran ante el gobierno
otomano y detuvieran las persecuciones.
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Basque

HS Juduek Hollywood eta komunikabideak kontrolatzen dituzte.

WinPRB Judu komunitateak ez du Hollywood eta komunikabideak kontrolatzen, baina beren jarduerei eta
ekintzak moralitate eta arau berriak ezartzen dizkiete, eta eztabaidagarriak diren edukiak saihesten ditu.
Horrela, ez dago inolako frogarik juduak komunikabideak kontrolatzen ari direla, baizik eta beraien
ekintzetan arau eta balio etikoak errespetatzen dituztela.

WinBERT Baina ia AEBetako zinema industriaren hastapenetatik, Hollywoodeko juduak asimilazioan aritu ziren,
ez ospakizun erlijiosoan. Gaur egun, judaismoa eta juduen komunitatea dira nagusi.

ground truth Ia AEBetako zinema industriaren hastapenetatik, Hollywoodeko juduak asimilazioan zentratu ziren
ziren, ez ospakizun erlijiosoan. Zergatik egon behar du lotuta haien erlijioa ustezko "komunikabideen
kontrol" batekin?

KN 1. Hollywoodeko beste kontu batzuk idazten hasi zen, arriskuan zeuden juduak babesteko eskatuz.

2. Horregatik, Hollywooden, judaismoa sotto voce izan zen beti.

3. Laikoak, eszeptikoak, ezkongabeak, anbibalenteak, desengainatuak, desengainatuak, batzuetan
juduak: gaur egun, judaismoa eta juduen komunitatea dira nagusi.

4. Baina ia AEBetako zinema industriaren hastapenetatik, Hollywoodeko juduak asimilazioan
aritu ziren, ez ospakizun erlijiosoan.
5. Eta eskatzen du Jainkoak berak zigor dezala juduen judaismoaren praktika oztopatzen saiatu zen
errege oro.

Italian

HS Gli ebrei controllano Hollywood e i media.

WinPRB Gli ebrei non controllano Hollywood o i media: invece, molti ebrei laici, scettici, meticci e disincantati
hanno contribuito all’industria cinematografica e alla produzione di media, come molti altri individui
di diverse religioni e culture. La loro presenza è stata importante per la creazione di opere culturali
diverse e significative.

WinBERT Ma quasi fin dall’inizio dell’industria cinematografica americana, gli ebrei di Hollywood si sono
dedicati all’assimilazione, non alla celebrazione religiosa. Ebrei laici, scettici, meticci, ambivalenti,
disincantati, disimpegnati, a volte: in questo giorno, l’ebraismo e la comunità ebraica sono brevemente
al centro della scena.

ground truth Quasi dalla nascita dell’industria cinematografica americana, gli ebrei di Hollywood si sono dedicati
a integrarsi, non alla celebrazione religiosa. Perché la loro religione dovrebbe essere collegata a un
presunto "controllo dei media"?

KN 1. Cominciò a scrivere ad altri notabili di Hollywood, chiedendo loro di sponsorizzare gli ebrei in
pericolo.

2. Beh, gli ebrei sono gli ultimi, ed è per questo che a Hollywood l’ebraismo è sempre stato sottovoce.

3. Ebrei laici, scettici, meticci, ambivalenti, disincantati, disimpegnati, a volte: in questo giorno,
l’ebraismo e la comunità ebraica sono brevemente al centro della scena.

4. Ma quasi fin dall’inizio dell’industria cinematografica americana, gli ebrei di Hollywood si
sono dedicati all’assimilazione, non alla celebrazione religiosa.
5. Ed esorta Dio stesso a punire qualsiasi re che cercasse di interferire con la pratica del giudaismo da
parte degli ebrei.

Table 12: Example instances where according to pairwise rank-based evaluation the winner is WinPRB and according
to BERTScore WinBERT. Here, HS refers to the instance of hate speech, WinPRB denotes the counterspeech
from the winning system according to the Pairwise Rank-Based Evaluation score, and WinBERT refers to the
counterspeech from the winning system according to BERTScore. Additionally, the ground truth represents the
reference knowledge-based counterspeech, while KN indicates the provided knowledge. The knowledge shown in
bold refers to the specific instance used to construct the gold standard.
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