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Abstract
This work investigates the effectiveness of
small autoregressive language models (SLMs)
with up to one billion parameters (sub-1B)
for natural language processing (NLP) tasks
in low-resource languages, focusing on
Basque. We analyze optimal training strategies
by comparing training from scratch and
continual pre-training using state-of-the-art
SLM architectures. Our analysis considers
factors such as model size and the extent of
Basque presence in the pre-training corpus.
To assess linguistic capabilities, models
are evaluated on 12 NLP tasks using the
Harness framework. We also conduct a
manual evaluation of fine-tuned models on
three downstream natural language generation
(NLG) tasks: question answering (QA),
summarization, and machine translation (MT).
Our findings indicate that continual pre-training
on a multilingual SLM substantially enhances
linguistic performance compared to training
from scratch, particularly in low-resource
language settings where available corpora
typically contain fewer than one billion words.
Additionally, the presence of Basque during the
pre-training and larger model sizes contribute
positively to performance in NLG tasks.

1 Introduction

In recent years, we have witnessed a growing
interest in small language models (SLMs) that
can run efficiently on-device with low energy and
memory consumption, as well as fast response
times, such as MobiLlama (Thawakar et al., 2024),
OpenELM (Mehta et al., 2024) or SmolLM2
(Allal et al., 2025). Leading research labs are
also releasing smaller versions of their flagship
models, namely Llama3.2 1B (Dubey et al., 2024),
DeepSeek-R1 1.5B (DeepSeek-AI et al., 2025) and
Qwen3-5 0.6B (Qwen-Team, 2025), to reach users
and use cases with computational constraints.

This work focuses on SLMs with up to one
billion parameters (sub-1B), specifically exploring

Figure 1: Comparison of from-scratch (dark blue) and
continual-trained (light blue) models across 12 tasks in
the Harness framework and NLG downstream tasks
(QA, MT and summarization). Upperlines (dashed
black) show Llama-eus-8B scores, and baselines (solid
black) include random guessing for Harness, BART for
QA and summarization, and a Transformer-based model
for MT. Metrics: accuracy for Harness, correct answers
for QA, correct/partially correct for summarisation, and
COMET22 for MT.

their effectiveness for performing NLP tasks in
low-resource languages, which struggle to collect
over 1B word datasets1, with Basque (see Appendix
A for details about the language) as a primary
case study. We aim to identify the most effective
training strategy for these models. To address this,
we investigate several key aspects of the training
process using state-of-the-art SLM architectures
(Mehta et al., 2024; Dubey et al., 2024): Is it more
efficient to train models from scratch, or should we
start with pre-trained models from other languages?
Does prior exposure to the target language during

1FineWeb 2 (Penedo et al., 2024b) covers over 1,000
languages, though only 57 exceed one billion words.
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pre-training provide any advantages? And how
does model size influence performance?

The results of our experiments show the
following (see summary in Figure 1):

• When working with limited corpora
(∼500M words), continuing training an
SLM pre-trained in other languages allows
for models with much better linguistic
capabilities than those trained from scratch.

• When fine-tuned for Question & Answering
(QA), summarization, and machine translation
(MT) tasks, continual pre-trained sub-1B
models perform notably better than robust
baselines based on BART (Lewis, 2019)
and Transformer-based sequence-to-sequence
models. This advantage is even more
remarked if the pre-trained base model has
been exposed, even minimally, to Basque.

• The performance gap in NLG tasks between
sub-1B continual pre-trained models
and the state-of-the-art Llama-eus-8B
(Corral et al., 2025) is smallest in MT,
followed by QA, and is most pronounced
in summarization—reflecting the increasing
linguistic complexity required by each task.

As part of the experimentation, the first sub-1B
models2 for Basque have been created, along
with fine-tuned versions for QA, summarization,
and MT tasks. Furthermore, two new Basque
datasets have been developed for QA and
summarization tasks, namely CloseBookQA-eu3

and SAMSUM-eu4.

2 Model Training

We selected two competitive English-centric
models: OpenELM (Mehta et al., 2024) and
Llama3.2 (Dubey et al., 2024). Specifically, we
included OpenELM-270M, OpenELM-1B, and
Llama3.2-1B. This selection enables comparisons
between two model sizes (270M vs 1B) and across
models with varying levels of exposure to Basque
during the pre-training phase (see Table 1).

To determine the most effective training strategy
for sub-1B SLMs, we explored two approaches:
training models from scratch (Liu et al., 2023;
Tonja et al., 2024) and continual pre-training of

2hf.co/collections/orai-nlp/slms-for-basque
3hf.co/datasets/orai-nlp/ClosedBookQA-eu
4hf.co/datasets/orai-nlp/SAMSUM-eu

multilingual models (Cui et al., 2023; Fujii et al.,
2024; Kuulmets et al., 2024; Etxaniz et al., 2024;
Corral et al., 2025).

From-scratch models —applied exclusively to
the OpenELM architecture— were pre-trained on
ZelaiHandi (San Vicente et al., 2024), the largest
freely available Basque text corpus, comprising
521 million words. Continual models were trained
using an 80-20 mix of ZelaiHandi and a FineWeb
(Penedo et al., 2024a) subset, following prior works
(Fujii et al., 2024; Kuulmets et al., 2024; Corral
et al., 2025) to avoid catastrophic forgetting, as
English results reported in Appendix F indicate.
For full pre-training detail see Appendix C.

Continual pre-trained models retained their base
model’s tokenizer, while from-scratch models
used a native 32K Llama3 tokenizer trained on
ZelaiHandi, resulting in a 50% reduction in the
tokens-per-word ratio and a tokenization scheme
more closely aligned with the morphological
structure of Basque (for a more in-depth analysis
of the tokenizers see Section 4.3).

3 Analysis of Language Priors in SLMs

In this section, we examine the extent to which
the models described in Section 2 were exposed
to Basque during pre-training. To this end, we
compare the base and continual 1B versions of
Llama-3.2-1B and OpenELM-1B.

Following previous work (Wang et al., 2024), we
sampled 512 generations per model using only the
beginning-of-sequence token as input. To examine
how language priors shift with stronger language
cues, we also assessed model generations when
provided with partial prompts of varying lengths
in Basque5. Each generation had a maximum
length of 300 tokens and was produced with a
temperature of 1.0. The primary language of each
generated sequence was determined automatically
using FastText (Joulin et al., 2016).

Table 1 presents the results of our analysis of
language priors in SLMs. Our findings show
that both of the base versions of Llama-3.2-1B
and OpenELM-1B exhibit a strong bias toward
English in their zero-word cue generations, with
English accounting for over 90% of outputs. When
given a Basque word as a cue, these models
still generate predominantly English text, with
only a slight increase in Basque output in the

5Document beginnings from the ZelaiHandi validation set
up to 2 words.
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Model EU Cue EN EU Oth

Llama 1B
base

0-words 94.1 0.0 5.9
1-words 87.3 4.7 8.0
2-words 62.9 21.7 15.4

OpenELM 1B
base

0-words 90.2 0.0 9.8
1-words 94.9 0.0 5.1
2-words 79.1 1.4 19.5

Llama 1B
cont.

0-words 13.5 85.5 1.0
1-words 7.7 89.6 2.7
2-words 5.5 91.4 3.1

OpenELM 1B
cont.

0-words 8.6 91.0 0.4
1-words 2.9 96.3 0.8
2-words 2.9 94.9 2.1

Table 1: Analysis of language priors in SLMs (base
and continual), showing the percentage of generations
classified as English (EN), Basque (EU), or others.

case of Llama-3.2-1B. As more words are added
to the prompt, Basque output increases, though
OpenELM-1B remains notably less responsive to
Basque cues than Llama-3.2-1B. These results
highlight that OpenELM-1B has been exposed to
less Basque data during pre-training, which likely
contributes to its lower responsiveness to Basque
cues. This suggests that, in theory, Llama-3.2-1B is
a more suitable candidate for continual pre-training,
as its initial exposure to Basque provides a stronger
foundation for further adaptation.

In contrast, the continually pre-trained models
exhibit a strong bias (over 85%) toward Basque
in the zero-word cue generations, which further
increases when Basque cue words are provided.

4 Evaluation

We conducted an intrinsic evaluation of the
linguistic competences of both from-scratch and
continual pre-trained models and compared them
to the original model using the Harness evaluation
framework. While Harness offers an automatic and
cost-effective method for assessing the potential
linguistic performance of SLMs, it does not fully
reflect real-world performance, as the scores are
based on the system selecting the most appropriate
answers from multiple-choice questions. To
better evaluate the models in realistic settings, we
also fine-tuned and manually evaluated them on
downstream NLG tasks. In addition, we explore
how native tokenizers contribute to more efficient
and linguistically aligned from-scratch models.

4.1 Intrinsic Evaluation of Linguistic Abilities

To evaluate models’ linguistic competences
in Basque, we employed a variety of existing
benchmarks including language proficiency,
reading comprehension, general knowledge
and commonsense reasoning tasks: ARC_eu,
Winogrande_eu, MMLU_eu and HellaSwag_eu
(Corral et al., 2025); BL2MP (Urbizu et al., 2024);
BasqueGLUE (Urbizu et al., 2022); Belebele
(Bandarkar et al., 2024); X-StoryCloze (Lin et al.,
2021a); EusProficiency, EusReading, EusExams,
and EusTrivia (Etxaniz et al., 2024). Evaluations
were carried out with the LM Evaluation Harness
framework (Gao et al., 2024), following an
in-context few-shot setup as in previous work
(Etxaniz et al., 2024; Corral et al., 2025). Results
are shown in Table 2.

The OpenELM base models perform below
random chance, likely due to limited exposure to
Basque data during pretraining. The Llama-3.2-1B
base model performs slightly better than random,
indicating that its exposure to Basque data, though
minimal, offers some advantage (see Section 3).

When trained from scratch, all OpenELM
models outperform their base counterparts.
However, these from-scratch models often perform
at random levels across many tasks. Notably, the
OpenELM-270M from-scratch model achieves the
highest overall performance, which might indicate
that a 1B model could struggle to generalize
effectively with a modest 521M-word Basque
training dataset due to its larger parameter size.

Substantial improvements are observed with
continual pre-training across all models, with
the 1B-parameter models performing comparably,
while the 270M model lags behind. Continual
pre-training consistently outperforms from-scratch
pre-training, especially in the 1B model, suggesting
that the available Basque training data —similar
to other low-resource languages— is insufficient
for from-scratch pre-training and leveraging
multilingual pre-training through continual training
proves to be more effective.

While there remains a performance gap of
approximately 20 points between the continual
pre-trained variants and Llama-eus-8B, the results
are consistent with expectations from scaling laws
(Hoffmann et al., 2022), highlighting the strong
capabilities of smaller models given their size.
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Model Bl2mp Arc WnGr. Mmlu HSwg Beleb. XStrC. Exams Prof. Read. Trivia BGlue Avg.
Random 50.0 25.0 50.0 25.0 25.0 25.0 50.0 25.0 25.0 25.8 26.6 37.5 32.5

OpenELM
270M

base 44.7† 26.0 47.6† 25.6 28.0 26.0 50.1 25.3 25.0 22.4† 26.2† 36.2† 31.9†
scratch 88.1 32.0 47.2† 27.8 40.0 27.9 55.7 24.9† 24.0† 25.3† 27.4 38.6 38.2
continual 89.9 33.6 53.2 23.3† 45.2 27.9 55.3 25.0 24.7† 30.4 27.1 41.0 39.7

OpenELM
1B

base 46.2† 24.4† 41.2† 25.2 27.6 28.1 49.8† 25.7 24.8† 23.3† 26.4† 37.8 31.7†
scratch 87.2 28.8 47.6† 25.2 40.4 25.4 54.1 24.5† 24.1† 24.2† 26.2† 37.9 37.1
continual 90.4 42.0 55.6 25.9 48.0 26.3 60.4 26.2† 24.4† 28.7 26.2 42.7 41.4

Llama 1B
base 49.1† 29.6 52.0 26.7 24.4† 27.9 50.0 26.5 23.8† 25.3† 28.6 38.4 33.5
continual 88.9 42.0 56.8 28.5 46.4 27.9 60.2 27.1 25.5 23.3† 28.2 41.4 41.4

Llama-eus 8B 89.2 55.2 67.2 53.3 63.6 73.4 65.7 52.5 48.4 54.6 56.2 55.3 61.2

Table 2: Results from the intrinsic evaluation of linguistic abilities, conducted using 5 in-context examples for most
tasks, except for HellaSwag (10-shot), ARC (25-shot), BL2MP (0-shot), X-StoryCloze (0-shot), and EusReading
(1-shot). The best-performing model is highlighted in bold, and † denotes models performing below random guess.

4.2 Downstream NLG Tasks Evaluation

We further assessed our models by fine-tuning
them on three downstream NLG tasks of varying
difficulty—ordered from most to least challenging:
summarization, QA (including both hard and
factoid questions), and English-to-Basque MT.
Fine-tuning details are provided in Appendix D.

To address the lack of task-specific Basque
datasets, we constructed training data for the QA
and summarization tasks. For QA, we constructed
CloseBookQA-eu based on the Belebele-eus
MCQA dataset (Bandarkar et al., 2024), and
enriched it with translated examples from the
MCTest MCQA dataset (Richardson et al., 2013)
as well as semi-automatically generated factoid
questions derived from news articles. For
summarization, we automatically translated the
SAMSUM dataset (Gliwa et al., 2019). In
the case of the MT task, we compiled a
2M-sentence English-Basque parallel dataset from
OPUS (Tiedemann, 2009). Appendix D.1 offers
further details on dataset creation.

Evaluation methodologies varied by task.
For QA-easy (factoid questions), QA-hard and
summarization, a native Basque speaker from our
team manually evaluated a random test set of 100
examples per task. QA responses were deemed
correct or incorrect, while summarization outputs
were rated correct, partially correct, or incorrect.
For MT, evaluation was performed by computing
the COMET22 (Rei et al., 2022) metric on the
Flores-200 benchmark (Team et al., 2024).

Regarding baselines, we fine-tuned a
monolingual BART for the QA and summarization
tasks, and trained a Transformer-based model
for MT (see Appendix B for further details).
Additionally, we fine-tuned Llama-eus-8B (Corral

et al., 2025) on downstream tasks to establish the
upper bound performance for each task.

Model QA Sum MT
Baseline 42|12 19 (39) 77.8
OpenELM

270M
scratch 17|09 06 (14) 75.9
continual 64|28 14 (29) 84.1

OpenELM
1B

scratch 31|07 06 (19) 77.8
continual 84|48 37 (54) 85.1

Llama 1B continual 88|54 39 (65) 86.3
Llama-eus 8B 95|73 60 (90) 86.8

Table 3: Results on the downstream NLG tasks of QA,
Summarization and MT). The QA task is formed by
two datasets of different difficulty (QA-easy|QA-hard).
Scores in parentheses for the summarization task
indicate the sum of correct and partially correct outputs.

Table 3 presents the results of the fine-tuned
models on downstream tasks. For the continual
pre-trained models, performance differences across
architectures and sizes align with the level of
language understanding required by each task,
with larger gaps observed in more complex
tasks—ordered from most to least complex:
QA-hard, summarization, QA-easy, and machine
translation. Notably, Llama 1B consistently
outperforms OpenELM 1B, highlighting the
benefits of Basque-specific priors discussed in
Section 3. In line with scaling laws (Hoffmann
et al., 2022), performance improves with model
size, with 1B models outperforming their 270M
counterparts and the 8B model achieving the
highest overall gains.

Following the trend in Section 4.1, from-scratch
models fail to surpass continual pre-trained
ones, reinforcing the importance of leveraging
prior linguistic knowledge through continual
pre-training. Despite the potential benefits of a

522



Tokenizer Vocab. TPW Morph.
OpenELM 32K 3.23 0.12
Llama3 128K 2.95 0.20
Native 32K 1.60 0.41

Table 4: Vocabulary size, tokens-per-word (TPW)
ratio and morphological alignment score of different
tokenizers used by our models.

native Basque tokenizer, the results indicate it
does not offer a significant advantage in making
from-scratch models competitive. Section 4.3
analyzes the impact of native tokenizers and shows
that, although they improve the tokens-per-word
ratio and better align with Basque morphology,
they do not lead to a significant improvement in
linguistic performance.

4.3 Impact of Native Tokenizers

One potential advantage of training a model from
scratch is the ability to use a native tokenizer
fully adapted to the target language. This
results in a lower tokens-per-word ratio, which
implies shorter sequence lengths to process the
same word sequence, leading to faster and more
memory-efficient models.

As stated in Section 2, continually pre-trained
models retain their base’s tokenizer. In contrast, our
from-scratch models use a new native 32K Llama3
tokenizer trained on ZelaiHandi (San Vicente
et al., 2024), resulting in a 50% reduction in the
tokens-per-word ratio6, as shown in Table 4.

Furthermore, a native tokenizer is expected to
align more closely with morpheme boundaries,
which might be beneficial for morphologically
rich languages like Basque. To evaluate
this morphological alignment, we compare
the tokenized subwords with the expected
lemma-morpheme boundaries. A score of 1 is
assigned if the first subword matches the lemma.

We conduct this evaluation using a dataset
of 100K sentences (over 1M words), which
have been automatically annotated7 with lemma
and morpheme boundaries—e.g., Brasil da
aurten|go herrialde gonbidatu|a—extracted from
the 5M-word Basque corpus defined by Urbizu et al.
(2024). This corpus comprises news articles and
Wikipedia articles, offering a representative sample
of real-world Basque usage.

6Calculated on the ZelaiHandi validation set.
7Using an Apertium-based custom implementation.

Tokenizer Vocab. TPW Morph. Harness
Avg.

Original 128K 2.90 0.20 35.49
Native 128K 1.43 0.56 35.04

Table 5: Vocabulary size, tokens-per-word (TPW) ratio
and morphological alignment score for each tokenizer
of equal size, with average results for from-scratch
llama3.2 1B models on the Harness evaluation.

As shown in Table 4, native tokenizers achieve
higher morphological alignment scores. However,
results from Sections 4.1 and 4.2 indicate
that this alignment advantage does not yield
sufficient performance gains for scratch-trained
models to match those continually pre-trained
with suboptimal multilingual tokenizers. The
performance gap is especially pronounced in
downstream NLG tasks.

To more precisely assess the impact of using
a native tonenizer versus the English-centric
tokenizer, we trained two additional Llama 3.2-1B
models from scratch: one using the original
128k-token vocabulary and the other using a native
tokenizer of equivalent size8.

Table 5 shows the Harness evaluation results
for models trained from scratch. Although the
native tokenizer provides better morphological
alignment and achieves greater compression—as
evidenced by a lower tokens-per-word ratio—it
does not lead to improved linguistic performance
compared to the original tokenizer. This suggests
that, for Basque and with a training corpus of
around 500 million words, a native tokenizer does
not necessarily enhance the model’s linguistic
competence. This finding holds despite Basque’s
morphological complexity, particularly its rich
system of case endings, and is consistent with the
results reported by Urbizu et al. (2024).

5 Conclusions

This work examines the effectiveness of SLMs with
up to 1B parameters for NLP tasks in low-resource
languages, focusing on Basque. Our findings
show that continual pre-training of a multilingual
SLM notably improves performance compared to
training from scratch, with larger model sizes and
the presence of Basque during pre-training further
enhancing the performance on NLG tasks.

8With same training procedure of the native 32K tokenizer.

523



Limitations

Basque has been chosen as a case study, as it is
an isolated language with complex morphology,
and a corpus of 521 million words has been
used for training. We consider this scenario
to be representative of a significant number of
low-resource languages. However, extending
these conclusions to other languages may require
additional experiments that account for their
specific linguistic characteristics and level of digital
development.

For the construction of the SLMs, we explored
training strategies both from scratch and based
on continual pre-training. In some languages,
developing SLMs using knowledge distillation
strategies could be of interest, and we leave this
analysis for future work.

The evaluation of SLMs on downstream tasks
has been limited to three representative tasks:
QA, summarization, and MT. Training for these
tasks was conducted using datasets of a fixed
size. In future work, we aim to extend this study
to additional downstream tasks and analyze the
impact of dataset size on the fine-tuning process
for each task.

Ethical Concerns

The outputs of the SLMs trained for this work
may show undesired biases and produce offensive
language. Although the Basque text sources
gathered to pre-train the SLMs were selected
by hand, they contain bad words from fictional
sources and social biases that were not handled
here. These aspects must be analyzed and treated
before building applications that interact with final
users.
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A Basque Language

Basque is a language with roughly 810K fluent
speakers in the region of the Basque Country,
spanning northern Spain and southwestern France.
It is currently classified as vulnerable according
to The UNESCO Atlas of the World’s Languages
in Danger (Moseley, 2010). Basque is a language
isolate (unrelated to any other known languages)
and uses the Latin script. It is a morphologically
rich language, with a flexible word order and
follows an ergative–absolutive syntactic alignment.
Despite being low-resource in terms of corpora (<
1B words), Basque does have annotated datasets
for a number of NLU and NLG tasks, thanks to the
effort of a strong local NLP community.

B Baselines

B.1 BART
The monolingual BART base model (139M
parameters), used as a baseline for question

answering (QA) and summarization tasks, was
pre-trained on the ZelaiHandi corpus (San Vicente
et al., 2024). It employs a Byte-Pair Encoding
(BPE) tokenizer with a 50K token vocabulary,
which was also trained on ZelaiHandi.

The model was trained for 154 epochs
(equivalent to 1,460K steps) with a batch size of 32,
a learning rate of 1e-4, and a sequence length of
512 tokens. The final checkpoint was retained as it
achieved the best performance based on validation
loss. We used the Flax implementation of BART
from the Hugging Face Transformers library (Wolf
et al., 2020) and pre-trained the model on a single
TPUv3-8 node for one week.

B.2 MT Baseline

The Baseline MT system was trained using the
sequence-to-sequence Transformer architecture
(Vaswani et al., 2017) as implemented in the Eole
Toolkit9 with the default configuration (6 layers,
1024 size vectors). We apply BPE tokenization
(Sennrich et al., 2016) learned on 32,000 merge
operations on the joint training parallel data.
The training corpus comprises of 2.2M parallel
sentences gathered from various sources from the
Opus collection (Tiedemann, 2009). The model
was trained for 230K steps (early stopping after
10 validation steps, validating each 10K steps).
Validation is done over 8K parallel sentences
composed of the Flores benchmark validation
dataset and 5K sentences excluded from the
training data. Training was carried out on a single
Nvidia RTX A5000 GPU.

C Pre-Training Details

From-scratch models were pre-trained for up to
25 epochs, while continual models were further
pre-trained for up to 5 epochs. In both cases, we
selected the best-performing checkpoint according
to validation loss for the final model. Our
OpenELM and Llama models, based on the
architectures of OpenELM10 (Mehta et al., 2024)
and Llama3.211 (Dubey et al., 2024), have a
maximum sequence length of 2048 and 4096,
respectively. OpenELM models were pre-trained
with a cosine learning rate of 3e-5 and an
effective batch size of around 4M following the
configuration of OpenELM-270M (Mehta et al.,

9https://eole-nlp.github.io/eole/
10Licensed under Apple Sample Code License
11Licensed under Llama3.2 Community License Agreement
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Model Size GPU time kgCO2eq
OE270M-s 270M 282h 30.46
OE270M-c 270M 138h 14.90
OE1B-s 1.1B 571h 61.67
OE1B-c 1.1B 290h 31.32
LL1B-c 1B 122h 13.18

Table 6: Carbon footprint of pre-training our models.
Llama3-1B is more efficient and emitted less CO2 due
to the available flash attention implementation. OE =
OpenELM, LL = LLama3. s = scratch. c = continual.

2024). Llama3-1B was further trained with a
cosine learning rate of 1e-4 and an effective batch
size of around 2M following the configuration of
LLama-eus-8B (Corral et al., 2025).

Pre-training LMs involves computationally
intensive experiments that contribute significantly
to carbon emissions. For efficient large-scale
pre-training, we opted for the Hugging Face
Transformers (Wolf et al., 2020) library, alongside
DeepSpeed ZeRO (Rajbhandari et al., 2020)
and Accelerate (Gugger et al., 2022). Flash
Attention (Dao et al., 2022) was only available
for Llama3 models since OpenELM does not have
it implemented on Transformers.

The training was conducted on NVIDIA A100
80GB GPUs (1-8). We provide details on model
size, compute hours, and carbon emissions for
our experiments in Table 6. Carbon emissions
were estimated using the Machine Learning Impact
calculator12 (Lacoste et al., 2019).

D Fine-Tuning Details

Each foundational model was fine-tuned for up
to five epochs, independently on each task (QA,
summarization, and MT). To ensure optimal
performance, we selected the checkpoint with the
lowest validation loss.

We used a batch size of 32 and a learning
rate of 3e-5. However, for certain models
where the validation loss curve showed
instability—collapsing before completing
the first epoch—, we reran fine-tunings, reducing
the learning rate until achieving a run with a stable
validation loss trajectory.

We fine-tuned the BART model on QA and
summarization with the same batch size, learning
rate and epochs as the rest of the models, selecting
the best-performing checkpoint on validation loss.

12https://mlco2.github.io/impact#compute

The transformer baseline on MT was trained from
scratch (see Appendix B.2).

D.1 Downstream Datasets

ClosedBookQA. For question answering (QA), we
constructed ClosedBookQA-eu, a closed-book QA
dataset derived from three sources: the MCQA
Belebele-eus dataset13 (Bandarkar et al., 2024), the
MCTest dataset14 (Richardson et al., 2013), and
semi-automatically generated examples based on
news content.

Belebele is a multiple-choice QA (MCQA)
dataset that includes a passage (context), a
question, and four possible answers. Although
a Basque version of Belebele is available, it
only provides a test set of 900 examples. To
adapt it for a generative QA setting, we extracted
passage–question–answer triplets and discarded
examples that were unanswerable15 without the full
set of answer choices. After filtering, we retained
573 usable examples, which we split into 423 for
training, 50 for validation, and 100 for the QA-hard
test set.

To further expand the training data, we
incorporated MCTest, which contains 2,000
MCQA examples. These were translated
into Basque using a proprietary document-level
machine translation system based on Llama-eus-8B
(Corral et al., 2025). After manually filtering out
translation errors, 1,962 examples were retained.
The final training set thus comprised 2,385
examples.

In addition to the QA-hard test set derived from
Belebele, we created a complementary QA-easy
test set of 100 simpler factoid questions. This
set was generated using GPT-4o (OpenAI, 2024)
in a two-step process: first, selecting passages
from 100 Basque news articles not included in
ZelaiHandi, and second, generating corresponding
questions and answers. All examples were
manually reviewed, corrected, and refined by a
native Basque speaker to ensure both linguistic
quality and appropriate difficulty.

Summarization. For summarization, there
is no publicly available summarization dataset
in Basque. To address this, we automatically
translated SAMSum16 (Gliwa et al., 2019), a

13Licensed under CC-BY-SA 4.0
14Licensed under Microsoft Research License
15E.g., “Which of these is true?” or “Which option is not

mentioned?”
16Licensed under CC-BY-NC-ND 4.0
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human-annotated dialogue dataset for abstractive
summarization, using a proprietary document-level
MT system based on Llama-eus-8B. We then
filtered out examples with incomplete translations
or non-Basque outputs.

The translated test set was further refined by a
native speaker to obtain 100 high-quality, manually
curated test examples. In total, we obtained 11,313
training examples, 636 validation examples, and
100 manually curated test examples for evaluation.

Machine translation. In the case of the MT task,
we compiled an English-Basque dataset gathered
from various sources in OPUS17 (Tiedemann,
2009). The final corpus contains a 2.2M parallel
sentences, obtained after applying rule-based
cleaning, and used BiCleaner (Ramírez-Sánchez
et al., 2020) with a threshold of 0.9.

E Harness Benchmarks for Basque

To assess our model’s performance in Basque, we
utilized a range of existing benchmarks:

• ARC_HT_eu_sample (Corral et al., 2025):
A subset of 250 samples manually translated
to Basque from the ARC dataset (Clark et al.,
2018). The ARC dataset consists of genuine
grade-school level, multiple-choice science
questions.

• Winogrande_HT_eu_sample (Corral et al.,
2025): A subset of 250 samples manually
translated to Basque from the WinoGrande
dataset (Sakaguchi et al., 2020). WinoGrande
is a dataset of 44k problems specifically
designed to test commonsense reasoning.

• MMLU_HT_eu_sample (Corral et al.,
2025): A subset of 270 samples manually
translated to Basque from the MMLU dataset
(Hendrycks et al., 2021). The MMLU dataset
is a massive multitask test consisting of
multiple-choice questions from various
branches of knowledge. The test spans
subjects in the humanities, social sciences,
hard sciences, and other areas that are
important for some people to learn.

• HellaSwag_HT_eu_sample (Corral et al.,
2025): A subset of 250 samples manually
translated to Basque from the HellaSwag
dataset (Zellers et al., 2019). The HellaSwag

17Includes data licensed under various open licenses.

dataset commonsense NLI evaluation
benchmark.

• BL2MP (Urbizu et al., 2024): The BL2MP
test set is designed to assess the grammatical
knowledge of language models in the Basque
language, inspired by the BLiMP (Warstadt
et al., 2020) benchmark.

• BasqueGLUE (Urbizu et al., 2022):
BasqueGLUE is an NLU benchmark for
Basque, which has been elaborated from
previously existing datasets and following
similar criteria to those used for the
construction of GLUE and SuperGLUE.

• Belebele (Bandarkar et al., 2024): Belebele
is a multiple-choice machine reading
comprehension dataset spanning 122
language variants.

• X-StoryCloze (Lin et al., 2021b):
XStoryCloze consists of the professionally
translated version of the English StoryCloze
dataset to 10 non-English languages. It
is a commonsense reasoning framework
for evaluating story understanding, story
generation, and script learning.

• EusProficiency, EusReading, EusExams,
and EusTrivia (Etxaniz et al., 2024):
Basque-specific benchmarks covering
proficiency tests based on past EGA exams
(C1 level Basque), reading comprehension,
public service exam preparation, and trivia
questions, respectively.

This comprehensive evaluation approach enables
us to measure the model’s capabilities across
various tasks, providing a thorough understanding
of its formal and functional competencies in
Basque.

F English Results on Harness

The continual models were trained using an 80-20
mix of ZelaiHandi and a FineWeb (Penedo et al.,
2024a) subset, following prior works (Fujii et al.,
2024; Kuulmets et al., 2024; Corral et al., 2025)
to avoid catastrophic forgetting. Thus, they are
expected to retain some English knowledge from
the pretraining. To measure English linguistic
abilities of the continual models and see if they are
kept from the base model, we evaluated base and
continual versions of OpenELM-1B and Llama-1B
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Model Arc WnGr. Mmlu HSwg Beleb. XStrC. Avg.
Random 25.0 50.0 25.0 25.0 25.0 50.0 32.5
OpenELM-1B base 53.2 70.8 30.7 67.6 27.7 72.1 53.2

continual 45.6 58.0 24.4 56.8 27.2 68.6 46.8
Llama 1B base 52.8 68.4 28.1 45.2 34.7 71.3 50.5

continual 53.6 66.4 23.7 64.8 30.4 71.1 51.7

Table 7: Results from the intrinsic evaluation of linguistic abilities on the English counterparts of the datasets used
for Basque, conducted using 5 in-context examples for most tasks, except for HellaSwag (10-shot), ARC (25-shot)
and X-StoryCloze (0-shot). The best-performing model is highlighted in bold.

in the English versions of the subsets of several
NLU tasks used to evaluate the models in Basque
in Section 4.1, described in Appendix E.

The results for English are shown in Table 7.
It shows that the results of the base models hold
after continual training for Basque, with a few
exceptions, proving that models kept most of their
English linguistic abilities, and the 80-20 corpora
approach is successful at avoiding catastrophic
forgetting. When we compare both architectures,
while Llama 1B holds its results in overall, there is
a small drop in the case of OpenELM, which might
be caused by the lack of prior exposure to Basque.
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