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Abstract

In this era of rapid technological advancements,
communication continues to evolve as new lin-
guistic phenomena emerge. Among these is
Arabizi, a hybrid form of Arabic that incorpo-
rates Latin characters and numbers to represent
the spoken dialects of Arab communities. Ara-
bizi is widely used on social media and allows
people to communicate in an informal and dy-
namic way, but it poses significant challenges
for machine translation due to its lack of for-
mal structure and deeply embedded cultural
nuances. This case study arises from a growing
need to translate Arabizi for gisting purposes.
It evaluates the capacity of different LLMs to
decode and translate Arabizi, focusing on multi-
ple Arabic dialects that have rarely been studied
up until now. Using a combination of human
evaluators and automatic metrics, this research
project investigates the models’ performance in
translating Arabizi into both Modern Standard
Arabic and English. Key questions explored
include which dialects are translated most ef-
fectively and whether translations into English
surpass those into Arabic.

1 Introduction

Although there are approximately 420 million Ara-
bic speakers worldwide, an intriguing linguistic
paradox emerges: Modern Standard Arabic (MSA),
the standardized form of the language, is the mother
tongue of none. Instead, Arabs communicate
through their regional dialects, which are vibrant
linguistic hybrids influenced by Arabic and the
historical languages of each region. These di-
alects have been honed by geographic, cultural,
and historical factors, and can vary significantly
even within a single country, resulting in a mo-
saic of over 60 distinct varieties. Arabizi (a fu-
sion of "Arabic" and Englizi, the Arabic word for
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English) is an informal, non-standard writing sys-
tem that emerged in the 1990s when Arabic key-
boards were not widely available. It uses Latin
characters and numbers, combining both transliter-
ation and transcription mappings. Primarily used
in online communication—such as short messages
and comments on social media—Arabizi varies
significantly across dialects and even within the
same dialect (Harrat et al., 2019). For instance,
the transcription of the following sentence in MSA
¨ñ 	�ñÖß. ½Ò

�
Ê¿


@ 	à



@ YK
P



@ (I want to talk to you about

something) in Arabizi can be "badde e7kik bi
mawdu3" in Levantine Arabic, or "rani hab nahdar
m3ak f wahd sujet" in Algerian Arabic.

The idea of romanizing the Arabic language is
not a new concept, as there have already been sev-
eral attempts to do so over the last century. How-
ever, these efforts largely failed, as they were per-
ceived as colonialist initiatives aimed at suppress-
ing cultural and religious identity. More recently,
the International Organization for Standardization
(ISO) introduced two norms, ISO 233 in 1984 and
ISO 233-2 in 1993, to standardize the romanization
of Arabic. These standards aimed to facilitate the
international exchange of information. Neverthe-
less, their adoption remained limited due to their
impracticality, with usage restricted primarily to
official contexts (Al Almaoui, 2024).

Conversely, Arabizi has become the dominant
written form of communication among Arabic
speakers in informal settings. Its rise reflects a
crucial sociolinguistic reality: while MSA remains
the language reserved for academic, religious, and
formal settings, it is often perceived as inacces-
sible or overly formal for daily use. Arabizi, by
contrast, offers a dynamic and flexible medium for
self-expression that aligns with the fluidity of Ara-
bic dialects (Allehaiby, 2013; Yushmanov, 1961).

Despite its widespread use across digital plat-
forms, and the recent focus on informal language
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and low-resource languages, Arabizi remains an
unexplored area in natural language processing
(NLP). It poses particular challenges due to its col-
loquial nature, variation across dialects and lack
of standardization, as well as the scarcity of dig-
ital resources. In NLP, research on Arabizi has
mainly focused on transliteration into Arabic (dero-
manization) at the character or word level, using
different approaches (Guellil et al., 2017; Shazal
et al., 2020), and on the creation of a parallel an-
notated corpus of SMS and chat messages written
in Arabizi and their corresponding Arabic script
transliterations by (Bies et al., 2014). Some studies
explore interlinguistic machine translation (MT)
techniques to and from Arabizi, employing various
architectures and pipelines, mainly between En-
glish and Egyptian dialects (see Harrat et al. (2019)
for a summary up until 2017). While some re-
cent datasets for low resource language translation
include romanization, they are not specifically fo-
cused on Arabizi. Flores benchmark (Goyal et al.,
2022), for example, is limited to the romanized
transcription of MSA or Arabic dialects in Arabic
scripts. The TerjamaBench dataset (Momayiz et al.,
2024) is an exception and includes entries in Darija,
the Moroccan Arabic dialect, written in both Latin
alphabet (Arabizi) and Arabic script, and their cor-
responding English translations.

Since there is a growing need to translate Arabizi
into resource-rich languages on social media and
other digital platforms, we conducted a case study
to evaluate the feasibility of using large language
models (LLMs) for out-of-the-box machine trans-
lation. The project began when the language tech-
nology company iguanodon.ai received a request
from a client who wanted to know if short Ara-
bizi texts could be translated for gisting purposes.
The study involves a collaboration between the
start-up and a professional translator with previous
experience in Arabizi. Our contribution includes
AladdinBench , an authentic dataset in Arabizi
for three dialects publicly available on hugging-
face1 and a comparative evaluation of five LLMs
using different prompting strategies.

To our knowledge, this is the first study that
has explored the direct translation from different
dialects in Arabizi to MSA or English without prior
deromanization.

The rest of this paper is organized as follows.

1https://huggingface.co/datasets/palmaoui/
AladdinBench

We describe the data production methodology and
resulting dataset in Section 2, followed by the ex-
perimental setup in Section 3 and the results in
Section 4. Finally, discussion of results and the
limitations of this study are presented in Section 5
and Section 6.

2 Data Collection and Dataset

2.1 Dialects

We decided to focus on the translation of
three Arabic dialects from three distinct coun-
tries—Lebanon, Egypt, and Algeria—into two tar-
get languages: MSA, a less-resourced language,
and English. These three countries were selected
because their dialects represent distinct linguistic
varieties. The Lebanese dialect aligns with the
Levantine group and the Algerian dialect with the
Maghrebi group, while the Egyptian dialect is ex-
ceptionally prominent due to its widespread use
and cultural influence (Ayoubi, 2022).

The Lebanese dialect reflects a rich history and
various cultural influences. Ancient languages such
as Aramaic and Syriac, once dominant in north-
ern Lebanon, had a notable impact on the dialect,
particularly when it comes to phonological fea-
tures like the use of silent vowels. Other regions,
closer to major coastal cities, feature dialects more
aligned with Classical Arabic, with fewer phono-
logical deviations. Lebanon’s Ottoman past also
shaped its linguistic landscape, with Turkish loan-
words becoming integral to Lebanese lexicon after
four centuries of Ottoman rule (Iskandar, 2022;
Al Almaoui, 2024).

Egyptian Arabic evolved through layers of his-
torical migrations, demographic shifts, and ancient
linguistic roots. It was heavily influenced by Cop-
tic, the language of ancient Egypt, and later by
Arabic after the Islamic conquest in the 7th cen-
tury. Over time, Egyptian Arabic absorbed linguis-
tic elements from Greek, Turkish, Italian, French,
and English during various periods of occupation
and cultural exchange. Regional variations within
Egypt further enrich its linguistic diversity: north-
ern regions, including the Delta and Cairo, feature
subtle dialectal differences, while Upper Egypt’s
Sa’idi Arabic retains more conservative features.
Additionally, Bedouin communities in the Western
Desert speak Arabic varieties that are distinct from
urban Egyptian Arabic (Souag, 2009; Magidow,
2021).

Algerian Arabic is a product of extensive histor-
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ical and cultural interactions. Indigenous Berber
languages, particularly Tamazight, form its linguis-
tic foundation, while successive occupations intro-
duced other influences. The Roman era brought
Latin, especially in administration and religion;
the influence of this language was then further re-
inforced by Christian scholars such as Saint Au-
gustine. The Arab conquest in the 7th century
made Arabic the language of faith and the elite.
Tamazight continued to be used in day-to-day life.
Subsequent occupations by the Spanish, the Ot-
tomans, and the French contributed lexical and
structural elements to the dialect. French, in par-
ticular, had a profound impact during colonial rule,
shaping Algeria’s modern plurilingual society. Al-
gerian Arabic is marked by significant regional
variation. Western regions display a strong Spanish
influence, while central areas, including Algiers,
are heavily influenced by French. Eastern regions,
such as Constantine, retain more Classical Arabic
features. Southern regions, including the Sahara,
exhibit notable Berber linguistic characteristics, re-
flecting the enduring presence of Berber-speaking
populations (Saadane and Habash, 2015; Chami,
2009).

2.2 Participants
Thirty-one participants were recruited for the study
through LinkedIn and targeted recruitment mes-
sages, with at least four participants per sub-dialect
to ensure balanced representation. All participants
were native Arabic speakers who represent the spe-
cific regional varieties outlined in the previous sec-
tion. Lebanese participants were selected from
both southern and northern regions of Lebanon.
Similarly, Algerian participants were drawn from
Algiers, the capital, and Constantine to reflect dis-
tinct linguistic traits within the country. For Egypt,
participants were recruited from Cairo in the north
and Luxor in the south.

Participants were asked to share WhatsApp con-
versations they had engaged in with peers of a sim-
ilar age group (20–35 years) and from the same
regions as them. These conversations revolved
around a range of everyday topics, in order to re-
flect natural and spontaneous interactions. The
focus on this age demographic provided a degree
of consistency in communication styles, as partici-
pants shared a common digital literacy and texting
culture.

All participants, including both recruits and their
peers, signed consent forms explicitly detailing the

use and processing of their data in accordance with
Swiss law. After the corpus was collected, it was
manually anonymized to ensure privacy, and all real
names were removed and substituted with fictitious
ones where necessary. Subsequently, a professional
Arabic-speaking translator translated the corpus
into MSA and English, with these translations serv-
ing as reference texts for automatic metrics. The
translation into Arabic represents an intralingual
transformation from a dialectal and informal vari-
ety of Arabic to a formal and standardized form.

Table 1 presents the collected corpora, including
the number of segments and tokens, the average
number of tokens per sentence and the percentage
of foreign and mixed words (code-mixing). Mixed
words are created by combining roots from one
language with prefixes, suffixes, or morphological
patterns from another language, reflecting linguis-
tic creativity and contact-induced change.

3 Experimental Setup

We carried out a systematic evaluation of transla-
tion quality using an automated protocol. For each
dialect, we created a combination of parameters
defined as follows:

• target language ∈ [EN, MSA]
• prompt_language ∈ [EN, MSA]
• prompt_strategy ∈ [no-shot, one-shot, two-shot]
• prompt_variation ∈ [Lebanon, Egypt, Algeria]2

• model ∈ [GPT-4o, Llama 3, Claude, Gemini, Gemma,
Mistral, Jais].

All models were prompted with a temperature
of 0.5. A discussion of the chosen models and
prompts is available in 3.1 and in 3.2. Evaluation
metrics are presented in 3.3. Our code is available.3

3.1 Models
The models used in the experiments are all decoder-
only transformer (Radford et al., 2018) models gen-
erally called “generative LLMs”. We used a range
of instruction-tuned LLMs of different parameter
sizes (from 27B for Gemma to at least 70B for
Llama3, while proprietary models are expected
to be much larger) to cover various models, from
open weights to proprietary, general purpose or, in
the case of Jais, ones that specifically target the
English-Arabic pair (Sengupta et al., 2023).

In this paper, “Llama” refers Llama 3.3
70B-Instruct (Dubey et al., 2024), “GPT-
4o” (OpenAI, 2024) is gpt-4o-2024-08-06,4

2More on this in Subsection 3.2.
3https://github.com/iguanodon-ai/ArabizivsLLMs
4https://arxiv.org/pdf/2203.02155
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Country Region Number of Number of Total Tokens per English French Mixed % code-switching
segments tokens tokens segment words words words in corpus

Lebanon
North 127 508

1075 3.1
55 12 0 13.19%

South 141 567 33 11 0 7.76%

Egypt
Cairo 117 601

1159 8.1
28 0 0 4.65%

Luxor 42 558 3 0 0 0.5%

Algeria
Algiers 145 639

1164 3.8
59 3 8 10.95%

Constantine 99 525 52 1 5 11%

Table 1: Summary of segment, token, and foreign word counts by region

“Claude” to Anthropic’s 3.5 Sonnet,5 “Gemma”
to gemma-2-27b-it (Gemma Team et al., 2024),
and, also from Google, “Gemini” to the latest Gem-
ini 1.5 Pro version (Gemini Team et al., 2024).6

“Mistral” is Mistral Large 24.11 from the
eponymous company and, finally, “Jais” refers
to jais-family-30b-16k-chat (Sengupta et al.,
2023).

3.2 Prompts
In order to achieve the best translation results, we
built on He (2024)’s findings by assigning the role
of a professional translator to our LLM. This ap-
proach outperformed both simpler prompts and
those with excessive context. Furthermore, for each
of the three main dialects, we used three prompt
strategies: no-shot, one-shot, and two-shot, all writ-
ten in English. These prompts were the same across
regions, except for the specific mention of each di-
alect in the corresponding prompts. The examples
used in the one- and two-shot configurations are
not part of the evaluated set, and are from the Al-
gerian and Lebanese dialects. We further refined
and duplicated these prompt variations to cover
two target languages: one set asked for translation
into English and the other into MSA. Finally, all
prompts were translated into Arabic by a native
Arabic speaker who is also a professional transla-
tor. In total, we ran experiments with 36 unique
prompts (3 regions * 3 strategies * 2 target lan-
guages * 2 prompt languages), or 18 per target lan-
guage, which we used on all models. The prompts
in English are available in Appendix A, while their
equivalents in Arabic can be found here.

3.3 MT Evaluation
We used automatic metrics and evaluated the poten-
tial of using LLM-as-a-judge for direct assessment
evaluation.
5anthropic.claude-3-5-sonnet-20240620-v1:0
6December 2024 release.

3.3.1 Automatic Evaluation
We used several metrics to quantify the quality
of the generated translations. On the more clas-
sical side we use BLEU (Papineni et al., 2002),
chrF (Popović, 2015) and TER (Snover et al.,
2006). All scores were calculated using Sacre-
BLEU (Post, 2018).7 In order to avoid the usual
pitfalls of word- and character-based metrics, espe-
cially since we were studying dialects without for-
mal orthography, we further investigated the qual-
ity of the translations using techniques based on
sub-word embeddings: BERTScore (Zhang et al.,
2019) and two versions of COMET: COMET-22
(Rei et al., 2022a, Unbabel/wmt22-comet-da) and
its reference-free version CometKiwi (Rei et al.,
2022b, Unbabel/wmt22-cometkiwi-da). The lat-
ter three methods help alleviate two limitations of
our work: the fact that only one reference transla-
tion is available for each sentence and the extremely
short length of certain sentences.

3.3.2 Human Evaluation
Since no Arabizi-specific metric or resource ex-
ists for our dialect selection, we assessed whether
LLMs in an “LLM-as-a-judge” setting (Zheng
et al., 2023) can be used to mimic human evalua-
tion to reduce the reliance on hard-to-source users
of Arabizi.

For human evaluation, we adopted the direct
assessment method, which evaluates translations
based on a Likert scale ranging from 1 to 5 (higher
is better) according to two key criteria: fluency
and adequacy (See Appendix B). Due to time and
human resource constraints, we did not manually
annotate all translations. We instead sampled a ran-
dom machine translation for both target languages
and for each source sentence of our dataset. These
machine translation outputs were sampled across
all our variables, i.e. models, prompt languages,

7The relevant signatures are provided in Appendix D.
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and prompt strategies. The resulting set, consisting
of 671 segments (268 for Lebanon, 159 for Egypt
and 244 for Algeria, see Table 1) for each target
language, was then manually rated by two native
speakers of Arabic who are professional translators,
one of them being the first author of this study and
the original translator of the dataset. We then calcu-
lated Cohen (1960) κ to measure their agreement
in terms of fluency and accuracy (see Appendix E
for results). Cohen (1960) κ results indicate mod-
erate agreement for adequacy and lower agreement
for fluency, with some variations across language
pairs.

The set, which not only consisted of the refer-
ence and machine translation but also of the source
sentence, was then iteratively fed into GPT-4o in
an “LLM-as-a-judge” setting (Zheng et al., 2023),
with a prompt in English tasking the LLM to fol-
low the human annotation guidelines.8 The LLM
showed strong correlation with both human anno-
tators, with Spearman (1904)’s ρs comprised in the
range from 0.457 (annotator 2, fluency, Egypt to
EN) to 0.844 (annotator 2, adequacy, Egypt to AR).
These results indicate that an LLM can be used
as an easy way to gauge translation quality during
model development. The different correlations as
well as all the data for direct assessment can be
found in Appendix E.

4 Results

4.1 Qualitative Error Analysis

Due to space constraints, this section will only pro-
vide some examples of the main errors. Refer to
the table for a more detailed overview of the main
errors. Most models tend to mistranslate, especially
when figurative language is used. A larger issue
lies with Llama3 which tends to output words in
another script when translating to MSA. An ob-
vious example is the translation of the segment
Almatar da (PA¢ÖÏ @ @ 	Yë, “this airport”) as Q¢ÖÏ @ да –
transforming the “da” in Arabic to Cyrillic. The
problem is not limited to Cyrillic, as characters in
Latin and Chinese scripts can also be found in the
output. Another type of failure specific to a model
is Jais’ re-occuring hallucinations. The model often
associates feelings of anger to an otherwise neutral
message, leading to translations that are irrelevant
and contain violent information.

8The prompt is shared in Appendix C.

4.2 Quantitative Analysis

See Appendix F for the complete set of results.

4.2.1 Effect of Prompting Techniques
On one hand, one-shot prompting for translations
into English increased BLEU scores across all mod-
els. For example, in GPT-4o, the BLEU score
improved from 17.386 for no-shot to 20.158 for
one-shot, a 16% increase. Two-shot prompting,
however, provided only a marginal gain or even
slight variation. For instance, in GPT-4o, the BLEU
score slightly dropped from 20.158 for one-shot to
19.771 for two-shot. On the other hand, the im-
provements to translations into Arabic were less
pronounced, suggesting that few-shot prompting is
less effective. In GPT-4o, BLEU increased from
8.395 for no-shot to 10.099 for one-shot, a 20%
increase, but the shift from one-shot to two-shot
(10.150) was minimal. Similarly, in the case of
Claude-3, the BLEU score improved from 2.982
for no-shot to 4.009 for one-shot, a 34% increase,
but two-shot promting (4.016) provided almost no
additional benefit.

4.2.2 Effect of Target Language
English translations consistently outperformed Ara-
bic translations across all metrics, indicating that
models handle English more effectively. For in-
stance, GPT-4o achieved higher BLEU scores in
English (17.39 to 20.16) than in Arabic (8.40 to
10.15), with chrF scores following a similar trend
(43.08 to 45.50 for English vs. 36.64 to 38.09 for
Arabic). TER also confirmed that English transla-
tions required fewer edits, with scores of 70.29 for
one-shot compared to 78.70 for Arabic. Other mod-
els, such as Claude-3 and Llama-3, exhibited sim-
ilar disparities, with English BLEU scores nearly
doubling those of Arabic. Both COMET metrics
and BERTScore further highlighted this gap, al-
though BERTScore pointed to different alignment
characteristics between languages. While GPT-4o
and Gemini were the strongest models for Arabic,
their scores still lagged behind their English per-
formance, reinforcing the overall trend of English
translations being more accurate and consistent.

4.2.3 Effect of Source Dialect
The evaluation of translation performance across
different dialects revealed notable variations in
quality, as measured by the different translation
metrics (cf Appendix 6). The Egyptian dialect
demonstrated the highest translation quality, with
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an average BLEU score of 9.65 and a chrF score of
34.64, indicating the highest word- and character-
level accuracy. Additionally, Egyptian achieved a
BERTScore of 0.37 and a COMET score of 0.67,
suggesting higher semantic similarity to reference
translations. The Lebanese dialect followed with
a BLEU score of 7.52 and a chrF score of 26.59,
with a comparable COMET Kiwi score of 0.48
but a slightly lower COMET score of 0.65. The
Algerian dialect ranked third, with a significantly
lower BLEU score of 4.24 and a chrF score of
23.21, along with the lowest BERTScore of 0.33
and COMET score of 0.63.

The disparity in translation quality among the
dialects could be explained by linguistic, sociocul-
tural, and technological factors. Egyptian Arabic,
the most widely spoken and documented dialect,
aligns closely with MSA and is predominant in
the media, ensuring better representation in train-
ing datasets. By contrast, Algerian Arabic’s heavy
code-switching (cf Table 1) with Berber, French,
and Spanish, along with figurative word mean-
ings, make translation more challenging. Its lack
of representation in digital corpora further limits
LLMs training, resulting in poorer translation per-
formance.

4.2.4 Effect of Prompt Language
As seen in a prior article (Zhang et al., 2023), our
results confirm that prompting in English generally
yields better results across all models.

4.3 Metrics Correlation

Because traditional metrics such as BLEU and chrF
quantify n-gram overlap with the reference, thereby
rewarding surface-level similarity and penalizing
deviations, they tend to produce correlated scores
and inversely correlate with TER.

Meanwhile, embedding-based metrics such as
BERT Score and COMET rely on learned contex-
tual representations to gauge semantic similarity,
thus capturing deeper nuances in meaning and tol-
erating surface-level variations, which often leads
them to yield patterns that are distinct from n-gram-
focused measures.

Across the different combinations, BLEU and
chrF scores typically fluctuated in parallel. How-
ever, certain model-prompt settings revealed in-
consistencies, where BLEU increased while BERT
Score or COMET remained unchanged or declined,
indicating improved n-gram overlap but not neces-
sarily better semantic accuracy or fluency. Despite

these inconsistencies, higher BLEU generally cor-
related with good embedding-based metrics scores.

5 Conclusion and Discussion

Models struggle significantly with Arabizi. GPT-
4o is the best-performing translation model, fol-
lowed by Gemini. Mistral Large and Gemma per-
form moderately well, while Llama 3 and Jais are
the weakest models (see Appendix H). Interest-
ingly, Gemma performed surprisingly well in trans-
lation tasks despite being a 27B parameter model.
Its results, particularly in English, were compet-
itive with larger models, suggesting that model
size is not the only determinant of translation qual-
ity—architectural optimizations and training data
also play a crucial role.

For model prompting, few-shot approaches im-
proved performance but was more effective for En-
glish than for Arabic. English prompts worked bet-
ter overall and in all prompting scenarios, though
the difference was much less stark for GPT-4o and
Gemini and, to a lesser extent, for Gemma.

Despite a large variation in average segment
length between different dialects, no clear pattern
emerged in terms of automatic scores. This hints
that translation quality does not directly depend on
segment length.

The LLM-as-a-Judge scenario aligned with ex-
pert human raters, making it a relevant tool in
this setting. This study further shows that while
far from perfect, using “out-of-the-box” LLMs to
translate Arabizi is a viable solution for gisting, es-
pecially when combined with an LLM-as-a-judge.

6 Limitations

This study has several limitations. First, the dataset
does not fully capture the diversity of Arabizi us-
age across different regions and social contexts.
Second, it relies on translators who are non-native
speakers of English. Third, the variety of text
lengths may affect performance, as shorter or
longer texts might yield varying results. Further-
more, no Arabizi-specific evaluation metric was
used, which can affect the accuracy of the assess-
ments. Lastly, the study was constrained by a rel-
atively small corpus, which may limit the applica-
bility of its findings.
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8 CO2 Emission Related to Experiments

It is difficult to estimate the energy usage of models
that were run in an “inference-as-a-service” setting,
especially when the details of such models are pro-
prietary. Using the tool provided by Lannelongue
et al. (2021)9 and basing our calcuations on model
sizes of around 400B parameters for the proprietary
models, we estimate that the energy usage of our
experiments amounted to 6.99 kWh in a US data-
center, which corresponds to a carbon footprint of
2.97 kgCO2e.
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A Prompts in English for all Dialects, Target Languages, and Prompt Strategies

“ALG” stands for Algeria, “EG” for Egypt, and “LB” for Lebanon. For the experiments with a prompt in
Arabic, all prompts were translated into Modern Standard Arabic by the first author of the study, who is a
native speaker of Arabic and a professional translator.

{
"ALG_AR": {

"no-shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.
Translate the following text from the Algerian dialect to Modern
Standard Arabic.",

"one -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"

Target text in Arabic: " éËñ�®�K AÓ Ñê 	̄


@ B"

Based on the example above , translate the following text from the Algerian
dialect to Modern Standard Arabic.",

"two -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"

Target text in Arabic: " éËñ�®�K AÓ Ñê 	̄


@ B"

Source text: "M t7kilich 7yetk kho"

Target text in Arabic: "ú

	k


@ ½�KAJ
k �é ���̄ �ú
Î« ��®�K B"

Based on the examples above , translate the following text from the Algerian
dialect to Modern Standard Arabic."

},
"ALG_EN": {

"no-shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.
Translate the following text from the Algerian dialect to English.",

"one -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"
Target text in English: "I don 't understand what you 're saying."

Based on the example above , translate the following text from the Algerian
dialect to English.",

"two -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"
Target text in English: "I don 't understand what you 're saying."

Source text: "M t7kilich 7yetk kho"
Target text in English: "Don 't tell me your life story, bro"

Based on the examples above , translate the following text from the Algerian
dialect to English."

},
"EG_AR": {

"no-shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.
Translate the following text from the Egyptian dialect to Modern
Standard Arabic.",
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"one -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"

Target text in Arabic: " éËñ�®�K AÓ Ñê 	̄


@ B"

Based on the example above , translate the following text from the Egyptian
dialect to Modern Standard Arabic.",

"two -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"

Target text in Arabic: " éËñ�®�K AÓ Ñê 	̄


@ B"

Source text: "M t7kilich 7yetk kho"

Target text in Arabic: "ú

	k


@ ½�KAJ
k �é ���̄ �ú
Î« ��®�K B"

Based on the examples above , translate the following text from the Egyptian
dialect to Modern Standard Arabic."

},
"EG_EN": {

"no-shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.
Translate the following text from the Egyptian dialect to English.",

"one -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"
Target text in English: "I don 't understand what you 're saying."

Based on the example above , translate the following text from the Egyptian
dialect to English.",

"two -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"
Target text in English: "I don 't understand what you 're saying."

Source text: "M t7kilich 7yetk kho"
Target text in English: "Don 't tell me your life story, bro"

Based on the examples above , translate the following text from the Egyptian
dialect to English."

},
"LB_AR": {

"no-shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.
Translate the following text from the Lebanese dialect to Modern
Standard Arabic.",

"one -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"

Target text in Arabic: " éËñ�®�K AÓ Ñê 	̄


@ B"

Based on the example above , translate the following text from the Lebanese
dialect to Modern Standard Arabic.",

"two -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.
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Source text: "Ma 3am efham chu 3am te7ke"

Target text in Arabic: " éËñ�®�K AÓ Ñê 	̄


@ B"

Source text: "M t7kilich 7yetk kho"

Target text in Arabic: "ú

	k


@ ½�KAJ
k �é ���̄ �ú
Î« ��®�K B"

Based on the examples above , translate the following text from the Lebanese
dialect to Modern Standard Arabic."

},
"LB_EN": {
"no-shot": "You are a professional Arabic translator with years of

experience translating spoken language from various Arabic dialects.
Translate the following text from the Lebanese dialect to English.",

"one -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"
Target text in English: "I don 't understand what you 're saying."

Based on the example above , translate the following text from the Lebanese
dialect to English.",

"two -shot": "You are a professional Arabic translator with years of
experience translating spoken language from various Arabic dialects.

Source text: "Ma 3am efham chu 3am te7ke"
Target text in English: "I don 't understand what you 're saying."

Source text: "M t7kilich 7yetk kho"
Target text in English: "Don 't tell me your life story, bro"

Based on the examples above , translate the following text from the Lebanese
dialect to English."

}
}

B Adequacy and Fluency

Score Adequacy Fluency

5 All Meaning Flawless Language
4 Most Meaning Good Language
3 Much Meaning Non-native Language
2 Little Meaning Disfluent Language
1 None Incomprehensible Language

Table 2: Adequacy and Fluency Evaluation Scale (Koehn and Monz, 2006)

C LLM-as-a-judge

The system prompt was the following:

You are a professional translator, expert in Arabic, English, and Arabic dialects. Your role here
is to evaluate the quality of a translation using two dimensions: ‘Adequacy’ (scale of 1 to 5,
higher is better) and ‘Fluency’ (scale of 1 to 5, higher is better). You will be given a source
text in Arabic dialect, a reference translation into {target_lang}, and a machine translation.
Return in this format, and NOTHING ELSE:

Adequacy:[your_score]
Fluency:[your_score]
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I trust and count on you.

The prompt was the following:

Source from {country}: {source}
Reference translation: {ref}
Machine translation: {hyp}
Give scores from 1 to 5 for both Adequacy and Fluency using the template:

Adequacy:[your_score]
Fluency:[your_score]

Return nothing else.

D Metrics Signatures

BLEU: nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.5.1
chrF: nrefs:1|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.5.1
TER: nrefs:1|case:lc|tok:tercom|norm:no|punct:yes|

asian:no|version:2.5.1

E Human-LLM-as-a-judge Correlation and Direct Assessment

Country Fluency Adequacy
LLM-Rater 1 LLM-Rater 2 LLM-Rater 1 LLM-Rater 2

Lebanon - EN 0.602 0.495 0.653 0.824
Lebanon - AR 0.685 0.601 0.820 0.795

Egypt - EN 0.631 0.457 0.667 0.781
Egypt - AR 0.637 0.611 0.677 0.844

Algeria - EN 0.642 0.536 0.683 0.800
Algeria - AR 0.678 0.485 0.760 0.770

Table 3: Correlation Scores (Spearman (1904)’s ρ) Between Human Annotators and LLM-as-a-Judge in Direct
Assessment Scores per Country and Target Language.

Country Fluency Adequacy
Rater 1 Rater 2 Rater 1 Rater 2

Lebanon - EN 2.494 3.822 2.203 2.431
Lebanon - AR 2.782 3.430 2.362 2.662

Egypt - EN 2.560 3.340 2.082 2.679
Egypt - AR 2.956 3.538 2.497 2.887

Algeria - EN 2.534 3.773 1.853 2.315
Algeria - AR 2.721 3.500 2.225 2.335

Table 4: Average Direct Assessment Scores (1-5) for Both Human Raters, per Country and Target Language.
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F Automatic Evaluation Results for all Models

Due to space constraints, we are presenting the results averaged over the two prompt languages. A more
comprehensive overview of the results is available in the accompanying spreadsheet.

Model TL Prompt Tech BLEU chrF TER BERT KIWI COMET

GPT-4o EN no-shot 17.386 43.081 77.038 0.478 0.434 0.733
GPT-4o EN one-shot 20.158 45.232 70.287 0.529 0.439 0.757
GPT-4o EN two-shot 19.771 45.496 70.294 0.521 0.439 0.755

GPT-4o AR no-shot 8.395 36.637 86.501 0.558 0.422 0.757
GPT-4o AR one-shot 10.099 38.221 78.701 0.586 0.423 0.776
GPT-4o AR two-shot 10.150 38.090 79.775 0.585 0.421 0.774

claude3 EN no-shot 5.603 25.565 150.074 0.270 0.540 0.620
claude3 EN one-shot 8.795 30.356 97.400 0.191 0.536 0.605
claude3 EN two-shot 9.433 32.360 96.325 0.225 0.541 0.625

claude3 AR no-shot 2.982 22.957 122.794 0.367 0.428 0.657
claude3 AR one-shot 4.009 28.169 97.126 0.420 0.431 0.686
claude3 AR two-shot 4.016 28.473 98.488 0.425 0.427 0.686

Llama3 EN no-shot 6.972 27.982 107.160 0.293 0.526 0.620
Llama3 EN one-shot 8.234 28.510 101.095 0.290 0.518 0.618
Llama3 EN two-shot 7.709 27.988 99.623 0.274 0.521 0.613

Llama3 AR no-shot 2.196 17.748 160.334 0.243 0.412 0.587
Llama3 AR one-shot 2.862 20.763 118.675 0.343 0.425 0.623
Llama3 AR two-shot 1.139 17.728 218.553 0.286 0.425 0.610

gemma2 EN no-shot 8.523 27.979 89.761 0.330 0.548 0.634
gemma2 EN one-shot 9.866 28.977 88.589 0.337 0.543 0.639
gemma2 EN two-shot 9.925 29.258 87.319 0.333 0.545 0.640

gemma2 AR no-shot 3.583 23.098 99.113 0.358 0.429 0.644
gemma2 AR one-shot 4.070 24.175 94.968 0.388 0.424 0.660
gemma2 AR two-shot 3.959 24.400 96.123 0.389 0.426 0.664

mistrallarge EN no-shot 7.919 29.002 101.704 0.285 0.524 0.627
mistrallarge EN one-shot 9.409 28.445 91.376 0.263 0.518 0.610
mistrallarge EN two-shot 9.259 28.347 91.020 0.268 0.521 0.612

mistrallarge AR no-shot 4.019 25.413 103.042 0.434 0.493 0.673
mistrallarge AR one-shot 4.230 24.663 95.517 0.428 0.482 0.672
mistrallarge AR two-shot 4.372 25.162 94.433 0.426 0.481 0.669

jais EN no-shot 1.518 15.273 344.316 0.065 0.470 0.501
jais EN one-shot 2.157 15.667 160.450 0.016 0.511 0.507
jais EN two-shot 1.735 15.958 192.409 0.042 0.499 0.508

jais AR no-shot 0.750 14.486 208.837 0.241 0.420 0.583
jais AR one-shot 0.847 14.120 196.811 0.258 0.418 0.578
jais AR two-shot 0.704 14.418 202.979 0.270 0.418 0.579

gemini EN no-shot 11.317 36.950 94.146 0.379 0.493 0.672
gemini EN one-shot 16.119 41.023 78.911 0.451 0.493 0.713
gemini EN two-shot 16.187 41.182 77.605 0.455 0.495 0.720

gemini AR no-shot 5.174 31.319 90.174 0.502 0.470 0.729
gemini AR one-shot 6.636 33.513 84.945 0.536 0.468 0.752
gemini AR two-shot 7.585 33.987 84.428 0.541 0.470 0.753

Table 5: Automatic Evaluation Results for all Models, Averaged over Prompt Languages. TL = Target Language,
BERT = BERTScore, KIWI = wmt22-cometkiwi-da, COMET = wmt22-comet-da. Best scores for every model,
target language, and prompt strategy are indicated in bold.
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G Average Metric Scores for Dialects

Country BLEU chrF TER BERTScore KIWI COMET

Lebanon 7.5212 26.5935 123.5180 0.3604 0.4799 0.6547
Egypt 9.6466 34.6404 102.8187 0.3699 0.4749 0.6749
Algeria 4.2445 23.2068 122.1789 0.3322 0.4642 0.6303

Table 6: Translation Quality Scores for the Arabic Dialects

H Model Ranking

Model BLEU chrF TER BERTScore KIWI COMET

GPT-4o 14.326 41.126 77.099 0.542 0.429 0.758
gemini 10.503 36.329 85.034 0.477 0.481 0.723
gemma2 6.654 26.314 92.645 0.355 0.485 0.646
mistrallarge 6.534 26.838 96.181 0.350 0.503 0.643
claude3 5.806 27.980 110.368 0.316 0.483 0.646
Llama3 4.851 23.453 134.240 0.287 0.471 0.611
jais 1.285 14.986 217.633 0.148 0.456 0.542

Table 7: Ranking of Translation Models from Best to Worst Based on Average Automatic Metric Scores

41


