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Abstract

This paper proposes a methodology for contra-
diction detection in cross lingual texts about
the Nakba. We outline a pipeline that in-
cludes text translation using Google’s Gem-
ini for context-aware translations, followed by
a fact extraction task using either Gemini or
the TextRank algorithm. We then apply Natu-
ral Language Inference (NLI) by using models
trained for this task, such as XLM-RoBERTa
and BART to detect contradictions from differ-
ent texts about the Nakba. We also describe
how the performance of such NLI models is af-
fected by the complexity of some sentences as
well as the unique syntactic and semantic char-
acteristics of the Arabic language. Addition-
ally, we suggest a method using cosine similar-
ity of vector embeddings of facts for identify-
ing missing or underrepresented topics in his-
torical narrative texts. This work is a proof-of-
concept, and the results are preliminary. How-
ever, they offer initial insights into biases, con-
tradictions, and gaps in narratives surrounding
the Nakba, providing a foundation for future re-
search into contradictions in historical perspec-
tives.

1 Introduction

Nakba (Arabic for catastrophe) refers to the dis-
placement of hundreds of thousands of Palestini-
ans from Palestine during the 1948 war between
Arabs and Israel (United Nations, 2024). As a
result of this catastrophe, approximately 750,000
Palestinians were forcefully displaced, 15,000
killed, and more than 531 towns and villages de-
stroyed (Palestinian Central Bureau of Statistics
(PCBS), 2008). With this catastrophe happening
76 years ago, the narratives that we have now sur-
rounding it vary, with belief, denial, or skepticism.

Conflicting narratives regarding the history of
the Nakba preceded it, and eventually led to it. A
clear example that displays how a conflict in narra-
tives contributed to the events leading up to Nakba

is the famous phrase “A land without a people for
a people without a land”. This phrase, believed by
many historical references to be a “Zionist slogan”
(Muir, 2008), was in stark contrast to the 690,000
people who lived in Palestine in 1914 (Palestinian
Central Bureau of Statistics (PCBS), 2021) before
the Balfour Declaration and the waves of immigra-
tion to Palestine that followed.

By considering such examples of how a narra-
tive can influence and be influenced by remark-
able events of history, we establish the need for
a systematic approach to review such narratives,
and point to pieces of historical evidence that have
been tampered with, dropped or manipulated.

In this paper, we propose a method that in-
corporates the use of Natural Language Process-
ing (NLP) to review pieces of written text, com-
pare texts from contrasting backgrounds, and lastly
presents sentences where this contrast in facts hap-
pen, which in return indicates contradiction of in-
formation between the subject sources. The sys-
tem also presents what statements have been left
out in one source but mentioned in another. This
highlighting of the contradictions found in the sub-
ject text, as well as some text failing tomention cer-
tain facts, can lead to better detect biases. By flag-
ging such contradictions, historians and experts on
the Nakba can make informed remedial decisions
based on the approach outlined in this paper.

The system we propose begins by taking two in-
put texts, the focus languages here are English and
Arabic, and the texts are expected to reflect differ-
ing historical narratives about the Nakba. Since
Arabic-speaking historians are the target, texts in
English are first translated to Arabic. In a previous
work of ours (Murra et al., 2024), we reached the
conclusion that using Gemini for translation per-
formed better than using machine translation mod-
els such as MarianMT. Therefore, we propose us-
ing Gemini to perform this step.

Then we extract facts that represent the ideas of

mailto:hnada.edu@gmail.com
mailto:zahia-ali@hotmail.com
mailto:ayaibrahim065@gmail.com
mailto:yahya@birzeit.edu


64

the texts. For this we suggest two methods of pro-
viding summaries, once by prompting Gemini, and
the other by using the TextRank algorithm. The
facts extracted by this step are assumed to reflect
the contradictions and overlooked facts between
the texts.

Lastly, we perform contradiction detection by
utilizing the labels provided by NLI models such
as XLM-RoBERTa (xlm-roberta-large-xnli) and
BART (bart-large-mnli). This gives a score for the
relationship between a pair of sentences, to indi-
cate either an entailment, neutral, or contradiciton
relationship.

For finding gaps in fact representation over the
texts, we propose using embedding techniques on
the facts extracted from the texts, then use sim-
ilarity metrics, such as cosine similarity, to find
unique sentences that are missing in the corre-
sponding texts.

2 Background

In this paper, we suggest the use of automatic sum-
marization of the subject texts. Automatic text
summarization extracts the main ideas of a text
document (Mallick et al., 2019). Summarization
can happen in two types, extractive and abstrac-
tive summaries. An extractive summary produces
a summary based on the sentences used in the text
itself rather than producing a unique summary. It
looks for identical information in documents and
assigns a score to each statement based on how
well it explains the other facts of the document.
An abstractive summary, in contrast, generates a
unique summary by rephrasing and restructuring
the most important information from the original
text (N. et al., 2022). However, summarization is
a complex NLP problem influenced by text type,
length, vocabulary level, and named entities. How-
ever, due to its abstract nature, it remains a long-
standing issue (Bongale et al., 2022).

Google’s Gemini is designed to improve auto-
mated text summarization by mimicking human-
like sentence-level styles. It combines extractive
and abstractive techniques, allowing for fine con-
trol over summary style and quality, which reduces
risks like factual inaccuracies in summaries. Gem-
ini introduces a ”Fusion Index” to analyze and ad-
just sentence styles within new datasets, enhanc-
ing flexibility for different applications (Bao et al.,
2023). While effective, this approach still lacks a
clear way to measure its ability to generate fully

abstracted summaries, marking an area for further
exploration (Bao et al., 2023) .

TextRank is an unsupervised extractive text
summarization algorithm that ranks sentences by
extracting the main ideas from a document de-
pending on their importance. It is related to
Google’s PageRank, which ranksweb pages for on-
line search results (Bongale et al., 2022).

With that said, it should be noted that research
points to limitations in Arabic summarization tech-
niques. This is linked to many reasons including
the scarcity of annotated datasets in Arabic, the
complexity of Arabic linguistics, morphology, and
syntax. All these reasons lead to difficulties in ob-
taining a coherent summary that does not change
the intended tone and meaning of the original text
(Souri et al., 2023)

A notable technique in relationship inference
from texts is the Natural Language Inference (NLI)
task. NLI classifies the relationship between a
pair of premise and hypothesis as either entailment,
contradiction, or neutral. It forms the basis for
higher-level NLP tasks like question-answering
and summarization (Nie et al., 2019). In Arabic
however, NLI is a challenging task because of the
lexical ambiguity of the language, lack of large en-
tailment datasets, etc. (Jallad and Ghneim, 2022)

3 System Implementation

3.1 Data Collection
To ensure the capability of achieving the aim of
this paper, the text data collected employs samples
of different and oftentimes contradicting perspec-
tives on topics related to the Nakba, sourcing Ara-
bic and/or English texts on the issue.

The texts used originate from different sources,
such as articles fromWikipedia, academic journals
by Arabs, Israeli, or others writing on the Nakba
and the events of 1948, official reports of histori-
ans, governmental figures, or organization like the
United Nations (UN), and lastly some articles from
websites discussing the topic.

3.2 Translation
As our focus is mainly texts in Arabic or English,
a translation task is crucial. We are particularly in-
terested in presenting findings to Arabic readers,
including historians and field experts. Therefore,
English texts are translated to Arabic to ensure the
results are relevant to the specific audience.

The process begins by detecting the language of
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the text, ensuring that only content in English is
processed for translation. Once identified, the En-
glish text is split into smaller chunks for translation
using the Gemini-pro model.

The model is prompted to provide a translation
in Arabic that preserves the tone and meaning of
the original article. The model then translates each
chunk from English to Arabic, removing unneces-
sary elements. This translation will be the source
of the information and factual statements that will
be processed for any contradictions.

To illustrate the process further, we referenced
two articles to explain the proof-of-concept: , ”The
Nakba: Something That Did Not Occur (Although
It Had to Occur)” (Bronstein, 2009), and ”The
Nakba: More than just a historical event” (Origi-
nal: ّ؇رෛຬ ༡ڎث ݠد ݆݁ ଫଊأ܋ (اܳٷܝٴ۰ (Naim, 2023).
The first article is originally in English, and as
mentioned all English texts must be translated to
Arabic. Since the other article is in Arabic, no
work is needed to be done there at this point. The
following example is a text excerpt from (Bron-
stein, 2009), followed by the translation Gemini
provided.

“From early on, Zionism ignored the existence
of the Arab inhabitants of Palestine. It is, therefore,
not possible that some 800,000 persons were ethni-
cally cleansed from the country and that more than
500 Palestinian villages were destroyed”.
ሒᇭ اܳأݠب اܳފႤၽن وۏިد ୍ଲ݁ٴ وڢب ݁ٷڍ ۰ਃި٭ዝཡܳا ູ؇۱ܹب "
لگݠب ؇݁ ଫଃ۳ّޚ لࡤࡲ أن اৎ݄ܝ݆ ݆݁ ܳݴ ڣ؆َ۬ ،ቕ و݆݁ .ඔ൹ڣܹފޚ
݆݁ ଫأ܋ ଫଃ݁ࣖࣁ لࡤࡲ وأن اܳٴఈఃد، ݆݁ َ ਵڢ٭؇ ෛஙݧ 800000 ݆݁

ڣܹފޚ٭ྡྷ٭۰". ل۰ ڢݠ 500
3.3 Summarization
The aim of using Summarization is to reduce data
complexity and improve the efficiency of similar-
ity and contradiction analysis. Summarization is
used to extract the main points from the text and
focus on relevant information. This process sepa-
rates content into actionable, high-quality content,
avoiding irrelevant details. We experimented with
different summarization approaches on the same
text about Nakba, and below is a discussion of the
results of this experimentation.
Using TextRank:
As mentioned earlier, the TextRank algorithm is

used to retrieve sentences from the original text, af-
ter it ranks the sentences with importance scores,
providing an extractive summary of the text at
hand. The example below shows a group of facts

(sentences) that were extracted and retrieved by the
TextRank algorithmwhen applied to (Naim, 2023).
اܳڰଫଐة ጥّ ሒᇭ มฃاܳڰܹފޚ٭ ނأٴٷ؇ ؇ዛኞ ਵਦ มฆܳا ا۱ިال ႟၍ "أن -
"،۰ਃި٭ዝཡܳا ᄎც࠵࠺ݠ اܳأܹ٭؇ اܳگ٭؇دة ݆݁ ݁ٺأ݄ڎ ෛޚޔ ݆݁ ඹජءاً Ⴄ၍
ଫأ܋ আॻ༟ واܳފ٭ޚݠة ڣܹފޚ٭ྡྷ٭۰ ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ ቕቆ" -

"،۰ಱو݁ڎ ل۰ ڢݠ 700 ݆݁
݆݁ 50% ިොຶ) มฃڣܹފޚ٭ أܳژ 750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو" -

اܳٺ؇رෛຬ٭۰)،" ඔ൹ڣܹފޚ ሒᇭ لگ٭݄ިن Ⴄ၍َިا દઊᄳᄟا ඔ൹اܳڰܹފޚ٭ྡྷ٭
݆݁ 78% ިොຶ আॻ༟ 1948 ༟؇م ً؇ܳگިة اዛዀܳިد ݿ٭ޚݠ "ڣگڎ -
".۰༡؇ފৎا ۱ڍه আॻ༟ ܾዛውܳدو وأ૰ޝوا اܳٺ؇رෛຬ٭۰، ඔ൹ڣܹފޚ ཚأرا
Using Gemini:
The second approach we used is Google’s Gem-

ini. Gemini, unlike traditional summarization tech-
niques, can be prompted to summarize text in a list
of the main points or ideas from the text, providing
an abstractive summary that uses paraphrasing of
the original text. For illustration purposes, Gem-
ini was prompted to summarize (Naim, 2023), and
the example below shows a sample of the extracted
facts.
اಣಕᕬݠ أܳࡗࡲ ༡ڎث ሒሃو اႤၽܳر۰ٔ، มฃّأ ۰ਃಸਵ ۰గၵ၍ ሒሃ "اܳٷܝٴ۰ -
".1949 ༟؇م ݁ٷٺݱژ ሌᇿإ 1947 ༟؇م ݁ٷٺݱژ ݆݁ ඔ൹ݿྡྷٺ ިොຶ
ڣܹފޚ٭ྡྷ٭۰ ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ اܳٷܝٴ۰ "ّݯ݄ٷب -
750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو ۰ಱو݁ڎ ل۰ ڢݠ 700 ݆݁ ଫأ܋ আॻ༟ واܳފ٭ޚݠة

".มฃڣܹފޚ٭ أܳژ
اܳފႤၽن، ݆݁ ༠؇ܳ٭۰ ොේݠاء Ⴄ၍ ඔ൹ڣܹފޚ أن ۰ಱ؇ዝཡܳا "روّج -

".༂اܳٺ؇ر ۋگ؇فݑ أ݁؇م ّݱ݄ڎ  اෂීوال۰ ۱ڍه ܳـܝ݆
আॻ༟ ይዧފ٭ޚݠة ۊޚ۰ ۰ਃި٭ዝཡܳا اܳگ٭؇دة وݪأب اܳٷܝٴ۰، "݁ٷڍ -

واෂීڣݥ." اܳټިرة আॻ༟ ڢڎرّ۬ وᎂۋٴ؇ط มฃاܳڰܹފޚ٭ اܳލأص
Using both of these models comes with advan-

tages and disadvantages. TextRank for example
is unsupervised and can extract the exact ”prob-
lem” sentences which can hold some contradic-
tion to others. However, if the original text holds
some ambiguity in its wording, the sentencewill be
passed as is. In contrast, Gemini reduces the com-
plexity of some sentences by paraphrasing, which
makes comparing and finding contradictions eas-
ier. This, however, can be problematic if para-
phrasing changes the intended meaning.

3.4 Similarity and Contradictions
The core of our work is to determine if two texts
of different sources have contradicting statements.
Two sentences are said to be contradicting each
other if they are generally about the same idea,
with conflicting information found in both. An ex-
ample on contradicting sentences can be seen in
the following example:
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Sentence 1 (Originally in English): ”From early
on, Zionism ignored the existence of the Arab in-
habitants of Palestine. It is, therefore, not pos-
sible that some 800,000 persons were ethnically
cleansed from the country and that more than 500
Palestinian villages were destroyed.” (Bronstein,
2009)

(Translation:
ሒᇭ اܳأݠب اܳފႤၽن وۏިد ୍ଲ݁ٴ وڢب ݁ٷڍ ۰ਃި٭ዝཡܳا ູ؇۱ܹب
لگݠب ؇݁ ଫଃ۳ّޚ لࡤࡲ أن اৎ݄ܝ݆ ݆݁ ܳݴ ڣ؆َ۬ ،ቕ و݆݁ .ඔ൹ڣܹފޚ
݆݁ ଫأ܋ ଫଃ݁ࣖࣁ لࡤࡲ وأن اܳٴఈఃد، ݆݁ ਵڢ٭ً؇ ෛஙݧ 800000 ݆݁

ڣܹފޚ٭ྡྷ٭۰. ل۰ ڢݠ 500
Sentence 2 (Originally in Arabic):
ڣܹފޚ٭ྡྷ٭۰ ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ ቕቆ اܳڰଫଐة، ጥّ ሒᇭ
750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو ،۰ಱو݁ڎ ل۰ ڢݠ 700 ݆݁ ଫأ܋ আॻ༟ واܳފ٭ޚݠة
ሒᇭ لگ٭݄ިن Ⴄ၍َިا દઊᄳᄟا ඔ൹اܳڰܹފޚ٭ྡྷ٭ ݆݁ 50% ިොຶ) มฃڣܹފޚ٭ أܳژ

(2023 ,Naim) اܳٺ؇رෛຬ٭۰). ඔ൹ڣܹފޚ
(Translation: ”During that time, more than

530 Palestinian villages were destroyed, over 700
villages and towns were seized, and more than
750,000 Palestinians (approximately 50% of those
living in historic Palestine) were displaced.”)

Both sentences are on the same topic, but
present contradictory statements.

To detect such contradictions, the facts ex-
tracted from both subject texts are compared us-
ing two Natural Language Inference (NLI) mod-
els, XLM-RoBERTa (xlm-roberta-large-xnli) and
BART (bart-large-mnli). This is done by pairing
one fact (sentence) from each list of the extracted
facts at a time and identifying their relationships
as Contradiction, Neutral, or Entailment. Each
pair created is assigned different probabilities rep-
resenting each of these labels, with the highest
probability determining the final label given to the
pair. If the highest probability is given to the con-
tradiction label, then the sentences are considered
to be contradicting.

For comparison purposes, this process is per-
formed twice: once for the facts extracted from
both subject texts using Gemini, and again for the
facts extracted using the Textrank algorithm. As
there are differences in the type of sentences re-
trieved by each approach, not all facts found in one
approach are necessarily found in the other. Tables
1 and 2 shows a sample of pairs with the labels
assigned by each NLI model and their correspond-
ing probabilities. In both tables, the premise comes
from the facts extracted from (Naim, 2023), while
the hypothesis comes from the facts extracted from

(Bronstein, 2009).
From table 1, the reader can infer that the

premise and the hypothesis are contradictory based
on the overall meanings of the sentences of exam-
ples 1 and 2 (i.e. The Nakba led to contrasting out-
comes for both Palestinians and Zionists). Both
models correctly labeled the pair as a contradic-
tion.

In the third example, the reader can also infer a
contradiction (i.e. Describing the Nakba as a catas-
trophe in the premise, and denying theNakba in the
hypothesis), but because the wording can be com-
plex as seen in the hypothesis, the models did not
assign the same label to the pair.

Finally, the last example also shows a case of
disagreement between the models. Even though
the sentences are contradictory (i.e. the premise
discusses the expulsion of 750,000 Palestinians,
while the hypothesis doubts both the expulsion
of said refugees and even their existence), XLM-
RoBERTa (xlm-roberta-large-xnli) was not able
to detect the contradiction, and BART-NLI (bart-
large-mnli) assigned a lower contradiction score.
This indicates that themodels were not able to iden-
tify this contradiction correctly.

From table 2, the reader can clearly see that the
premise and the hypothesis of example 1 are con-
tradictory(i.e. Premise detailing the expulsion of
750,000 refugees, and the hypothesis denying the
possibility of that happening). Both models re-
sulted in labeling the pair as a contradiction.

Example 2 is more complicated in the sense
that the contradiction is inferred from the mean-
ing of the pair (i.e premise references torture and
detainment of more than 1,000,000 Palestinians,
while the hypothesis claims Zionists ignoredArabs
in Palestine). This contradiction is more subtle
than the first, therefore the models did not assign
the same label, and the contradiction score given
was low. In contrast, the last example shows an
inferred contradiction (i.e premise states that the
tragedies happening at the time (Nakba) was a de-
liberate plan by Zionist leaders, and the hypothe-
sis clearly implies the Nakba did not happen in the
past but continues to happen today (because of the
discourse around the topic). The models success-
fully detected a contradiction between the pair.

The models however failed to detect that the
pair in example 3 were actually not contradictory
(i.e both the premise and the hypothesis state that
refugees had been evicted, in the premise by force,
and in the hypothesis as a means for the Zionist
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Table 1: Samples of Comparison Results for facts Extracted Using Gemini

# Premise Hypothesis XLM-
RoBERTa
Label

XLM-
RoBERTa
Probability

BART La-
bel

BART
Label Prob-
ability

1 ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ اܳٷܝٴ۰ ّݯ݄ٷب
700 ݆݁ ଫأ܋ আॻ༟ واܳފ٭ޚݠة ڣܹފޚ٭ྡྷ٭۰
أܳژ 750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو ۰ಱو݁ڎ ل۰ ڢݠ

.มฃڣܹފޚ٭

ۋگگب ؇ዛኡ ཚوري، ༡ڎث ሒሃ اܳٷܝٴ۰
݆݁ ᄭᄥو݁ފٺگ ݁؞ܹگ۰ َگ٭۰ ۰ਃި٭ዝཛྷ ۰ਃಾذا

اܳأݠڢ٭۰. اܳٷ؇ۋ٭۰

Contradiction 0.999 Contradiction 0.902

2 มฃاܳڰܹފޚ٭ اܳލأص ّگފࡗࡲ ሌᇿإ اܳٷܝٴ۰ أدت
ଫ܋ وّأݠض ᄭᄟި݁ڰݱ ݁أ؇زل ሌᇿإ
ೞಱواܳٺأڍ ఈዳዧٺگ؇ل มฃڣܹފޚ٭ ܹ݁٭ިن ݆݁

.1967 ༟؇م ݁ٷڍ واࠍݠ݁؇ن

ۋگگب ؇ዛኡ ཚوري، ༡ڎث ሒሃ اܳٷܝٴ۰
݆݁ ᄭᄥو݁ފٺگ ݁؞ܹگ۰ َگ٭۰ ۰ਃި٭ዝཛྷ ۰ਃಾذا

اܳأݠڢ٭۰. اܳٷ؇ۋ٭۰

Contradiction 0.999 Contradiction 0.906

3 ሒሃو اႤၽܳر۰ٔ، มฃّأ ۰ਃಸਵ ۰గၵ၍ ሒሃ اܳٷܝٴ۰
݁ٷٺݱژ ݆݁ ඔ൹ݿྡྷٺ ިොຶ اಣಕᕬݠ أܳࡗࡲ ༡ڎث
.1949 ༟؇م ݁ٷٺݱژ ሌᇿإ 1947 ༟؇م

ཚ؇ৎا ሒᇭ ොຬڎث ቕረ ျڎث اܳٷܝٴ۰ ૭ٺ݄ݠ
اܳ٭ިم. ألݯً؇ اࠍڎوث ሒᇭ

Neutral 0.931 Contradiction 0.885

4 ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ اܳٷܝٴ۰ ّݯ݄ٷب
700 ݆݁ ଫأ܋ আॻ༟ واܳފ٭ޚݠة ڣܹފޚ٭ྡྷ٭۰
أܳژ 750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو ۰ಱو݁ڎ ل۰ ڢݠ

.มฃڣܹފޚ٭

'ۋگً؇'، દઊڎ༥݁ٺިا اܳڰܹފޚ٭ྡྷ٭ިن لܝ݆ ቕረ إذا
ألݯً؇. ޗݠد۱ܾ ොຬڎث أن ஓ୷ܝ݆ ఈఃڣ

Neutral 0.996 Contradiction 0.546

Table 2: Samples of Comparison Results for facts Extracted Using TextRank

# Premise Hypothesis XLM-
RoBERTa
Label

XLM-
RoBERTa
Probability

BART La-
bel

BART
Label Prob-
ability

1 ،มฃڣܹފޚ٭ أܳژ 750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو ؇݁ ଫଃ۳ّޚ لࡤࡲ أن اৎ݄ܝ݆ ݆݁ ܳݴ ڣ؆َ۬
݆݁ ਵڢ٭ً؇ ෛஙݧ 800000 ݆݁ لگݠب

اܳٴఈఃد،

Contradiction 0.982 Contradiction 0.946

2 ఈዳዧٺگ؇ل ّأݠض มฃڣܹފޚ٭ ܹ݁٭ިن ݆݁ ଫأ܋
༟؇م اۋٺఈఃل ݁ٷڍ واࠍݠ݁؇ن ೞಱواܳٺأڍ

،1967

وۏިد ୍ଲ݁ٴ وڢب ݁ٷڍ ۰ਃި٭ዝཡܳا ູ؇۱ܹب
.ඔ൹ڣܹފޚ ሒᇭ اܳأݠب اܳފႤၽن

Neutral 0.779 Contradiction 0.506

3 আॻ༟ 1948 ༟؇م ً؇ܳگިة اዛዀܳިد ݿ٭ޚݠ ڣگڎ
اܳٺ؇رෛຬ٭۰، ඔ൹ڣܹފޚ ཚأرا ݆݁ 78% ިොຶ

. ۰༡؇ފৎا ۱ڍه আॻ༟ ܾዛውܳدو وأ૰ޝوا

ݿႤၽن إఈః༠ء ሒᇃި٭ዝཡܳا اདྷৎوع আॻ༟ Ⴄ၍ن
ذاّ۬. ොູگ٭ݑ أ༥ܭ ݆݁ اܳٴఈఃد

Neutral 0.998 Contradiction 0.810

4 ނأٴٷ؇ ؇ዛኞ ਵਦ มฆܳا ا۱ިال ႟၍ أن
݆݁ ඹජءاً Ⴄ၍ اܳڰଫଐة ጥّ ሒᇭ มฃاܳڰܹފޚ٭
ᄎც࠵࠺ݠ اܳأܹ٭؇ اܳگ٭؇دة ݆݁ ݁ٺأ݄ڎ ෛޚޔ

،۰ਃި٭ዝཡܳا

ཚ؇ৎا ሒᇭ ොຬڎث ቕረ ျڎث اܳٷܝٴ۰ ૭ٺ݄ݠ
اܳ٭ިم. ألݯً؇ اࠍڎوث ሒᇭ

Contradiction 0.967 Contradiction 0.855
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project to “realize itself”). This pair was misla-
beled by both models.

Since comparing the different summarization
approaches (using Gemini or TextRank) was not
feasible due to the limitations of the NLI task, it is
more effective to select the appropriate approach
based on the specific use case. We recommend
that if a researcher wants to quote the translation
as it is and point to contradictions without exter-
nal paraphrasing, then using the TextRank algo-
rithm is preferred. However, if the text requires
paraphrasing or further explanation, then benefit-
ing from the abilities of Google’s Gemini might be
a better choice. In other words, if the researcher
prefers an extractive summary, TextRank should
be used, but if an abstractive summary is needed,
then Gemini is the appropriate choice.

3.5 Finding Missing Facts

This section addresses the other important aspect
of the paper: determining whether a specific fact
can be found in one of the subject texts but not in
the other. This approach allows the reader to detect
biases in narratives, and find patterns of what facts
tend to be omitted frequently.

Each sentence in the extracted facts lists is em-
bedded using a sentence transformer model. This
generates a vector embedding for each sentence,
and therefore comparing a pair of sentences can be
done using cosine similarity between their respec-
tive vectors. Every pair combination from the two
lists are compared. If a specific sentence scores a
low similarity when paired with every sentence of
the other list, this sentence is considered to be a
unique facts, meaning that the other text does not
contain a similar sentence, indicating that such a
fact is dropped or left out from the other narrative,
or simply that the topic of the fact is not found in
the other text.

Some facts mentioned in (Naim, 2023) but not
in (Bronstein, 2009) discuss some crucial implica-
tions of the Nakba. This includes the statement
”7,000,000 Palestinian (Refugees) in the diaspora
suffer from deprivation of themost basic rights and
are subjected to persecution and harassment” (orig-
inal: ݆݁ اࠍݠ݁؇ن لأ؇َިن اܳލٺ؇ت ሒᇭ มฃڣܹފޚ٭ ඔ൹لఈః݁ 7 "أن
اݿ؇ݿ٭۰" اࠍگިق أ૭ޔ ). Such an important fact was
not found in (Bronstein, 2009), which might be an
indication of bias. Other facts from (Naim, 2023)
that are not mentioned in (Bronstein, 2009) can be
found in tables 4 and 6 of the appendix.

On the other hand, (Bronstein, 2009) speaks
more on the views of the Zionists leaders regarding
the Nakba, a stance which is not found in (Naim,
2023). An example is “Attitudes of the leaders
and architects of Zionism towards the indigenous
inhabitants of ‘Zion’ were situated between their
perception as (temporary) guardians or holders of
the land on one end”. Other facts from (Bronstein,
2009) that are not mentioned in (Naim, 2023) can
be found in tables 3 and 5 in the appendix.

4 Limitations and Future Work

4.1 Limitations
One of the main limitations of the summarization
approach using Gemini is that it may not capture
all the key points accurately, potentially omitting
or misrepresenting some of them. This can lead
to contradictions when comparing the summarized
information with other texts. The accuracy of the
model remains a concern, as it may struggle to ex-
tract or interpret some of the essential details cor-
rectly, affecting the reliability of the summaries.

A significant limitation to address is the trans-
lation model’s inability to distinguish effectively
between past and present contexts. For example,
the sentence ”it is, therefore, not possible that some
800,000 persons were ethnically cleansed from the
country ” was translated as "ڣ؆َ۬ ܳݴ ݆݁ اৎ݄ܝ݆ أن
لࡤࡲ ଫଃ۳ّޚ ؇݁ لگݠب ݆݁ 800000 ෛஙݧ ਵڢ٭ً؇ ݆݁ اܳٴఈఃد,"
which does not properly capture the past context
of the event, and instead reflects a present action.
Such subtle contradictions may be harder to detect.

Some sentences in Arabic have different syn-
tax structures not found in English. For example,
a sentence like اۋٺఈఃل" ොູب มฃاܳڰܹފޚ٭ "اܳލأص (The
Palestinian people (is) under occupation) lacks a
verb but conveys a clear fact. Many tools rely
on complete sentence structures, making it hard
to handle nominal or verbless sentences while pre-
serving their meaning.

4.2 Future Work
A key direction for future work includes a quanti-
tative evaluation of the proposed approach to mea-
sure its performance and reliability in contradic-
tion detection.

Future work could focus on improving the trans-
lated model to handle text translation from any lan-
guage to Arabic. This enhancement would help
ensure that the model can process a broader range
of content. Additionally, by refining the model, it
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may be possible to detect contradictions more ef-
fectively across various texts. For instance, when
discussing historical events like the Nakba, the
model can be trained to prioritize Arabic sources,
as they are more likely to contain the correct points
about the event compared to other languages.

Furthermore, the approach we presented in this
paper can be the foundation for other work focus-
ing on other pieces of Nakba history, such as oral
history related to the Nakba and the 1948 war,
providing a more comprehensive understanding of
this historical event.

5 Conclusion

In this paper we proposed a method of contradic-
tion detection in historical texts about the Nakba,
and the sensitivity of dealing with the different
narratives surrounding the issue. We proposed
the use of Google’s Gemini to provide context-
aware translations of texts in English, as the au-
dience this work is directed towards is Arabic-
speaking historians and experts. In addition, we
also compared prompting Gemini to provide facts
summarized from textual content, in addition to us-
ing the TextRank algorithm for the same purpose.
The core of the paper then employs NLI models
such as XLM-RoBERTa (xlm-roberta-large-xnli)
and BART (bart-large-mnli) to detect contradic-
tions in pairs of statements taken from different
texts about the Nakba. The findings suggest that
the performance of these models on this specific
task is influenced by the complexity of the sen-
tences and the Arabic linguistic features in general.
Another important part of this paper is a suggested
method of finding sentences or topics that are not
mentioned in a specific text with a specific nar-
rative. Our aim was that the methodologies sug-
gested in this paper enable an expert in history to
gain deeper analysis of biases, contradictions, and
gaps in historical narratives from both sides of his-
tory.
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A Appendix

Unique TextRank with original excerpts from (Bronstein, 2009)

ڢݠب اாணᄳᄟى ۋ٭؇ء ྾ངاਵਦ َޙُ݄ب
إ༥ܹ٭ܭ ل۰ ڢݠ ݆ (૭ଫଃ۱ܹ٭؇) 'มฆݿ 'ݿٷ݄؇
اৎިڢؕ ዻዧذ ሒᇭ ۰ஓ୴؇ڢ Ⴄ၍ มฆܳا اܳڰܹފޚ٭ྡྷ٭۰

.1948 ༟؇م ปฆۋ

”In March 2004 a commemora-
tion was held near the ‘Cinema
City’ (Herzliya) for the Pales-
tinian village of Ijlil which ex-
isted at the site until 1948”

(Bronstein, 2009)

۰ਃި٭ዝཡܳا ሒᆹو݁أ݄؇ر ڢ؇دة ݁ިاڢژ Ⴄ၍
Ⴄၽ݁ن ሒᇭ 'ዝཛྷ٭ިن' ܳـ ඔ൹ݬܹ٭ا اܳފႤၽن ູ؇ه
أو (ඔ൹݁ޝڢٺ) أوݬ٭؇ء اٺٴ؇ر۱ܾ ඔ൹ً ؇݁
َگ٭ݥ. ሒᇭޗݠ أ༡ڎ ሒᇭ ఋዳዧرض દઊ߳߉؇༡

”Attitudes of the leaders and ar-
chitects of Zionism towards the
indigenous inhabitants of ‘Zion’
were situated between their per-
ception as (temporary) guardians
or holders of the land on one
end”

(Bronstein, 2009)

ڣگޔ 1948 ༟؇م ཚ؇݁ ሌᇿإ اނ؇رة "ّࡤࡲ
ߌߵى اᄳᄟي ሒᇃި٭ዝཡܳا اཏܳد ؕ݁ ཇ؇റണ೭ ؇ஓ
ݿྟ٭ܭ আॻ༟) ཚ؇ৎا ሒᇭ ۱ٷ؇ لگٴߺࠊَ؇ ቕረ პაႰ' أَ۬
اৎٺ༲ڎة)،" ܾ݁ا ّگފࡗࡲ ࠍޚ۰ وڣگً؇ اৎټ؇ل

”Reference to the past of 1948 is
made only in line with the Zion-
ist narrative which holds that,
‘just like they did not accept us
here in the past (e.g. according
to the UN Partition Plan)”

(Bronstein, 2009)

Table 3: Unique TextRank facts from (Bronstein, 2009)
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Unique TextRank facts with translations from (Naim, 2023)

ڣܹފޚ٭ྡྷ٭۰ ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ ቕቆ"
"۰ಱو݁ڎ ل۰ ڢݠ 700 ݆݁ ଫأ܋ আॻ༟ واܳފ٭ޚݠة

”More than 530 Palestinian vil-
lages were destroyed, and con-
trol was established over more
than 700 villages and towns.”

(Naim, 2023)

༟؇م ඔ൹ڣܹފޚ ሒᇭ ۰ਃಮ؇૭ ᆇᅹأ٭۰ أول "أ֡ݿފب
"،1903

”The first women’s association
in Palestine was established in
1903.”

(Naim, 2023)

আॻ༟ 1948 ༟؇م ً؇ܳگިة اዛዀܳިد ݿ٭ޚݠ "ڣگڎ
اܳٺ؇رෛຬ٭۰، ඔ൹ڣܹފޚ ཚأرا ݆݁ 78% ިොຶ

".۰༡؇ފৎا ۱ڍه আॻ༟ ܾዛውܳدو وأ૰ޝوا

”In 1948, Jews seized nearly 78%
of historical Palestine by force
and established their state on this
land.”

(Naim, 2023)

۰ਃಸاܳ؞ݠ اܳݯڰ۰ ۰༡؇݁ފ ݆݁ 76% ݆݁ ଫأ܋"
"،ᄭᄥ݁Ⴄၽܳا اངاਃಮܹ٭۰ اܳފ٭ޚݠة ොູب

”More than 76% of the West
Bank is under full Israeli con-
trol.”

(Naim, 2023)

لأ؇َިن اܳލٺ؇ت ሒᇭ มฃڣܹފޚ٭ ඔ൹لఈః݁ 7 "أن
اݿ؇ݿ٭۰" اࠍگިق أ૭ޔ ݆݁ اࠍݠ݁؇ن

”Seven million Palestinians in
the diaspora suffer from depriva-
tion of basic human rights.”

(Naim, 2023)

݆݁ ༥ިৎ؇ت ݁ٺଲ୍ر ႟ၽ૰ "وਐಱأݠݪިن
ا௰௯௫ٺܹڰ۰،" اᄴᄟول ሒᇭ واఈఃৎۋگ۰ اݪޚ۳؇د

”They are repeatedly subjected to
waves of persecution and harass-
ment in various countries.”

(Naim, 2023)

Table 4: Unique TextRank facts from (Naim, 2023)
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Unique Gemini facts with translations from (Bronstein, 2009)

আॻ༟ اܳٴڎال۰ ݁ٷڍ ۰ਃި٭ዝཡܳا ل۰ ިୖا ྲُྀྡྷ٭ب
اዛዀܳިد وႤၽ݁ن ز݆݁ َࠕࠫ ਲ਼ਦدوج: َࠕࠫ
اܳފႤၽن وႤၽ݁ن ز݆݁ وَࠕࠫ ዝཛྷ٭ިن، ༠؇رج

ዝཛྷ٭ިن. ڢܹࡗࡲ ඔ൹ݬܹ٭ا

”Zionist identity was built from
the beginning on a two-fold
negation: it negates time and
space of the Jews outside Zion,
a ‘negation of exile’ which ex-
tends beyond the realm of re-
ligion, and it negates time and
space of those indigenous to the
territory of Zion”

(Bronstein, 2009)

ا༡ڎاث وڢأب ڣگڎ ،۰ਃި٭ዝཡይዧ وڣگً؇
1948 ༟؇م ሒᇿۋިا ሒᇭ ುڎ༡ มฆܳا اܳأٷ٭ڰ۰
ଫଃ༚ رد ႟ၽނ ሒᇭ ڣگޔ وܳـܝ݆ ً؇ܳڰأܭ،
૭ྟص มฆܳا اݪޚݠاً؇ت আॻ༟ ይዧٺ۠ٷص ڢ؇ًܭ
૰؆࿓؇ء لگٴߺࠊا ቕረ દઊᄳᄟا ا௱௯௫ܹ٭ިن' 'اܳފႤၽن ؇ዛዀڣ

اዛዀܳިدل۰. ᄭᄟوᄴᄟا اࠍڎࢴࣖ، اശܳ؇ن

”According to Zionism, the vio-
lent events around 1948 did in
fact occur, but only in form of an
unavoidable response to the dis-
turbance caused by the ‘locals,’
who did not accept the establish-
ment of the new entity, the Jew-
ish State.”

(Bronstein, 2009)

ۋگگب ؇ዛኡ ཚوري، ༡ڎث ሒሃ اܳٷܝٴ۰
݆݁ ᄭᄥو݁ފٺگ ݁؞ܹگ۰ َگ٭۰ ۰ਃި٭ዝཛྷ ۰ਃಾذا

اܳأݠڢ٭۰. اܳٷ؇ۋ٭۰

”On the other hand, and paradox-
ically, the Nakba – the violent ex-
pulsion of the inhabitants of the
country and the transformation
of those remaining into refugees
in their homeland, or into second-
class citizens – is a necessary
event, because it brought about
the realization of the ethnically
pure, closed and autonomous
Zionist subject which builds it-
self in the framework of a state
aimed exclusively for him/her.”

(Bronstein, 2009)

رؤݿ؇ء أ༡ڎ ڣ؇ྥݴ، لިݿژ لݱژ
اܳިڢب، ዻዧذ ሒᇭ اዛዀܳިدي ሒᇧިاܳگ اܳݱٷڎوق
،؇ዛኡႤၽݿ ޗݠد ًأڎ زرَިڢ۰ ل۰ ڢݠ ଫଃ݁ࣖࣁ
اዛዀܳިد ݆݁ ༟ڎࢴࣖة دިات ݆݁ ܾؗීෂا আॻ༟

ޗݠد۱ܾ. ݆ ً؇݁ٺٷ؇ع

”Yosef Weitz, one of the heads of
the Jewish National Fund at the
time, provides evidence which is
surprising in its honesty. He tells
of the destruction of the village
of Zarnuqa after its inhabitants
had been expelled, despite of nu-
merous calls by Jews to abstain
from their expulsion.”

(Bronstein, 2009)

Table 5: Unique Gemini facts with original excerpts from (Bronstein, 2009)
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Unique Gemini facts with translation from (Naim, 2023)

ل۰ ڢݠ 530 ݆݁ ଫأ܋ ଫଃ݁ࣖࣁ اܳٷܝٴ۰ ّݯ݄ٷب
700 ݆݁ ଫأ܋ আॻ༟ واܳފ٭ޚݠة ڣܹފޚ٭ྡྷ٭۰
أܳژ 750 ݆݁ ଫأ܋ ଫଃ༶ዛኤو ۰ಱو݁ڎ ل۰ ڢݠ

.มฃڣܹފޚ٭

”The Nakba included the destruc-
tion of more than 530 Palestinian
villages, the control of over 700
villages and towns, and the dis-
placement of more than 750,000
Palestinians.”

(Naim, 2023)

۰ਃಸاܳ؞ݠ اܳݯڰ۰ ۰༡؇݁ފ ݆݁ 76% ݆݁ ଫأ܋
وڢޚ؇ع ،ᄭᄥ݁Ⴄၽܳا اངاਃಮܹ٭۰ اܳފ٭ޚݠة ොູب
ଫأ܋ ݁ٷڍ ༠؇َݑ ঌॻਃಮاངإ ۋݱ؇ر ොູب ਲ਼ؗة

.؇ً݁؇༟ 17 ݆݁

”More than 76% of the West
Bank is under full Israeli control,
while the Gaza Strip has been un-
der a suffocating Israeli block-
ade for more than 17 years.”

(Naim, 2023)

اܳލٺ؇ت ሒᇭ มฃڣܹފޚ٭ ඔ൹لఈః݁ 7 ሒᇃ؇لأ
اݿ؇ݿ٭۰ اࠍگިق أ૭ޔ ݆݁ اࠍݠ݁؇ن ݆݁

واఈఃৎۋگ۰. ఈዳዧݪޚ۳؇د وਐಱأݠݪިن

”Seven million Palestinians in
the diaspora suffer from depriva-
tion of basic rights and are sub-
jected to persecution and harass-
ment.”

(Naim, 2023)

Table 6: Unique Gemini facts with translation from (Naim, 2023)
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