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Abstract

The detection of toxic content in social media
has become a critical task in Natural Language
Processing (NLP), particularly given its inter-
section with complex issues like subjectivity,
implicit language, and cultural context. Among
these challenges, bias in training data remains
a central concern—especially as language mo-
dels risk reproducing and amplifying societal
inequalities. This paper investigates the inter-
play between toxicity and gender bias on Twit-
ter/X by introducing a novel dataset of violent
and non-violent Spanish tweets, annotated not
only for violence but also for gender. We con-
duct an exploratory analysis of how biased data
can distort toxicity classification and present
algorithms to mitigate these effects through da-
taset balancing and debiasing. Our contribu-
tions include four new dataset splits—two ba-
lanced and two debiased—that aim to support
the development of fairer and more inclusive
NLP models. By foregrounding the importan-
ce of equity in data curation, this work lays
the groundwork for more ethical approaches to
automated violence detection and gender anno-
tation.

1 Introduction

Technological advances have exponentially increa-
sed digital communication speed, transforming so-
cial interaction. People can now express opinions
and emotions in real-time, generating vast amounts
of digital information. This overload, known as
“infoxication” (Navas-Martin et al., 2012; Leyton,
2016), leads to anxiety and limits constructive ex-
change (Vania and Ruiz, 2015). Similarly, “infode-
miology” or “infodemic” (Eysenbach, 2002; Gallot-
ti et al., 2020; Moyano et al., 2024) describes the
rapid spread of unreliable information, especially
during periods of high information abundance.
This excessive, often toxic, data hinders users’
ability to identify relevant content. As Navas-

Martin et al. note, more information can mean
less knowledge when time is spent processing irre-
levant content. The spread of unverified, biased
information—particularly on social media—fosters
polarization, as these platforms allow immediate,
unfiltered, and often anonymous exchanges. The re-
sulting toxic language reflects and amplifies socie-
tal biases such as racism, sexism, and xenophobia.
When this biased content is used to train Language
Models (LM), it risks replicating and normalizing
toxic discourse.

This highlights the need for ethical filters to
clean data before it feeds Artificial Intelligence (Al)
systems. Natural Language Processing (NLP) plays
a key role in detecting and mitigating toxicity and
bias, ensuring models represent inclusive and res-
pectful communication.

This paper addresses toxicity and bias in social
media, focusing on Twitter/X, by introducing a no-
vel Spanish dataset about violence, annotated with
gender, and balanced to support the development
of fairer and more inclusive NLP models. The main
contributions are:

* A resource consisting of violent and non-
violent Spanish tweets, annotated by violence
but also by gender, which allows us to deter-
mine the level of gender bias with respect to
the toxicity of the message.

* An exploratory analysis of the relationship
between toxicity in information and biased
data.

* The development and application of algo-
rithms to balance and debias the dataset by
selectively removing sentences, ensuring fai-
rer representation across categories, and miti-
gating potential sources of bias in subsequent
analyses.
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The article is structured as follows: Section 2
introduces the concepts of toxicity and bias, and
the importance of research into the relationship
between toxic datasets and biased data; Section 3
presents the methodology followed, the annotated
data employed for this exploratory study and the ba-
lancing strategies proposed; Section 4 summarizes
the results obtained from our experimental evalua-
tion and the discussion of the research; and finally,
Section 5 presents the conclusions and future work.

2 Related Work

This section presents some state-of-the art research
working on toxicity in NLP either in (1) online
discourse, (2) bias, and (3) the interconnection bet-
ween the two.

2.1 Toxicity in NLP

The term toxic is usually defined as an “umbre-
lla term to refer to any form of content, including
but not limited to hate speech, cyberbullying, abu-
sive speech, misogyny, sexism, offense, and obs-
cenity” (Garg et al., 2023). Other authors, such
as Salehabadi et al., define toxicity as “rude, disres-
pectful, or unreasonable comment”.

The detection of toxicity through NLP can be
approached from various perspectives, each with
specific advantages and challenges. One commonly
employed strategy involves the use of heuristic
techniques, where rule-based systems classify mes-
sages according to predefined patterns established
by human experts. These rules are often supported
by lexicons that act as indicators of violent content,
enabling explicit classification of text. However,
while this approach is effective in terms of inter-
pretability, it presents challenges due to the signi-
ficant time investment required for designing the
rules (Huang et al., 2023). Despite these challenges,
heuristic techniques offer predictions that are more
interpretable compared to advanced methods such
as Machine Learning (ML) or Deep Learning (DL),
which, although precise, often lack transparency in
their internal workings (Clarke et al., 2023).

ML, on the other hand, has emerged as a fun-
damental tool in the detection of toxicity, with
approaches classified into supervised (Plaza-del
Arco et al., 2021; Haddad et al., 2019), semi-
supervised (Wiegand and Siegel, 2018; Rosenthal
et al., 2020), and unsupervised learning (De la
Pena Sarracén and Rosso, 2022; Balakrishnan et al.,
2023).
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2.2 Bias in Toxicity Detection

In recent years, research on biases in NLP, parti-
cularly in the context of toxic or violent speech,
has gained significant relevance (Costa-jussa et al.,
2023; Sahoo et al., 2022). Various studies have
analyzed how NLP models, when trained on large
amounts of data from online platforms, can perpe-
tuate and amplify pre-existing social biases, par-
ticularly those related to race, gender, and other
demographic attributes. These biases can affect the
effectiveness and fairness of automatic toxicity de-
tection systems in online discourse.

Several studies have worked on mitigating bias
in toxicity detection and have used toxic speech
datasets to evaluate and mitigate the presence of
bias, such those presented in the survey of Garg
et al., who presented a key study in this area by
conducting a comprehensive review of how to ad-
dress biases in toxic speech detection. This work
provides an overview of the existing strategies and
methods for mitigating biases in NLP models, high-
lighting the need for more systematic approaches
to address biases related to the demographic and
social characteristics of users. The authors argue
that biases in training data, stemming from how
data is collected and labeled, are one of the main
sources of bias in toxicity detection.

In another approach, Mozafari et al. focus on
hate speech detection and racial bias mitigation
using BERT-based models. This work demonstra-
tes how NLP models, especially those trained with
neural networks such as BERT, can exhibit racial
biases when analyzing discourse on social media
platforms. The authors propose a racial bias miti-
gation approach by fine-tuning BERT models to
reduce biases against racial minorities and improve
the accuracy of hate speech detection without am-
plifying racial discrimination. This work highlights
how the use of pre-trained models can be both a
challenge and an opportunity to improve fairness
in online content moderation.

Furthermore, an innovative approach is presen-
ted by Cheng et al., who propose a sequential
decision-making approach for bias mitigation in
toxicity detection. According to this study, NLP
models can enhance their ability to mitigate biases
through incremental adaptation, where decisions
about the toxicity of comments are made in suc-
cessive stages, allowing biases to be adjusted as
more data is received. This dynamic approach con-
trasts with traditional models, which assume all



information is available upfront and make a single
decision.

Finally, the work of Sap et al. focuses on racial
bias in hate speech detection. This study emphasi-
zes how models trained on large online text corpora
can acquire and propagate racial biases due to sta-
tistical correlations in the data. The authors show
that tweets in African American English (AAE)
and tweets written by self-identified African Ame-
ricans are significantly more likely to be labeled
as offensive, reflecting a racial bias in automated
labeling. The authors propose methods to reduce
these biases, such as dialect priming and racial pri-
ming, which help annotators become more aware
of different dialects and avoid racial bias in data
labeling.

Together, these studies highlight the complexity
and importance of addressing biases in toxic and
violent speech detection. While the methodologies
vary, from general strategy reviews to innovative
approaches such as sequential decision-making or
racial bias analysis, all agree on the need to develop
fairer and more impartial NLP models.

3 Methodology

In this section, we will explain the methodology we
used to conduct our research on biases in a corpus
that annotates violence, as well as the annotation
process we followed to identify biases.

3.1 Corpus

Our research is based on the VILLANOS cor-
pus (Botella-Gil et al., 2024), a dataset comprising
over 6,000 tweets and containing both violent and
non-violent messages. To ensure the quality of the
dataset and evaluate the accuracy and effectiveness
of the annotation guidelines applied during its cons-
truction, an inter-annotator agreement analysis was
conducted. This analysis employed Cohen’s Kappa
formula (Cohen, 1960), a widely recognized metric
commonly used for two annotators, as it accounts
for agreement due to chance.

The main classification level (violent/non-
violent) yielded a Kappa index of 0.95, which is
considered almost perfect agreement. This high le-
vel of annotator consistency was a key factor in
selecting this corpus for our bias research. Further-
more, the dataset not only provides a high degree
of reliability but also offers a valuable opportunity
to work with violent messages, which are essential
for addressing the objectives of our study.
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3.2 Annotation

To build our corpus ToBi', focused on bias and toxi-
city, we annotated a total of 1,000 tweets randomly
selected from the VILLANOS corpus. This dataset
was carefully balanced, comprising 500 tweets cate-
gorized as violent and 500 as non-violent, ensuring
representativeness across both categories.

The annotation process was carried out by two
annotators, experts in linguistics and criminology.
They followed a structured set of guidelines desig-
ned to systematically capture relevant information.
These guidelines consisted of two main steps:

1. Identification of the mention: At this stage,
annotators analyzed whether the message ex-
plicitly referred to a man, a woman, or both.
This step aimed to identify potential gender
biases in the content of the tweets, enabling a
more detailed analysis of how mentions were
distributed in relation to the message’s violent
or neutral nature. For example, the following
sentence mentions a female: “Isabel es una
gran actriz” —Isabel is a great actress.

. Annotation of the target: For non-violent
messages, annotators evaluated whether the
message was directly addressed to a specific
individual or represented a general statement
without a clear addressee. This distinction
helped differentiate personal communications
from broader abstract ideas or contexts. For
example, the following sentence targets just
a female: “Irene, la mujer de Pepe, no sabe
cocinar” —Irene, Pepe “s wife, doesn’t know
how to cook.

For violent messages, the annotators recorded
who was the target of the violence. This could
include an explicitly mentioned individual or
a broader group, depending on the tweet’s con-
text. This step was crucial to understand the
intentionality behind the violent content and
its potential impact. For example, the follo-
wing sentence targets a female: “Ana, eres
idiota.” —Ana, you’re an idiot.

To ensure consistency in the annotation process,
annotators participated in training sessions before
starting the annotation task. Additionally, periodic
reviews were conducted to resolve potential discre-
pancies in the interpretation of the guidelines. This

"Provisional name for peer review. The final version of the

corpus will be available to the scientific community in case
the article is accepted.



methodological approach allowed us to construct a
highly precise annotated corpus, suitable for inves-
tigating the relationship between bias, toxicity, and
violence in language.

Finally, two tweets were removed as they con-
tained the same textual message, and the goal was
to include different texts. As a result, we have 499
violent messages and 499 non-violent messages.

3.3 Measurements

A systematic approach is employed to quantify
fairness and balance in the annotated corpus. The
analysis considers two key aspects: mentions of
specific gender groups and their role as targets of
violence. These aspects enable the observation of
how fairness and balance manifest in contexts whe-
re individuals of a specific gender are mentioned
in violent or non-violent texts and, in particular,
in situations where they are targets of expressed
violence, each presenting distinct characteristics.
Two primary metrics are used to assess fairness
and balance: statistical parity and representation

parity.

* Statistical parity measures whether a gender
group (male or female) is equally likely to
be assigned to the non-violent category com-
pared to the other gender group. Maximum
balance is achieved when the probability of
being classified as violent is the same for both
genders. Conversely, maximum disparity oc-
curs when all examples from one gender are
classified as violent, while none from the other
gender are classified as violent. See Equa-
tion 1.

P(anon-violent | P=female) =

(D

P ( Y=non-violent | P=male)

* Representation parity captures the imba-
lance in how often males and females are
mentioned or targeted, across the violent and
non-violent categories. Maximum balance is
achieved when both classes (violent and non-
violent) contain an equal number of examples
for each gender. In contrast, maximum dispa-
rity occurs when one gender is entirely absent

from one of the classes. See Equations 2 and 3.
P(Y=violem‘, P=female) =
P(Yz violent, P=male>

2)

P(Y:n()n-vi()lent, P=female) =
3)
B

Y=non-violent, P=male)

While statistical parity focuses on fairness by
examining the distribution of violence across gen-
der groups, representation parity addresses the ba-
lance within the corpus itself by studying the re-
presentation of gender across the violent and non-
violent classes.

Both the difference and ratio versions of these
metrics are included, providing distinct perspecti-
ves on potential disparities. The difference version
highlights disparities by showing the absolute diffe-
rences in the probabilities between gender groups,
offering a clear view of the magnitude of imba-
lance in concrete terms. In contrast, the ratio ver-
sion emphasizes relative magnitudes, illustrating
the proportional relationship between the proba-
bilities of assignment for the two gender groups,
which can be particularly informative for unders-
tanding the scale of disparity. The difference is
computed as mazgeq(probg) — mingeg(proby),

where G = {male, female} The ratio is computed
mingeqg(proby)
mazgeg(proby)”
The results of these analyses, including statisti-

cal parity and representation parity, are presented
in detail in Section 4.2. These metrics provide a
foundation for identifying imbalances in the corpus
and for evaluating the effectiveness of the proposed
balancing strategies.

3.4 Balancing Strategies

The objective of this step is to generate fair and
balanced versions of the manually annotated da-
taset. By addressing imbalances in representation
and fairness across gender groups and categories,
the aim is to create dataset splits that can be se-
lected based on the requirements of specific use
cases. This process ensures that the models trai-
ned on these datasets are less prone to propagate
existing biases and can adapt to different fairness
objectives.

Four balanced dataset splits are created as part
of this process:

Balanced by Mentions: Ensures that mentions
of males and females are equally represented,
irrespective of whether they are targets.

Balanced by Targets: Focuses on equal represen-
tation of males and females as targets, inde-
pendent of mentions.

Debiased by Mentions: Balances fairness by en-
suring statistical parity in labels (violent/non-
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violent) for males and females when they are
mentioned.

Debiased by Targets: Similar to the previous
split, but ensures statistical parity in labels
when males and females are targets.

These splits allow flexibility in choosing a data-
set that best aligns with the downstream applica-
tion’s fairness and representation goals.

3.4.1 Balancing Algorithm

The balancing process involves automatically ad-
justing the dataset to meet the objectives of repre-
sentation or fairness. Algorithms? outline the ba-
lancing procedures implemented for this purpose.
The first algorithm, balance, creates datasets with
equal representation, while the second algorithm,
debias, emphasizes fairness by ensuring balanced
category-specific distributions.

The key distinction between the two lies in how
examples are included for each combination of gen-
der: exclusively female-related, exclusively male-
related, both female and male-related, or unrela-
ted to gender. The balancing algorithm ensures an
equal number of male- and female-related exam-
ples. In contrast, the debiasing algorithm focuses
solely on ensuring that each gender is equally re-
presented within violent and non-violent examples,
without requiring an equal total number of male
and female examples. Specifically, the debiasing
algorithm sets the probability ratio to 0.5, ensu-
ring that male and female examples have an equal
likelihood of being classified as violent.

The splits resulting from applying these algo-
rithms to the manually annotated datasets are detai-
led in Section 4.2, offering a comprehensive over-
view of their statistics.

4 Experiments

This section summarizes the findings from our ex-
perimental evaluation. Section 4.1 outlines the ex-
perimental setup, including the software used (Sec-
tion 4.1.1). Section 4.2 then presents the experi-
mental results, offering quantitative insights into
the performance and efficacy of our approach. Fi-
nally, Section 4.3 explores the implications of these
findings.

>The algorithms used in this study
are  available in  the  supplementary  resour-
ces https://github.com/bfair-ml/

bias-in-toxicity-supplementary-materials
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4.1 Experimental Setup

Our experimental setup aims to assess the fairness
and balance of gender representation in a corpus
under various experimental conditions. The final
version of the corpus is publicly available online?.

We conducted the experiments on the manually
annotated dataset, as well as on four additional
splits to explore fairness-related scenarios (see Sec-
tion 3.4). Metrics to quantify fairness and balance
in the annotated corpus (see Section 3.3) are repor-
ted alongside disaggregated results for females and
males, enabling a detailed analysis of gender dis-
parities. By systematically modifying the dataset
composition, we aim to evaluate the impact of the-
se interventions on gender disparities and overall
fairness metrics.

4.1.1 Libraries

All resources analyzed in this study are accessi-
ble through our publicly available Python library,

BFair?.

4.2 Results

Table 1 summarizes the distribution of data across
five different experimental splits: manually anno-
tated, balanced-by-mentions, balanced-by-targets,
debiased-by-mentions, and debiased-by-targets.
For each split, the table presents the total num-
ber of instances, along with a breakdown of violent
and non-violent cases under the Violence category.
Additionally, the Mentions category shows the num-
ber of instances where no gender was mentioned,
or where female, male, or both genders were re-
ferenced. Similarly, the Targets category provides
counts of instances targeting no one, targeting fe-
males, targeting males, or targeting both genders.
This comprehensive overview highlights variations
in data composition across the splits, illustrating
the impact of balancing and debiasing methods on
gender representation and violence classification.
Table 2 summarizes the fairness and balance
measurements derived from the manually annota-
ted corpus. The table presents both Mentions and
Targets categories, with measurements computed
for statistical parity and representation parity across
violent ()) and non-violent ( ) contexts. Specifi-
cally, the metrics include differences (Diff), ratios
(Ratio), and disaggregated results for females and
males within each category. These metrics offer

*https://doi.org/10.5281/zenodo.
14264921

*nttps://github.com/bfair-ml/bfair
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Split Total Violence Mentions Targets

Yes No N F M M&F N F M Mg&F
Manually Annotated 998 499 499 281 525 sl 141 582 328 59 29
Balanced-by-Mentions 228 114 114 76 38 38 76 145 37 36 10
Balanced-by-Targets 120 60 60 20 55 20 25 40 38 38 4
Debiased-by-Mentions 868 434 434 250 504 38 76 522 297 38 11
Debiased-by-Targets 842 421 421 242 466 42 92 504 296 38 4

Table 1: Summary of the manually annotated dataset and its balanced and debiased splits. Columns N, F, M, and
MgF stand for no one, females, males, both genders, respectively.

insights into the relative disparities and proportions
observed in the dataset, providing a quantitative
basis for evaluating gender fairness in the corpus.

Tables 3 and 4 summarize the fairness and ba-
lance measurements computed from two different
splits of the source dataset: balanced-by-mentions
and balanced-by-targets. These tables provide a
detailed breakdown of statistical parity and repre-
sentation parity for both mentions and targets, with
measurements further categorized by gender (fema-
le and male) and contextual attributes (violent, V,
and non-violent, }’). Table 3 focuses on the corpus
balanced by mentions, where the balance is main-
tained with respect to the gender distribution of
mentions. Table 4, on the other hand, presents ana-
logous metrics for the corpus balanced by targets,
highlighting the differences in gender and contex-
tual representation when the balance is shifted to
the targets.

Tables 5 and 6 present the fairness and ba-
lance measurements obtained from two corpora
processed with debiasing strategies: debiased-by-
mentions and debiased-by-targets. These tables re-
port metrics such as statistical parity and repre-
sentation parity, split across mentions and targets,
and further categorized by gender (female and ma-
le) and contextual attributes (violent, VV, and non-
violent, }’). Table 5 focuses on debiasing applied
at the level of mentions, highlighting how this ap-
proach affects the gender and contextual distribu-
tion. In contrast, Table 6 provides analogous mea-
surements for the corpus debiased by targets, show-
casing the implications of this alternative debiasing
strategy.

4.3 Discussion

As shown in Table 2, the manually annotated cor-
pus exhibits some imbalance and bias (all diffe-
rences and ratios are larger than 10 % and 20 %,
respectively). Although the violent and non-violent
classes are equally represented (see Table 1), the
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gender distribution within these classes is uneven
(see representation parity, columns Female and Ma-
le in Table 2). In terms of the total number of mes-
sages, there is a greater representation of messa-
ges that mention and/or target females. However,
when examining relative distributions, messages
that mention or target males are more likely to
be violent compared to those involving females
(see statistical parity, columns Female and Male
in Table 2). This imbalance poses challenges for
automating violence classification, as models may
inadvertently form incorrect associations between
male-related terms and violence or non-violence.
To address these challenges, balanced and debia-
sed splits of the dataset have been created. These
curated, though smaller, versions of the original da-
taset are better suited for specific tasks, effectively
mitigating bias and imbalance.

As shown in Tables 3 and 4, applying Balance Al-
gorithm generates two splits of the manually anno-
tated dataset, where gender mentions or targets are
balanced across the violent and non-violent classes,
resulting also in a debiased version of the dataset
(see columns Diff and Ratio for mentions or tar-
gets depending on the split). In contrast, applying
Debias Algorithm creates two splits of the dataset
that ensure equal probabilities of violence and non-
violence for both genders, without enforcing repre-
sentation balance (see statistical parity, columns
Diff and Ratio for mentions or targets depending
on the split). This method results in a larger dataset
compared to the balanced version, making it better
suited for fairness-sensitive tasks, especially when
the ML model and training process are resilient to
data imbalance.

When comparing the distribution of gender
across mentions and targets in the manually annota-
ted dataset, it is evident that targets exhibit greater
representation and fairness disparities than men-
tions (see columns Diff and Ratio across Mentions
and Targets in Table 2). This indicates that, while



Measurements Mentions Targets

(manually annotated) Diff Ratio Female Male Diff Ratio Female Male

Statistical Parity 0.102  0.219 0.467 0.365 0.182 0.432 0.420 0.239
Representation P. [V ] 0467 0.656  0.711 0244 0281 0.676 0415 0.134
Representation P. [ ¥’] 0483 0.775  0.623  0.140 0.259 0.860 0.301  0.042

Table 2: Fairness and balance measurements from the manually annotated corpus. Symbols V and A stand for
violent and non-violent, respectively.

Measurements Mentions Targets

(balanced-by-mentions) Diff Ratio Female Male Diff Ratio Female Male

Statistical Parity 0.000 0.000  0.500 0500 0.099 0234 0426 0.326
Representation P. [V ] 0.000 0.000 0500 0500 0.035 0.129 0.237 0.272
Representation P. [ V] 0.000 0.000  0.500 0500 0.044 0250 0.175  0.132

Table 3: Fairness and balance measurements from the balanced-by-mentions corpus. Symbols V and ) stand for
violent and non-violent, respectively.

Measurements Mentions Targets

(balanced-by-targets) Diff Ratio Female Male Diff Ratio Female Male

Statistical Parity 0.001 0.003 0487 0.489 0.000 0.000  0.500  0.500
Representation P. [V ]  0.300 0439  0.683  0.383 0.000 0.000 0.350 0.350
Representation P. [ ]  0.283 0436  0.650  0.367 0.000 0.000 0350  0.350

Table 4: Fairness and balance measurements from the balanced-by-targets corpus. Symbols V' and } stand for
violent and non-violent, respectively.

Measurements Mentions Targets

(debiased-by-mentions) — “pee™ B tio  Female Male Diff Ratio Female Male

Statistical Parity 0.000 0.000 0500 0500 0.125 0276  0.451 0.327
Representation P. [V ] 0.537  0.803 0.668 0.131 0313 0.805 0.389  0.076
Representation P. [ ¥ ] 0.537  0.803 0.668 0.131 0.283 0.885 0.320  0.037

Table 5: Fairness and balance measurements from the debiased-by-mentions corpus. Symbols V and } stand for
violent and non-violent, respectively.

Measurements Mentions Targets

(debiased-by-targets)  ~p e Rotio Female Male Diff Ratio Female Male

Statistical Parity 0.021  0.043 0.491 0.470 0.000 0.000 0.500  0.500
Representation P. [V ] 0.506 0.750 0.675 0.169 0.306 0.860 0.356  0.050
Representation P. [ ¥’]  0.501 0.770  0.651 0.150 0.306 0.860  0.356  0.050

Table 6: Fairness and balance measurements from the debiased-by-targets corpus. Symbols V and A stand for
violent and non-violent, respectively.
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differences exist between male and female men-
tions, these disparities are even more pronounced
when examining individuals targeted by violence.
In the sampled messages from the source dataset
(VILLANOS), violence is more frequently asso-
ciated with female-related text (see representation
parity, columns Female and Male in Table 2), whe-
reas male-related texts are more likely to be violent
in nature (see statistical parity, columns Female and
Male in Table 2). However, these findings cannot
be generalized to the broader universe of messages
on the internet. The source dataset was specifically
curated to study a particular time period marked
by spikes in violence, during which discussions
happened to center on women. However, it is not
necessarily representative of typical behavior on
social networks.

To gain a more comprehensive understanding of
this topic in society, a more uniform and representa-
tive sample is needed. This would involve studying
a random sample of messages from broader media
sources.

The created splits serve distinct purposes, with
the balanced splits being particularly suitable for
tasks such as automatic gender annotation, where
an even representation of classes is critical to en-
sure fairness and reduce bias in model training. In
contrast, the debiased splits are more appropriate
for applications like violent versus non-violent con-
tent classification, where the removal of confoun-
ding factors minimizes unintended correlations and
enhances the model’s focus on the primary classi-
fication task. This approach ensures that the splits
are optimized for their respective applications, pro-
moting both fairness in gender-related tasks and
robustness in detecting violence-related content.

5 Conclusion and Future Work

Mitigating biases in NLP models is a crucial task,
particularly given the continued growth of violen-
ce in the digital sphere. It is essential that toxi-
city analysis focuses not only on identifying vio-
lent discourse but also on biases toward certain
social groups. Due to the need to analyze toxic
behavior across social groups, this research focu-
ses on carrying out a preliminary study of bias in
online toxicity information.

The main contribution of this work is the crea-
tion of a balanced and unbiased dataset from a base
corpus in Spanish, using bias mitigation strategies.
It is important to ensure the creation of resources
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that do not amplify human biases and to train fair
and representative predictors for all the society, that
do not marginalize anyone. For that reason, the de-
velopment of this resource may enable the training
and evaluation of models for future violence pre-
dictors or automatic gender annotators.

In the future, we plan to expand this work by
incorporating other datasets and exploring new do-
mains and data sources to assess the applicability of
our approach in diverse contexts. Generating larger
corpora is a key step in improving the robustness
of bias detection models. Furthermore, we plan to
apply our methodology to additional tasks, such as
disinformation detection by mitigating bias in fake
news or contradictions datasets, where biases also
play a significant role.

While we have followed a reduction strategy, in
the future, we would like to improve our data using
an expansion strategy approach. A larger corpus
could be used to further enhance the models’ abi-
lity to identify and mitigate biases effectively. En-
suring that the data is balanced and that the models
are representative of the entire society is essential
to providing equitable assessments and services,
without marginalizing any group.
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