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Abstract

Automatic Text Simplification (ATS) has
emerged as a key area of research within the
field of Natural Language Processing, aiming
to improve access to information by reducing
the linguistic complexity of texts. Simplifica-
tion can be applied at various levels—Ilexical,
syntactic, semantic, and stylistic—and must be
tailored to meet the needs of different target
audiences, such as individuals with cognitive
disabilities, low-literacy readers, or non-native
speakers. This work introduces a tool that
automatically adapts Spanish texts into Easy-
to-Read format, enhancing comprehension for
people with cognitive or reading difficulties.
The proposal addresses the need for accessible,
well-documented solutions aligned with offi-
cial guidelines, reinforcing the potential of text
simplification as a strategy for inclusion.

1 Introduction

Individuals with cognitive disabilities may expe-
rience significant limitations in intellectual func-
tioning and often face challenges in adapting to
everyday situations. Among the most common
difficulties are deficits in understanding oral and
written language, which can manifest in the misin-
terpretation of literal meanings, difficulties in fol-
lowing complex instructions, or confusion caused
by idiomatic expressions, abstract concepts, rare
vocabulary, and complex syntax.

In today’s digital society—where information
flows rapidly and online interaction has become a
central component of daily life—these limitations
translate into barriers that deepen social exclusion.
The so-called “digital divide” particularly affects
those who, due to limited digital skills or inaccessi-
ble textual content, are unable to fully participate
in public life, access essential services, or exercise
their rights on equal terms.

In this context, ensuring the accessibility of digi-
tal texts becomes a pressing priority. Just as physi-
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cal barriers have been removed to facilitate mobil-
ity, it is essential to eliminate linguistic and cog-
nitive barriers that hinder written comprehension.
Natural Language Processing (NLP) technologies
have reached a sufficient level of maturity to au-
tomate complex textual simplification processes,
thereby opening new possibilities for enhancing
the inclusion of individuals with cognitive disabili-
ties.

Despite these advances, there remains a signif-
icant lack of adapted resources for the Spanish
language. While English benefits from numerous
corpora, tools, and well-established standards for
easy-to-read content, Spanish lacks comparable
resources, which restricts the development of tech-
nological solutions in this field. Moreover, current
machine translation tools fail to meet the simplifi-
cation standards required to ensure effective com-
prehension.

In response to this gap, the ClearText project -
funded by the Government of Spain and the Euro-
pean Union (grant reference TED2021-130707B-
100) and carried out by the GPLSI research group
at the University of Alicante — aims to research,
design, and implement language technologies that
facilitate the drafting of accessible content in Span-
ish, particularly for public sector institutions. With
the goal of promoting the inclusion and empow-
erment of individuals with cognitive disabilities,
the project encompasses multiple stages, from data
collection and annotation to the development of
automatic simplification tools.

One of the main outcomes of this initiative is
the creation of a Spanish-language corpus adapted
to various levels of simplification, including exam-
ples of Easy-to-Read texts and intermediate levels.
This corpus enables the training, evaluation, and en-
hancement of automatic text simplification systems
in Spanish.

As a result of this work, we developed Sim-
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ple.Text, a language technology tool that refor-
mulates complex texts into accessible versions
adapted to diverse cognitive needs. Beyond im-
proving equity in information access, this research
contributes to a more inclusive digital ecosystem,
where adapted content benefits everyone and fos-
ters a fairer and more respectful society.

2 State of the Art

Automatic Text Simplification (ATS) transforms
complex texts into simpler versions while preserv-
ing meaning (Al-Thanyyan and Azmi, 2021). Ap-
proaches range from rule-based to data-driven and
hybrid methods, targeting lexical, syntactic, seman-
tic, and stylistic levels. Effectiveness depends on
the linguistic phenomena addressed. Since users
include children, language learners, or people with
reading or cognitive difficulties, recent research
emphasizes customization to meet diverse needs
(Alva-Manchego et al., 2020; Scarton and Specia,
2018).

2.1 Available Corpora for Spanish

Martin et al. identified ten corpora developed
for text simplification in Spanish, including well-
known resources such as FIRST (Stajner and Sag-
gion, 2013), IrekialL.F (Gonzalez-Dios and Alkorta,
2020), and CLARA-MED (Campillos-Llanos et al.,
2022). Other resources are mentioned in the works
by Bott and Saggion; Saggion et al.; Stajner et al.
and Stajner et al., though they remain unnamed.
In addition, two bilingual corpora—Newsela (Xu
et al., 2015) and SIMPLETICO (Shardlow and
Alva-Manchego, 2022)—offer aligned English-
Spanish texts.

The review by Martin et al. highlights several
limitations in current resources: most corpora are in
English, and only a subset of EU languages are rep-
resented; there is a notable lack of domain-specific
corpora, especially in critical areas like healthcare
and public services; few resources are designed for
individuals with cognitive disabilities; user involve-
ment in corpus creation is rare; and, finally, over
half of the corpora do not provide clear documen-
tation on the simplification strategies employed.

Most available corpora focus on general con-
tent (e.g., news articles or Wikipedia entries). No-
table exceptions include CLARA-MED and SIM-
PLETICO, both of which are focused on health-
care, and IrekialLF, which targets administrative
language. For comprehensive comparisons across
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dimensions such as domain, audience, linguistic
alignment, size, and metadata (Martin et al., 2023).

2.2 Tools for Simplification in Spanish

Espinosa-Zaragoza et al. conducted an in-depth
analysis of tools available for Spanish-language
ATS. Their findings reveal five main challenges:
limited language coverage, insufficient attention
to multiple linguistic levels, lack of diverse NLP-
based simplification options, a need for more
audience-specific customization, and restricted
public accessibility of existing tools.

Seven tools were identified for Spanish ATS: ar-
Text (da Cunha and Nuiiez, 2017), Simplext (Sag-
gion et al., 2015a), DysWebxia (Rello et al., 2013),
EASIER (Alarcén et al., 2021), LexSIS (Bott et al.,
2012), NavegaFacil (Bautista et al., 2018), and
Open Book (Barbu et al., 2015). As of the lat-
est evaluation, only three tools—arText, EASIER,
and Simplext—remain functional and accessible.
arText assists users in identifying complex linguis-
tic features; EASIER focuses on replacing difficult
vocabulary with simpler alternatives; and Simplext
enables sentence-level simplification, particularly
useful for managing texts constrained by character
limits.

3 Simple.Text tool

Simple.Text! is a NLP tool that automatically
adapts Spanish texts into an Easy-to-Read format,
facilitating comprehension for individuals with cog-
nitive or reading difficulties.

This tool, developed as part of the Clear text re-
search project, covers lexical, orthotypographical,
syntactic, and semantic transformations. The Sim-
ple.Text interface features two text boxes: the first
for inputting the original text and the second for dis-
playing the transformed text, whether summarised
or simplified, see Figure 1.

Two buttons allow users to choose between sum-
marisation or Easy-to-Read (E2R) adaptation, with
the selected option highlighted in a more intense
color. Additionally, users can attach a file instead
of copying the text directly. The transformed text
and any generated glossary are displayed in an ad-
ditional box, allowing for download in .txt format.
The API is responsive, meaning it adapts to mo-
bile phones, tablets, and laptops, and it supports
various input formats, including PDF, TXT, and

"https://simpletext.demos.gplsi.es/



Texto de salida:

Figure 1: “Simple-Tool”

Word. Implemented in Python 3 under a client-
server architecture, Simple.Text detects specific
linguistic phenomena using advanced algorithms
and applies the defined transformations. It is the
first tool designed to adapt texts according to user
needs, addressing linguistic phenomena and con-
sidering cognitive disabilities, thereby improving
accessibility and text comprehension in Spanish.

3.1 Functionality and Transformation
Processes

The system applies three groups of trans-
formations—Ilexical, syntactic, and discur-
sive—following the official Easy-to-Read
guidelines, see example in Appendix ??, Figure 2.

3.1.1 Lexical Transformations
The system processes and transforms:

1. Adverbs ending in -mente

2. Numbers (including conversion from digits to
words and vice versa, rounding, ordinal num-
bers, percentages, dates, times, and telephone
numbers)

3. Roman numerals

4. Superlatives

5. Abbreviations and acronyms
6. Anglicisms

7. Long and complex words

8. Verbal nominalizations

3.1.2 Syntactic Transformations

The system processes and transforms:
* Complex connectors

» Appositions

La concejalia de deporte ha organizado un urbano. Hay i
deportivas, Ildicas y excursiones. El alcalde afirmé: “con estos actos se Inicia una nueva etapa
en la ciudad de Alicante". La institucidn ha destinado un presupuesto de 1880 € para el evento,
con un precio de inscripeidn de 50 €, que incluye un coffee break. También se ha anunciado la
XVIIl Maratén de Alicante. La inscripcion requiere presentar [NIElen la ef San Jaime ndm. 15.

. Enumeraciones- Enumerations
. Estilo directo- Direct speech

. Redondeo- Numbers

. Simbolo- Symbol

. Palabra dificil- Gomplex word

Anglicismo- Anglicism
. Namero romano- Roman numeral

. Acrénimo- Acronym
. Abreviaciones- Abbreviation|

12 SERI SN
©pe~ o

Figure 2: Example Transformation

* Enumerations
* Direct speech

Figure 2 presents an example illustrating the lex-
ical, syntactic, and discursive transformations ap-
plied by the tool to generate the easy-to-read ver-
sion of the text.

3.1.3 Discourse Transformations

The system processes and transforms:
¢ Coreference, to ensure textual coherence

Most of these transformations are implemented
through predefined rules supported by ad hoc dictio-
naries specifically developed for the tool. For those
transformations that require additional linguistic
information (e.g., synonyms) necessary for simpli-
fication, a BERT-based model has been integrated
using the Torch framework. In addition, common
Natural Language Processing libraries have been
used, such as spaCy 2, nltk 3, and Python modules
including re 4, string >, num2words ©, and roman .

3.1.4 Input and Output

e Input: The system accepts free text input
through a text box on the web interface. Al-
ternatively, users may upload documents in
Word, PDF, or TXT format for content extrac-
tion, using the docx and pdfplumber libraries,
respectively.

* Output: The transformed text is displayed in
a dedicated output box on the web interface.
Users also have the option to download the
result in TXT format.

Zhttps://spacy.io/

3https://www.nltk.org/
“https://docs.python.org/es/3/library/re.html
Shttps://docs.python.org/es/3/library/string.html
Shttps://pypi.org/project/num2words/
"https://pypi.org/project/roman/
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3.1.5 User Interface

The web interface has been designed with a clean
and functional layout, ensuring a clear and user-
friendly experience. Key features include:

* Responsive Design: The interface adapts to
various screen sizes and devices, offering a
smooth user experience on both desktop and
mobile platforms.

* Transformation Selection: On the left-hand
side, users can select the specific transforma-
tions to be applied, see Figure 1. Customiza-
tion can be carried out based on three crite-
ria: (1) Linguistic level (lexical, syntactic, or
discursive); (2) Obstacles associated with spe-
cific conditions, such as dyslexia or attention
disorders; (3) Specific linguistic difficulties
identified by the user.

* Text Input and File Upload: Users can either
manually input text or upload files in Word,
PDF, or TXT format.

* Text Processing and Output: The tool offers
two main buttons: one for Easy-to-Read trans-
formation and one for summarization.

— E2R Button: Instantly applies the se-
lected transformations. The result is dis-
played in a side-by-side output box, al-
lowing users to compare the original and
simplified versions. The simplified out-
put is presented in a poem-like format
and highlights words for which defini-
tions or synonyms are provided using
color coding. A Download button is
also available to save the modified text
in TXT format.

— Summarization Button: Generates an ab-
stractive summary of the main ideas con-
tained in the text.

* Accessibility and Clarity: Visual elements
have been incorporated to promote intuitive
use of the tool. The visual and functional
structure of the interface has been designed to
ensure usability by individuals without tech-
nical expertise. Font sizes and color schemes
comply with accessibility requirements. See
Figure 3 illustrates a real example of the trans-
formation from the original text to its easy-to-
read version.
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Texto de salida:
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Figure 3: “Simple-Tool”-example

Despite the recent rise of large language mod-
els (LLMs), pretrained neural architectures, and
sequence-to-sequence (seq2seq) models for text
generation and simplification, rule-based systems
remain a valid and valuable approach for Easy-to-
Read (E2R) text adaptation—particularly in con-
texts where guidelines are explicitly defined. The
subset of E2R rules addressed in this tool (e.g., nu-
merical expressions, superlatives, among others)
is sufficiently concrete and structured to be im-
plemented through deterministic techniques such
as regular expressions and controlled vocabularies.
Although the outputs of rule-based systems may
lack the fluency, flexibility, and human-like varia-
tion typical of LLM-generated text, they offer trans-
parent, repeatable transformations that align well
with strict compliance requirements. As such, this
approach serves as a solid baseline and a first step
toward automation in a domain traditionally reliant
on manual, multi-stage human processes. Future
work could explore hybrid strategies that combine
the reliability of rule-based methods with the gen-
erative capabilities of LLMs, aiming to achieve
both formal compliance and naturalness in E2R
text adaptation.
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