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Abstract

Prior XAl research often assumes inputs must
be “causes” and outputs must be “effects”,
severely limiting applicability to analyzing
behaviors that emerge as reactions or conse-
quences. Many linguistic tasks, such as dia-
logues and conversations, involve such behav-
iors. To address this, we propose that the as-
sumed causality from inputs to outputs can be
reversed and still remain valid by using out-
puts that cause changes in features. We show
how this enables analysis of complex feature
sets through simpler metrics, propose a frame-
work that is generalizable to most linguistic
tasks, and highlight best practices for applying
our framework. By training a predictive model
from complex effects to simple causes, we ap-
ply feature attributions to estimate how the in-
puts change with the outputs. We demonstrate
an application of this by studying sports fans’
comments made during a game and compare
those comments to a simpler metric, win proba-
bility. We also expand on a prior study of inter-
group bias, demonstrating how our framework
can uncover behaviors that other XAI methods
may overlook. We discuss the implications of
these findings for advancing interpretability in
computational linguistics and improving data-
driven-decision-making in social contexts.

1 Introduction

Explainable Al (XAI) techniques have proven a
valuable tool for creating trustworthy and reliable
models and have seen growing popularity as the
need for transparency becomes more prevalent. Re-
searchers across a range of disciplines (Kalasam-
path et al., 2025) have discovered that these tech-
niques also have the potential to highlight impor-
tant features and patterns (Fryer et al., 2021) in
a dataset. This is most prevalent in biomedicine
(Hossain et al., 2025) where finding important fea-
tures can save lives. Such tasks assume a causal
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Figure 1: The proposed framework for evaluating the
correlation between textual data and simple classifica-
tions like team performance. By assuming fan com-
ments actually impact win probability, we can produce
feature attributions for those comments to identify inter-
esting behaviors. After we drop the assumed causality,
we find that these attributions still accurately represent
how win probability can influence fan behaviors.

relationship (Doshi-Velez and Kim, 2017) where
complex features directly result in a simple metric.
In this paper, we show that the direction of causal-
ity in this assumption can be reversed by applying
feature attribution techniques to a classifier that
takes results as inputs and predicts the cause, as
observed in 1 We show that these techniques are vi-
able for finding causal assumptions in the opposite
direction, even in difficult tasks.

Many forms of XAI share the perception that
models must go from cause to effect (Carloni et al.,
2025). The reasoning for this is clear in some
applications, such as medical tools like risk anal-
ysis (Lundberg et al., 2018), where a limited set
of features directly contribute to potential danger.
However, models have been observed to learn cor-
relation rather than causation (Molnar et al., 2020).
This suggests a reversal of this framework is pos-
sible: Make a simple measurable task the ‘predic-
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tion’ and the complex results the ‘features’. Unlike
existing applications of XAl techniques, this pro-
vides a way to analyze reactions, which can enable
deeper insights into decision making in discourse
(Wu et al., 2024) and unintuitive linguistic patterns
(Pennebaker et al., 2014).

There is substantial evidence that suggests this
is feasible. When considering medical risk analy-
sis (Lundberg et al., 2018), some features used to
predict risk are part of the body’s natural reaction
to being put in danger, such as heart rate. While
the abstraction of ‘risk’ could technically consider
these as ‘causes’, they are a reaction to the ground
truth rather than a contributing factor. Additionally,
reversing causal assumptions have shown promis-
ing results for training models (Somerstep et al.,
2024). This suggests that an XAl framework un-
der a reversed assumption of causality should be
effective.

To demonstrate the potential of reverse causal-
ity and XAI, we analyze the comments' NFL fans
make on Reddit as their games progress (Govin-
darajan et al., 2022). The language of sports fans
has been observed to be linguistically rich (Merullo
et al., 2019) for analysis where even state-of-the-art
models have been observed to struggle (Govindara-
jan et al., 2024). Despite this, our framework shows
promising results for analyzing this data. We apply
model agnostic feature attribution methods to show
the potential for studying more complex tasks in the
future. Overall, our paper provides the following
contributions:

* We provide a generic framework for exploring
textual data for a variety of potential tasks

(§3).

* We demonstrate potential ‘best practices’ for
applying our framework and explore the ad-
vantages and disadvantages of various feature
attribution methods (§ 4).

* We highlight the use of our framework in a
complex linguistic task (§ 5).

The remainder of the paper proceeds as follows:
Section 2 reviews related work and describes the
background of the feature attribution methods as
well as intergroup bias in sports. Section 3 outlines
our proposed framework for reversing the assump-
tion of causality. Section 4 presents the dataset

"Disclaimer: This paper contains examples which some
readers may find disturbing.

and preprocessing techniques used in this study. It
also outlines the potential design decisions in our
framework and highlights the advantages and dis-
advantages of each. Section 5 studies intergroup
bias and explains what behaviors we were able to
recreate from prior works.

2 Related Work

Broadening Applications of Model Agnostic Fea-
ture Attribution There are a vast number of XAI
techniques to calculate the significance of individ-
ual features (Adadi and Berrada, 2018). However,
the ‘gold standard’ for many of these is SHAP
(Mosca et al., 2022). This method of feature attri-
bution is based on Shapley values, which have ex-
tensive theoretic background in game theory (Shap-
ley, 1952). These techniques apply every permu-
tation of input features and measure how those
permutations affect the output. Since they only
require inputs and outputs, they are particularly
useful when analyzing black-box models. Similar
methods have also been developed, with Leave-
One-Out (LOO) (Maron and Moore, 1993) and
Local Interpretable Model-Agnostic Explanation
(LIME) (Ribeiro et al., 2016) being among the most
prominent.

While there are many techniques that may per-
form better or faster for a variety of tasks, SHAP,
LIME, and LOQ are still widely applied in a variety
of studies (Kalasampath et al., 2025). Additionally,
they are generically applicable and have solid the-
oretical backing. However, a severe limitation is
applicability. The logical background of game the-
ory is believed to be less reliable if there isn’t a
clear sense of cause as input and effect as output
(Fryer et al., 2021).

This paper proposes that this requirement can
be expanded further, broadening which tasks fea-
ture attribution methods can be applied to. We
demonstrate how our framework enables analysis
of complex linguistic behavior, intergroup bias, that
XAl is supposed to be inapplicable to.

Furthering Intergroup Bias Research Inter-
group bias refers to the patterns in which stereo-
types are communicated in linguistic asymmetry
(Maass et al., 1989). This is represented by desir-
able in-group behaviors and undesirable out-group
behaviors. Sports is a natural area for such groups
to emerge, with both types of behaviors appearing
in the supporters of various teams (Zhang et al.,
2019).
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Prior studies have contrasted win probability
with intergroup bias (Govindarajan et al., 2024)
to demonstrate in-group protection (Maass et al.,
1989) during NFL games. We extend the observa-
tions of this research and focus more on identify-
ing specific behaviors, rather than general trends.
Through this, we show specific forms of intergroup
bias that have been observed in other studies and
demonstrate how introducing feature attribution
helps highlight these patterns.

3 Explainability Framework

Most applications of ‘XAI’ rely on the original
assumptions of game theory: The ‘players’ are to
blame for the ‘results’ (Shapley, 1952). This is
intuitive, but not a necessary requirement. As such,
we propose a reversed structure: The ‘results’ can
be blamed for the behaviors of the ‘players’.

This is valuable, as exploring textual data and the
usage of language involving particular events can
not always be phrased as a reduction. Instead of
moving from complex data to simple conclusions,
it often requires identifying how simple data can
have complex results. In our task, this is describing
how people behave when their team is winning or
losing. Feature attribution, however, is designed for
causal correlation from the complex to the simple.
This is highlighted by its use in the medical field:
identifying which features contribute to potential
risks (Lundberg et al., 2018).

Causality in feature attribution is important be-
cause it suggests the predicted change will occur
in the real system, not just the the modeled one
(Doshi-Velez and Kim, 2017). Unlike some other
forms of XAl, feature attributions do not inherently
provide causality (Zhou et al., 2022). This makes
it very important for researchers to apply their own
reasoning. Since humans have shown significant
bias in causal reasoning (Leszczensky and Wol-
bring, 2022), most applications of XAl still use the
default assumption of causality.

However, this order of causality is merely im-
plied rather than built-in. Models measure cor-
relation, not causation. Feature attribution deter-
mines the strength of that correlation. As such, we
propose that reversing the assumed causality is an
equally valid interpretation of observed results. In
our task, there is both correlation and causation
between fan reactions and probability of victory.
Unlike in the medical field, however, it is over-
whelmingly more reasonable that online speech is
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impacted by team performance rather than the other
way around.

To demonstrate this, consider the feature attribu-
tion of Leave-One-Out (Maron and Moore, 1993)
for a feature z; in an input z.

vroo(zi) = f(x) — f(z\z:)

LOO estimates the importance of a feature by
evaluating the change in output that occurs when
removing it. For our task, the ‘cause’ x is the win
probability. This is neither applicable for feature
attribution nor helpful. We cannot perform attribu-
tion over a single feature and it will not provide us
any interesting insight into the ‘results’ y, which is
fan behavior. However, we can perform a similar
operation to estimate this association in reverse.

FHw\wi)

By estimating f~!, we can approximate how
each y; ‘affects’ x. This demonstrates the connec-
tions the model makes between y; and z to deter-
mine their association. In context of our case study,
this would be the association between a word y;
and the probability of winning z. It also maintains
the real-world grounding expected of feature attri-
butions (Carloni et al., 2025), albeit applied in the
opposite direction.

We highlight this association in Figure 1. Even
though the true cause is the win probability, we
treat that as the output of f~!. Similarly, the result
of winning or losing, fan responses y, are treated
as the input. This is effectively assuming a reverse
of the true cause-and-effect relationship between
them: How do individual words cause a team to
win or lose? We then apply the original feature attri-
bution methods under that false assumption. After
doing so, we aggregate our results and return to the
true causal direction. The feature attributions now
point in the opposite direction: How is winning or
losing associated with individual words?

In our experiments, we demonstrate that this
reversal enables the exploration of datasets that
would be impossible under existing assumptions.

proo(y:) = f(y) —

4 Data & Experiments

4.1 Datasets & Preprocessing

Similar to Govindarajan et al. (2024), our dataset
of posts comes from subreddits dedicated to dif-
ferent teams in the NFL. During the NFL season,
each subreddit has posts for discussing each game



live. This enables a parallel intergroup language
dataset, where we can observe the perspectives of
the supporters of two teams actively in competi-
tion. It also makes it very easy to assume that the
in-group of individual comments will be the team
of that subreddit.

In contrast to the original study, we focus on
games from 2023-2025 and their respective com-
ments. In total, we assess 23,801 comments across
twelve subreddits. To estimate the win probability,
we use nflFastR (Carl et al., 2022), one of
many tools developed for win prediction. By align-
ing comment timestamps with game events, we can
accurately estimate the WP for a given comment to
determine whether the team is winning or losing.

Overall, these existing tools and prior results
(Govindarajan et al., 2024) provide solid ground-
ing as a case study for how our framework can
be applied to discover behaviors that were previ-
ously overlooked and highlight how it enables ex-
ploration of a complex topic: intergroup bias.

In order to assess our dataset, we first construct
a correlation between win probabilities and on-
line comments, rather than the game state, with
a lightweight classifier. From this structure, we ex-
periment with different feature attribution methods
and ways to approach the data to highlight how it
exposes various behaviors. Then, we reintroduce
intergroup labels to determine whether our meth-
ods can provide more in-depth or subtle insights
into the results of prior studies.

4.2 Exploring Feature Attribution Methods

In order to perform feature attribution, we must first
have a function that converts inputs into outputs.
While the prior study merely correlated win proba-
bility with comments (Govindarajan et al., 2024),
that is insufficient. To achieve this, we use the em-
beddings of a small language model (AI@ Meta,
2024) to convert text into an input space, then train
a classifier to predict the win probability from the
sentence embeddings. This network consists of 2
layers with 500 features each, and ReLLU activation
between them. We add one connected layer that
outputs two features and apply a softmax to make
an approximation of f~1(y) as described in the
prior section. Our model achieves a Mean-Squared-
Error of 0.074 on probability predictions. We then
apply a variety of feature attribution methods to
various inputs on that classifier.

For the purpose of defining these attribution
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methods, let x be the set of input features
{zg, z1,...x,} and have the score function for a
feature x; be p(z;). Let f(x) be the output of the
model being explained. We do not use the language
defined previously, since the definitions of feature
attributions assume a sense of forward causality.

Leave-One-Out Leave-One-Out (Maron and
Moore, 1993), or LOQ, is the most simplistic form
of feature attribution. It consists of removing an
individual feature and observing how much a pre-
diction changes. While this is efficient and intuitive,
it lacks insight on the interplay between different
features and is prone to inconsistency between dif-
ferent inputs.

vroo(w;) = f(x) — f(x\i)

Shapley Values (Strumbelj and Kononenko,
2014). In direct contrast to LOO, Shapley values
or SHAP are expensive but effective. Instead of
calculating individual influences, SHAP observes
every subset of features and uses them to estimate
how much influence can be ascribed to each indi-
vidual. It is significantly more effective and has
become commonplace in XAI. However, the cost
of predicting every permutation of features is com-
putationally expensive. NLP largely avoids this
issue since the vast majority of features are not
present. However, substantially long samples can
make Shapley values unwieldy. Due to this, we
filter out such samples while using Shapley feature
attribution. To reduce the need for this as much as
possible, we group every other word of each post
together to reduce the number of features. This
allows us to process longer posts with Shapley fea-
ture attribution.

Moo (1) (F(SUD) = £(S))

osap(Ti) = -

LIME(Ribeiro et al., 2016). The final form of
feature attribution we consider is LIME. In contrast
to Shapley and LOO, LIME does not measure the
outputs of a model directly. Instead, it creates an
interpretable version that can perform feature attri-
butions through knowledge distillation. Similar to
Shapley, LIME has been adopted for a wide range
of applications in XAl. In contrast, however, it does
not directly represent the impact of each feature,
making it less accurate. As such, it is generally
considered a decent balance between the instability
of LOO and the cost of SHAP.



LOO (3=10) SHAP (=10)
protection(0.064) dpoy(0.009)
announcer(0.061) beast(0.009)

stick(0.055) swear(0.007)
dpoy(0.049) protection(0.007)
commentators(0.048) blocked(0.007)
(0.045) (-0.007)
(0.042) uglv(-0.007)
(](-0.042) blow(-0.007)
garbage(-0.049) wealk(-0.008)
ugly(-0.053) waste(-0.01)
LOO (3=100)  SHAP (3=100)
stick(0.058) love(0.008)
(0.037) drive(0.007)
(0.035) £*%#%(0.007)
terrible(-0.018) catch(0.007)
lose(-0.022) ball(.007)
01(-0.024) (0.004)
losing(-0.024) (0.004)
l05s(-0.025) 2ame(-0.004)
qb(-0.028) 0ft(-0.005)
WOrst(-0.031) Win(-0.006)

LIME (3=10)  Winning (0.01)

announcer(0.085s)
commentators(0.07)
stream(0.069)
replay(0.067)
announcers(0.059)
(0.052)
ugly(-0.061)
embarrassment(-0.062)
garbage(-0.063)
worthless(-0.087)

LIME (3=100)
stick(0.052)
kick(0.042)
drive(0.041)

awful(-0.035)
WOrst(-0.038)
terrrible(-0.039)
qb(-0.039)
qj(-0.041)
l0ss(-0.041)
losing(-0.042)

Losing (-0.01)

Figure 2: Words with the 10 highest attribution scores for LOO, SHAP, and LIME with A = 100 and A = 10. Red
words are associated with winning, while blue words are associated with losing. The intensity of the color describes
how strongly the association is. Some patterns that emerge are that words referring to game actions are observed
more often while winning (such as ‘kick’ and ‘drive’), and players are more often referred to while losing. This is
observed in terms like ‘gqb’ (quarterback) or ‘ol’ (offensive line).

4.3 Analyzing Patterns Highlighted by
Attribution

For the purpose of visualization, we define a A that
represents the minimum number of samples that
have to include a feature in order to have that fea-
ture represented in the visualization. This allows us
to focus on features with consistent use and mean-
ing across multiple posts, rather than those that
only showed up once or twice. For each attribution
method and each )\, Figure 2 shows these top 10
features with the most positive or negative median
attributions.

Positive attributions represent features that are
used by the classifier to predict ‘winning’ while
negative attributions means a term was used to pre-
dict ‘losing’. Our filtering restricts the presented
results to those that are consistently associated with
a certain outcome.

A =10 Analysis The top row of Figure 2 repre-
sents A = 10, requiring each feature to have been
observed at least 10 times.

We can see the emergence of some interesting
patterns. First, we see that LIME (A = 10) finds

that ‘announcers’ and ‘commentators’ both have a
strong association with winning. This is because
when a team starts performing well, their fans be-
come defensive towards criticism. One example
reads as “I love how the announcers are mock-
ing... Looks pretty pathetic when he’s making some
damn good plays.” In contrast to this defensive-
ness, we also see the introduction of new insults to-
wards their team’s performance: ‘weak’, ‘garbage’,
and ‘ugly’. These tend to have more extreme as-
sociations with losing, with LIME scores around
0.067. Additionally, we see shorthand of sports
terms emerge in these posts. For example, ‘q’ is
shorthand for ‘quarter’. The negative association
(—0.04) emerges when people are asking for their
team to pull through in the fourth quarter. In con-
trast to that, we have the ‘DPOY’, or ‘Defensive
Player of the Year’. This has a strong positive asso-
ciation (0.06) as fans associate their ‘DPOY’ with a
strong defense and better performance in the game.

A =100 Analysis The bottom row of Figure 2
shows the results of LOO, SHAP, and LIME while
requiring at least 100 occurrences of a word.
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SHAP (2=2)
kms(0.04) jk(0.013) witf(0.011)
(0.024) witf(0.011) love(0.011)

(0.019) love(0.011) YEEE(0.008)

(0.017) Wr(0.009) (0.006)

this drive(0.009) (0.005)
(b(-0.009) (-0.005)
garbage(-0.009) YVEr(-0.006)

overpaid(-0.016)
q money(-0.018)
how it usually(-0.018)
up qj(-0.021) thi
tony romo(-0.021)
bad game(-0.022)

s game(-0.009)
frue(-0.01)
oline(-0.013)

game(-0.008)
[} (-0.009)
this game(-0.009)

SHAP (3=10) SHAP (3=100)Winning (0.01) together with their root. This ensures only short

phrases are captured and guarantees relevant con-
nections. However, a more advanced speech clus-
tering method could potentially provide stronger
insights than discovered here.

In addition to the increased efficiency of Shapley
Attribution, grouping words together also allows us

Losing (-0.01) to gather additional insights into common phrases,

Figure 3: Top 10 word attributions for Clustered SHAP
with A = 2, A = 10, and A = 100. We observe multi-
word phrases showing up, though often being overtaken
by simple and fairly independent words. This suggests
NLTK’s POS tagging is effective, but imperfect.

With A = 100, common and significantly
hostile terms like ‘terrible’, ‘worst’, or ‘losing’
are strongly associated with negative attributions.
These can be observed throughout the bottom row
of Figure 2 and had LOO scores around —0.03,
SHAP near —0.01, and LIME scores of —0.04, in-
dicating that they are most used while a team is
losing. Interestingly, positive terms align better
with a team’s actions in the game, rather than com-
plimenting the team’s members. When a team is
winning, the fans focus more on the most recent
‘catch’, ‘drive’, or ‘kick’, with LOO scores around
0.03, SHAP around 0.09, and LIME scores around
0.04.

Even before introducing intergroup labeling, we
can see how feature attributions are able to high-
light both known behaviors and unintuitive patterns.
In addition to the common sense associations of
negative words being used while losing, we can
already observe a bias emerge against outside com-
mentators. Additionally, we highlight an interest-
ing behavior where fans use subjective terms while
losing (terrible’, ‘worst’, ‘garbage’) but focus on
objective actions while winning (’catch’, ‘blocked’,
‘drive’).

4.4 Reducing Computational Complexity of
SHAP

One of the major downsides to SHAP is the compu-
tational cost. To reduce the number of features con-
tained in each comment, we apply the Natural Lan-
guage Toolkit’s Regular Expression Parser (Bird
et al., 2009). This process let us track the struc-
ture of a sentence and separate it into the shorter
phrases that compose it, using Part-of-Speech tag-
ging to create a tree of sentence structure. For
the purpose of clustering, we elect to group leaves

instead of individual words. Since these features
are composed of meaningfully associated words,
the phrases that emerged were only those with sig-
nificance. Additionally, this structure maintains
many of the words that were independently impor-
tant.

4.5 Novel Behaviors Observed with Clustering

The advantages of clustering can be observed in
Figure 3 where requiring only a small number of
occurrences, such as A = 2 (the first graph) and
A = 10 (the second graph) creates a number of two
or three word phrases. The phrase ‘how it usually*
can be observed in A = 2 and is associated with
losing. It also provides greater explanations for
prior results. The term ‘game’ emerged in Figure 2
with a negative attribution of -0.006 and A = 2 in
Figure 3 shows that this may be due to the phrase
‘bad game’ which has a much stronger relation to
losing, -0.022. Similarly, ‘these commentators’ is
also related to ‘commentators’.

Despite the insightful results, this method also
severely limits the number of features that emerge.
Limiting attributions to A = 100, as seen in the
third graph, produces only single-word attributions.
This is because two-word features are inherently
less common. Even reducing to A = 10, only
provides us with a few additions such as ‘this drive’
or ‘this game’.

Clustering based on part-of-speech tagging pro-
vides some additional insights and improved effi-
ciency. It also better highlights features that LOO
and LIME originally mentioned that SHAP does
not, such as the ‘commentators’. These benefits
come at a trade-off of more human effort and incon-
sistency, requiring small A to identify multi-word
terms and phrases. However, it remains signifi-
cantly faster than trying to observe these behaviors
directly from Reddit posts, making this framework
a potentially valuable tool for efficiently exploring
data in depth.
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5 Case Study: Intergroup Bias

5.1 Implementing Intergroup Bias

Introducing intergroup tagging allows us to expand
the insights from Govindarajan et al. (2024) as a
case study for our framework. In prior research,
GPT-40 (Hurst et al., 2024) performed accurate
tagging of in-group and out-group labels. These
tags refer to whether the commenter refers to part
of the team they’re supporting (IN) or part of a team
they’re opposed to (OUT). We acquire tags for each
comment through few-shot prompting. These tags
are matched to the feature attributions acquired
previously to further explore how intergroup bias
plays a role in Reddit comments.

For the purpose of exploring intergroup bias, we
focus largely on LIME. While SHAP Clusters are
able to provide more details, they occur far less
often. This means inconsistency in GPT-40 based
labels can be significantly more impactful. Since
the prior study found GPT-40 had an F1-score of
65.3 (Govindarajan et al., 2024), this is a significant
concern.

Features in LIME occur more frequently, making
the unreliability of the model’s performance less of
a concern and our results more stable. However, a
more accurate means of intergroup labeling could
likely achieve even more complex insights than we
discuss here.

5.2 Expanding Prior Research With Specific
Behaviors

Demonstrations of Qutgroup-Animosity Inter-
group bias can manifest in a number of ways, but
one of the most consistent is outgroup-animosity,
which refers to consistent negativity towards those
not in the ingroup (Rathje et al., 2021). Outgroup-
animosity has been observed in sports (Cobbs et al.,
2017), even for adjacent groups such as sponsors
(Lin and Bruning, 2020).

We observe such behaviors in our study as well.
This can be seen in Figure 5, where the terms
used while referring to the outgroup are generally
more negative than those referring to the in-group.
We achieve these results by restricting features
to the group they were used to refer to more of-
ten. This helps us avoid the low accuracy of inter-
group labeling that we observed prior. As Figure
5 shows the top 10 features most associated with
certain outcomes for both groups, we observe that
in-group features are generally more positive. Mul-
tiple terms like ‘mvp’, ‘love’, ‘special’, and ‘swear’

Winning (0.07)
LIME (IN)

protection(0.074)

LIME (OUT)
jk(0.064)
awesome(0.047)
(0.043)

(0.052)
(0.045)
(0.043) embarrassing(-0.043)
0.04)
(0.039)

(0.037)

wealk(-0.043)
horrible(-0.044)
blow(-0.046)

(0.037) ugly(-0.053)
COst(-0.046) oline(-0.055)
waste(-0.054) garbage(-0.058)

Losing (-0.05)

Figure 4: The most associated and commonly used
terms for the In-group and the Out-group. While the in
group does have some unfavorable terms, the terms are
generally positive in meaning. In contrast, terms labeled
part of the out group are almost overwhelmingly nega-
tive, both in meaning and in relation to win probability.
This is likely a form of outgroup-animosity. When a
team is losing, their fans are more likely to be negative
towards the opposing team.

emerge as examples of this. In contrast, terms used
most often to refer to the out-group appear negative
- ‘garbage’, ‘weak’, ‘horrible’.

Notably, we observe that this behavior is en-
hanced by competition, matching prior studies.
Animosity towards their opponents emerges most
when the in-group’s team is losing. However, it is
worth noting once more that the labeling mecha-
nism is heavily flawed. ‘Embarassing’ emerges as
an out-group term, which seems intuitively inaccu-
rate. Despite this, the results appear to support a
behavior that has been observed by prior studies,
suggesting our framework is likely effective.

Leader-Oriented Animosity Against Other
Coaches By filtering our resultant data to the
names of ‘leaders’ of individual teams, we see
intense bias for and against individuals. Figure
5 shows that while there’s a variance of attitude
towards individual coaches, the term ‘coach’ it-
self has stronger connotations with losing. This
suggests that fans place heavy emphasis on their
leaders, blaming them for the team’s success or
failures.

Most notably, ‘coach’ being negative demon-
strates out-group animosity directed toward the
leader of opposing teams. While we manually ver-
ify that this holds true within the dataset, it is also
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Attitude towards Leaders
Nick Sirianni(0.03)
Aaron Glenn(0.028)

0.02)
0.019)
(0.009)
(-0.006)
(-0.009)
(-0.009)
Jim Harbaugh(-0.018)
Kellen Moore(-0.019)

Winnini (0.03)

Losing (-0.02)

Figure 5: The NFL coaches that appeared most of-
ten and had strong association with winning or losing.
While individual coaches cover a wide range of attribu-
tions, the term ‘coach’ is negative. This is most likely
another form of outgroup-animosity targeted at the lead-
ers of the outside group. This is because the in-group is
far more likely to know and use their coach’s name.

intuitive. The fans of opposing teams may only
know the name of their own coach. As such, they
use a less-specific term, ‘coach’, to refer to their op-
ponent’s coach instead. These results match prior
research (Merten et al., 2023) that suggest this is
another manifestation of intergroup bias.

Role in XAI Research Intergroup bias is a com-
plex linguistic task that requires analysis of textual
datasets with large vocabularies. While we can
approximate similar results using classifiers and
intuitively reasonable words (Govindarajan et al.,
2024), these do not enable analysis of more com-
plex behaviors.

Additionally, existing XAl research would as-
sume that the majority of techniques cannot be
used to analyze reactive behaviors (Lundberg et al.,
2018). However, our results show that this limita-
tion does not hold. By applying feature attribution
on fan reactions rather than the cause of team per-
formance, we are able to analyze intergroup bias to
provide novel insights into human behavior. This
demonstrates both the effectiveness of our frame-
work and the potential for future research.

6 Conclusion

In this work, we propose a framework that adapts
feature exploration methods to textual datasets with
significant size. We demonstrate how this can be
used by expanding the analysis of an existing re-
search topic (Govindarajan et al., 2024), intergroup
bias. Additionally, we show that feature attribu-
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tions methods are reliable if we have many dimen-
sions in the ‘effect’ and few for the ‘cause’, revers-
ing previous assumptions of the required causality
for XAl techniques. We show how this framework
allows us to observe forms of behavior that previ-
ously rely on more in-depth studies. We compare
attributions methods such as SHAP and LIME to
determine what patterns are highlighted and pro-
pose text clustering as a way to modify the ex-
plored set of features. We also highlight numerous
behavioral patterns observed through these meth-
ods, including a tendency towards more concrete
observations while winning and more emotional
outbursts while losing.

We demonstrate how our method allows us to
explore intergroup bias and how fans treat various
groups unequally. Our results show that the use
of XAl for feature exploration and discovery can
be expanded to reactive contexts. This has notable
applications in a variety of other textual contexts,
including Al discourse (Atwell et al., 2024), me-
dia parsing (Lei et al., 2022), and political bias
(Wang et al., 2024). In future works, we plan to
explore how other forms of bias manifest in differ-
ent mediums, and how XAI can be used to identify
significant features for bias evaluation.

7 Limitations

Our work relies on inconsistent and often unreli-
able models. There are two models that predict
win-probability, one from game state and another
from text embeddings. GPT-40 is also black box.
Involving Al in so many steps of the process limits
both reproducibility and accuracy.

Feature attribution methods are also imperfect.
These methods can be unreliable (Shen et al., 2025)
and may not align with human interpretations
(Nguyen et al., 2021). Despite this, our results
show alignment with known and expected behav-
iors, suggesting generalization.

Similarly, our study heavily relies on human
interpretation. While prior studies have similar
practices (Lundberg et al., 2018), they are often
shortened sets of features and more aligned with
the general understanding of XAl as a tool to help
humans interpret models. Additionally, we only
consider data from NFL fans on Reddit. Since
we only show the results of a single case study,
we cannot guarantee generalization. However, our
framework is developed from reliable X AI methods
that have proven consistent across fields.



Ethics Statement

This research presents valuable insights into ex-
panding the applications of XAI. While it relies
heavily on well-supported attribution methods, the
proposed application steps beyond their expected
use case. Our results suggest that this remains ef-
fective, but it could encourage further misuse of
such tools. Further research should be performed
to ensure that attribution methods appear to consis-
tently follow causality in the ways described here,
even across different tasks and datasets.

Additionally, this could potentially further en-
courage companies to introduce flawed Al systems
to tasks they aren’t ready for yet. This paper sug-
gests a new application of XAl techniques that is
not thoroughly explored, but has significant moti-
vation for application, particularly in moderation.
This emphasizes the importance of validating the
presented results and assessing their generalizabil-
ity to other tasks.
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