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Abstract

NUST Alpha participates RIRAG and proposes
FUSIONRAG that combines OpenAI embed-
dings, BM25, FAISS, and Rank-Fusion to im-
prove information retrieval and answer genera-
tion. We also explore multiple variants of our
model to assess the impact of each component
in overall performance. The strength of fusion-
RAG comes from our rank fusion and filter
strategy. Rank fusion integrates semantic and
lexical relevance scores to optimize retrieval
accuracy and result diversity, and filter mecha-
nism remove irrelevant passages before answer
generation. Our experiments demonstrate that
FusionRAG offers a robust and scalable solu-
tion to automate regulatory document analysis,
improve compliance efficiency, and mitigate as-
sociated risks. We further conduct an error anal-
ysis to explore the limitations of our model’s
performance.

1 Introduction

The RIRAG shared task advances Question Answer-
ing (QA) by challenging teams to develop models
for accurate query responses over complex regu-
latory datasets. Our team aim to tackle key chal-
lenges in retrieval and reasoning while addressing
limitations in existing techniques.
Despite advancements in information retrieval (IR)
and answer generation, regulatory information re-
mains underexplored. Research has enhanced
retrieval-augmented generation (RAG) systems us-
ing tools like FAISS for efficient high-dimensional
searches (Han et al., 2023; Douze et al., 2024; Kris-
nawati et al., 2024; George and Rajan, 2022), Mi-
RAGDB for gene regulation (Desai et al., 2022),
and Neo4j for modeling complex relationships in
domains like social networks and recommendation
systems (Miller, 2013; Hodler and Needham, 2022;
Saad et al., 2023).
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Dense retrieval models like Contriever (Izacard
et al., 2022) excel in semantic understanding
but struggle with exact keyword matching, while
sparse models like BM25 handle lexical matching
well but falter with ambiguous queries (Finardi
et al., 2024). Re-ranking methods, such as cross
encoders, enhance contextual relevance, and in-
novations like HyDE enrich query generation for
ambiguous inputs (Setty et al., 2024). Training
strategies, like incorporating irrelevant documents,
reduce bias and improve robustness. Adapter lay-
ers, such as linear adapters, fine-tune embeddings
for task-specific precision in RAG (Liu, 2023; Shen
et al., 2024; Jostmann and Winkelmann, 2024),
though methods like ReAct (Reason + Act) show
limited industrial applicability (Veturi et al., 2024;
Huly et al., 2024; Yao et al., 2023).
The regulatory domain poses challenges due to
complex compliance, evolving laws, and regional
standards. FusionRAG addresses this by combin-
ing dense (FAISS) and sparse (BM25) retrieval mod-
els for nuanced text handling. Integrated with
ChatGPT-3.5, it generates contextually relevant re-
sponses tailored to regulatory queries.

2 FusionRAG

Figure 1 illustrates our model1, which integrates
vector-based (FAISS) and text-based (BM25) re-
trieval methods to retrieve the most relevant pas-
sages. We use a custom rank fusion technique,
combining FAISS for semantic relevance and BM25
for lexical matching, enhancing retrieval accuracy
and diversity. An LLM-based prompt (GPT3.5
turbo (OpenAI, 2023)) filters the top-k passages,
from which GPT3.5 Turbo generates contextually
accurate answers, ensuring reliable responses for
regulatory queries.

1https://github.com/MehwishFatimah/Nust-Alpha.
git
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Figure 1: Architecture Diagram of FusionRAG

2.1 Retrieval
The process starts with a user query, which can
either be a question or a topic of interest, forming
the basis for information retrieval. We combine
two approaches for this purpose: FAISS for vector-
based retrieval and BM25 for text-based ranking.
FAISS: We use vector embeddings of OpenAI-
text-embedding-3-large (OpenAI, 2022), enabling
semantic-based retrieval. The query is passed to
the FAISS retriever to perform similarity search and
retrieve the top-10 most relevant documents. FAISS

uses vector search to match the query against in-
dexed document embeddings, returning a list of
documents ranked by their relevance to the query,
along with similarity scores.
BM25: All passages are indexed using BM25, a tra-
ditional information retrieval model. The query is
processed by removing punctuation and stop words
before being passed to the BM25 retriever. BM25
ranks documents based on term frequency and in-
verse document frequency, generating another set
of relevant results.

2.2 Rank fusion
Rank fusion combines the strengths of multiple
retrieval systems by aggregating scores from both
FAISS and BM25. This unified ranking boosts the
scores of highly ranked documents in both systems,

addressing individual limitations like vocabulary
mismatch in BM25 and embedding imprecision in
FAISS. The fusion improves retrieval quality by
prioritizing documents that perform well in both,
reducing noise and enhancing diversity. This leads
to more reliable results for tasks such as passage
ranking and answer generation. We employ a cus-
tom scoring method for rank fusion, as described
below:

S = (10−RBM25) + 0.8× (10−RFAISS)

Where RBM25 denotes the rank of a document
among those retrieved by BM25, while RFAISS

indicates the rank in the FAISS results. The doc-
ument score ranges from a maximum of 18 to a
minimum of 1.8. We do not normalize our scores
as doing so would have no effect whatsoever on
the ordering. BM25 maintains better ordering of the
results as compared to FAISS, hence the decay of
FAISS score by 0.8. This value is decided based on
the results of development set.

2.3 Filtering

The filtering strategy involves using a relevance
evaluation step to select the most pertinent pas-
sages from the top 10 retrieved by Rank Fusion.
We design a prompt that instructs GPT-3.5 to assess
which passages are relevant to the query, returning
only the IDs of the relevant ones. If none are rele-
vant, two passages are randomly selected. We use
GPT-3.5 for both evaluating relevance and generat-
ing answers based on the selected context. This
approach ensures the model operates within token
limits while maintaining relevance and efficiency.

2.4 Generation

We use GPT-3.5 to create concise and contextually
accurate responses based on the retrieved passages.
Ensuring domain-specific relevance, prompts are
carefully designed to include explicit instructions
that guide the model in generating legal-context-
aware answers. The prompts incorporate key legal
terminology, a brief summary of the retrieved con-
text, and specific tasks such as identifying obliga-
tions or providing clarifications, ensuring precision
and alignment with user query. A fine-tuned legal-
specific obligation classifier identifies obligation-
related sentences within the passages and gener-
ated answers, enhancing their focus. A pre-trained
natural language inference model evaluates the re-
sponses using entailment and contradiction scores
to ensure logical consistency and alignment with
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the context. These scores, combined with an obliga-
tion coverage metric assessing the extent to which
legal obligations are addressed, form a composite
score that measures the reliability, consistency, and
domain relevance of the generated responses.

3 Experiments

3.1 Dataset
A comprehensive overview of the shared task and
dataset are presented to Appendix C for brevity.

3.2 Models
For the passage retrieval task, the baseline sys-
tem uses BM25+GPT-4, a lexical-based retrieval
model known combined with an LLM for an-
swer generation. Additionally, a variation of the
baseline uses BM25+RANK-FUSION (RF)+GPT-4
(BM25+RF+GPT-4) combining the lexical plus neu-
ral retrievers (Gokhan et al., 2024).
FusionRAG consists of OpenAI embeddings+
BM25+FAISS+Rank-Fusion (RF) for information
retrieval. We also investigates some other varia-
tions of our pipeline, such as: (i) all-miniLLM-
l6-v2+ FAISS: MINI+FAISS, (ii) all-miniLLM-
l6-v2+BM25+FAISS+ Rank-Fusion (RF)+Reranker
(R): MINI+FAISS+RF+R, and (iii) all-miniLLM-l6-
v2+BM25+ Rank Fusion (RF): MINI+BM25+RF,
to explore the impact of combining these ap-
proaches on model performance.
For text generation, we integrate FusionRAG with
GPT-3.5 turbo: FUSIONRAG+GPT-3.5. We also in-
vestigate other variants: (i) FusionRAG with Gem-
ini Flash: FUSIONRAG+GEMINI, and (ii) Fusion-
RAG with LLaMA 3.1-8B: FUSIONRAG+LLAMA.
These variants help to evaluate the impact of dif-
ferent generation models on the system’s overall
performance.

3.3 Evaluation Metrics
We use MAP@10 and RECALL@10 for passage
retrieval, and RePaSs (Re) for answer genera-
tion (Gokhan et al., 2024).

4 Results

4.1 Retrieval Performance
Table 1 presents the results of retrieval models for
RECALL@10 and MAP@10, calculated on the un-
seen dataset consisting of 446 questions.
The results highlight the significant performance
improvements achieved by FusionRAG. Fusion-
RAG outperforms BM25 with RECALL@10 = 78.2

Models RECALL@10 MAP@10

BM25 passage-only 64.2 50.9
BM25+RF 64.2 51.0
MINI+FAISS 49.1 31.2
MINI+FAISS+RF+R 72.4 49.1
MINI+BM25+RF 72.4 61.2

FUSIONRAG 78.2 63.4

FUSIONRAG 67.2 52.1

Table 1: Performance Comparison of Retrieval Models. The
last row presents the results from organizers.

and MAP@10 = 63.4. This is a remarkable increase
over the baselines that demonstrates the robust-
ness and impactfulness of FUSIONRAG. By inte-
grating FAISS, a highly efficient similarity search
algorithm, with BM-25, FUSIONRAG successfully
captures nuanced query-document relationships,
resulting in superior retrieval performance. The
fusion of these retrieval strategies allows FUSION-
RAG to maintain high efficiency while enhancing its
ability to understand deeper semantic connections
between queries and documents. Moreover, the
addition of CHATGPT-3.5 as a sophisticated filter-
ing mechanism further refines the retrieved results.
This filtering step ensures that only the most rel-
evant passages are retained, discarding those that
do not contribute meaningfully to the query, thus
boosting precision and reinforcing the overall per-
formance of FUSIONRAG.
Additionally, the results from Team Alpha offer
further insights into retrieval performance, demon-
strating a RECALL@10 = 67.2 and MAP@10 = 52.1.
While these figures fall below FusionRAG’s bench-
marks, they provide a valuable comparative base-
line for understanding the efficacy of other retrieval
methods in this shared task. These results under-
score the challenges faced in designing retrieval
systems that effectively balance semantic under-
standing with precision, further validating the inno-
vations embedded in FUSIONRAG.

4.2 Generation Performance

Table 2 compares the performance of two base-
line methods: BM25+GPT-4 and BM25+GPT-4 rank
fusion (RF) against FusionRAG and its variants:
FUSIONRAG+GPT-3.5, FUSIONRAG+GEMINI, and
FUSIONRAG+LLAMA. All evaluations were con-
ducted on the unseen dataset.
BM25+GPT-4 achieves a REPASS score of 0.58,
demonstrating its strong capability for retrieving
relevant passages, as evidenced by its high entail-
ment score of 0.77. However, its moderate OBLIGA-
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Models Es Cs OCS RE

BM25+GPT-4 0.77 0.24 0.22 0.58
BM25+RF+GPT-4 0.77 0.24 0.20 0.58
FUSIONRAG+LLAMA 0.25 0.58 0.09 0.26
FUSIONRAG+GEMINI 0.27 0.49 0.13 0.32

FUSIONRAG+GPT-3.5 0.58 0.15 0.13 0.52

FUSIONRAG+GPT-3.5 0.50 0.11 0.10 0.50

Table 2: Comparison of Answer Generation Performance (Un-
seen Data). The last row presents the results from organizers.

TION COVERAGE score of 0.22 and CONTRADIC-
TION SCORE of 0.24 indicate potential inconsisten-
cies in the retrieved information, where conflicting
details may undermine the coherence and reliabil-
ity of the generated responses.
In comparison, FUSIONRAG+GPT-3.5 achieves a
slightly lower RePASs score of 0.518. Despite
this, its results reflect a more focused and pre-
cise retrieval strategy. With an obligation cover-
age score of 0.13 and a lower contradiction score
of 0.15, FUSIONRAG+GPT-3.5 prioritizes accuracy
and coherence over broad coverage. This trade-
off ensures that only the most relevant and con-
sistent passages are included, thereby minimizing
the introduction of conflicting or irrelevant details.
Consequently, while its overall REPASS score is
slightly reduced, its commitment to maintaining
accuracy and relevance establishes it as a reliable
choice for scenarios where precision is crucial. The
results from Team Alpha add additional context,
showcasing a REPASS score of 0.498 alongside an
entailment-score of 0.505 and a contradiction score
of 0.109. These results highlight the nuanced dif-
ferences in retrieval performance across various
methods, emphasizing the challenges in balancing
obligation coverage (0.098) with overall coherence
and relevance. These findings validate the impor-
tance of carefully designed retrieval strategies, such
as those employed by FUSIONRAG, to achieve opti-
mal results in both consistency and precision.

4.3 Error Analysis
We conduct an in-depth error analysis on 446 un-
seen questions to identify Hybrid Framework’s lim-
itations. The system successfully generates an-
swers for 192 questions but fails for 254 due to a
retrieval filter blocking irrelevant passages. This
demonstrates that FusionRAG’s performance heav-
ily depends on the quality of the retrieval process,
as it cannot generate answers without retrieving
relevant passages.
Manual Analysis: We find a clear distinction

between answered and unanswered questions.
Answered questions are typically more specific
with clear contextual cues, referencing regulatory
guidelines or domain-specific concepts such as
“ADGM”, “compliance”, or “authorised”. These
factors facilitate the retrieval of relevant passages
and eventually enable accurate response genera-
tion. While, unanswered questions are often more
general or abstract lacking sufficient context, con-
taining vague terms like “could” or “under what
circumstances”. Many of such queries also pose
hypothetical scenarios, complicating the retrieval
process and limiting the model’s ability to generate
responses.
Topic Modeling: To explore further, we use LDA
to uncover topic patterns in the questions for gen-
erating five topics for answered and unanswered
questions. LDA reveals distinct patterns in topic
distributions illustrated in Figures 2 and 3 in Ap-
pendix D.
In summary, the error analysis highlights the criti-
cal role of specificity and contextual clarity in deter-
mining the model’s success. Answered questions
tend to be grounded in actionable, domain-specific
information, whereas unanswered questions are
broader, theoretical, or vague. To improve per-
formance, we recommend enhancing the retrieval
process to handle abstract and hypothetical queries
more effectively while refining the model’s ability
to interpret less specific questions.

5 Conclusions

We present FUSIONRAG for the Regulatory
Information Retrieval and Answer Generation
(RIRAG) Shared Task, combining OpenAI embed-
dings,SmallUpperCaseBM25, FAISS, and Rank-
Fusion (RF) to improve both retrieval and answer
generation. Our rank fusion strategy merges seman-
tic and lexical relevance scores to enhance accuracy
and diversity. We filter top-ranked passages to re-
move irrelevant results before generating answers.
While FUSIONRAG achieves notable improvements
in regulatory document analysis, the Repass score
for generation (0.52) is slightly lower due to a fo-
cus on relevance, which impacted entailment and
obligation coverage.
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A Limitations

Our model relies on pre-trained models like BM25
and FAISS, which may not fully capture domain-
specific nuances in regulatory texts, potentially
leading to less precise results. While rank fusion
enhances retrieval accuracy, it introduces compu-
tational overhead, which can impact scalability in
large-scale or real-time applications. FAISS embed-
dings may also struggle with ambiguous or out-
of-distribution queries, limiting robustness. Fur-
thermore, the approach is heavily dependent on
the quality of the embeddings and retrieval models,
necessitating periodic updates to keep pace with
evolving regulatory language and datasets.

B Training and Efficiency

Our model avoids custom training by leveraging
pre-trained models, ensuring efficiency and scala-
bility. This eliminates resource-intensive training
while maintaining strong performance, making it
a lightweight and effective solution for regulatory
QA tasks.

C Task and Data

The RIRAG shared task consists of two challenges
aimed at advancing regulatory document question-
answering: Task 1: Information Retrieval focuses
on retrieving relevant passages from regulatory doc-
uments based on user queries, emphasizing effi-
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cient retrieval for effective downstream processing.
Task 2: Answer Generation uses the passages from
Task 1 to generate accurate, context-aware answers
to queries. Together, these tasks address both the
precision of retrieval and the complexity of answer
generation, reflecting real-world QA system chal-
lenges.
The ObliQA dataset (Gokhan et al., 2024) includes
640K words of financial regulatory text from 40
UAE free zone documents, with complex legal obli-
gations, numbered clauses, and cross-references.
It pairs queries with relevant passages (single or
multi-passage), annotated with DocumentID, Pas-
sageID, and text in JSON format. The dataset
supports both single and cross-document retrieval
tasks, with splits for training (22,295 queries),
development (2,888 queries), and testing (2,786
queries), plus 446 unseen queries for final evalua-
tion, enabling tasks of varying complexity.
We use the given ObliQA dataset which includes
three subsets: the train set contains 22,295 ques-
tions, the test set has 2,786 questions, and the de-
velopment set includes 2,888 questions. We use the
train and development sets for evaluating various
models and the final evaluation is performed on the
unseen test set provided by the organizers.

Figure 2: Topic distribution for questions with empty answers.

D Error Analysis

D.1 Topic Modeling on Questions with Empty
Answers

Topic 1 consists of the following keywords: per-
son, authorised, specific, ADGM, assets. Topic 2
presents: risk, within, person, provide, compliance.
Topic 3 consists of: compliance, person, ADGM,
ensure, risk. Topic 4 have: could, provide, vir-
tual, requirements, specific. Topic 5 presents: risk,
ADGM, specific, person, compliance.

D.2 Topic Modeling on Questions with
Generated Answers

Here, Topic 1 presents: ADGM, reporting, autho-
rised, provide, person. Topic 2 consists of: finan-
cial, risk, ADGM, risks, person. Topic 3 have:
risk, information, ADGM, management, regulator.
Topic 4 presents: ADGM, risk, specific, investment,
included. Topic 5 consists of: risk, authorised,
constitutes, identifying, book.

Figure 3: Topic distribution for questions with generated an-
swers.


