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Abstract

This paper explains a Retrieval-Augmented
Generation (RAG) pipeline that optimizes reg-
ularity compliance using a combination of em-
bedding models (i.e. bge-m3, jina-embeddings-
v3, e5-large-v2) with reranker (i.e. bge-
reranker-v2-m3). To efficiently process long
context passages, we introduce context aware
chunking method. By using the RePASS met-
ric, we ensure comprehensive coverage of obli-
gations and minimizes contradictions, thereby
setting a new benchmark for RAG-based regu-
latory compliance systems. The experimen-
tal results show that our best configuration
achieves a score of 0.79 in Recall@10 and 0.66
in MAP@10 with LLaMA-3.1-8B model for
answer generation.

1 Introduction

Regulatory documents are critical components for
many industries including finance, healthcare and
insurance, to comply with standards and laws.
These documents are characterized by complex
legal terminology, hierarchical structures, and fre-
quent updates. Therefore, this creates difficulties
for interpretation and implementation. These in-
compatibilities lead to negative outcomes such as
significant financial penalties, loss of reputation,
and operational disruptions.

The complexity of regulatory documents to put
forward the necessity for advanced systems capa-
ble of efficient information retrieval and synthesis.
Retrieval-Augmented Generation (RAG) systems
offers a promising solution for retrieval mechanism
and answer generation.

Previous research in Regulatory Natural Lan-
guage Processing (RegNLP) discovered the poten-
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tial of machine learning for automating regulatory
compliance, but some difficulties still exist:

1. High-precision retrieval of relevant passages
from large regulatory corpora is challenging.

2. Ranking and synthesizing retrieved passages
to ensure completeness and scope of obliga-
tion is another challenge.

3. Efficient processing of long contextual queries
where relevant information may span multi-
ple sections of a document, is another major
challenge.

In this study, to address these challenges, we pro-
pose an optimized RAG pipeline for advanced-level
ranking and improved generative performance, us-
ing a context-aware chunking strategy combined
with "bge-m3 + hybrid search", and "bge-reranker-
v2". Our contributions are as follows:

• Introducing a chunk-based approach for pro-
cessing long regulatory contexts effectively.

• Evaluation of multiple retrieval and re-ranking
models for regulatory QA tasks using the
RePASS metric.

2 Related Work

The significant progress on RegNLP mostly about
complexities of regulatory texts. The structured
data extraction is focused by the previous studies.
In this context, Lau et al. (2005) focus on XML-
based frameworks in order to extract information
from accessibility regulations. Also, Kiyavitskaya
et al. (2008) propose the Cerno framework to focus
on automation of rights and obligation extraction
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from legal texts. However, these works are insuffi-
cient in scalability and adaptability.

Thanks to the advent of deep learning, consid-
erable improvements achieved in RegNLP. In this
context, Chalkidis et al. (2018) introduce a hierar-
chical BiLSTM model in order to extract obliga-
tions from legal contracts, and this study outper-
forms the previous methods that relies on manual
features. In addition, Nair et al. (2018) implement
deep learning pipelines in the work of annotating
global trade regulations. This method enables en-
hanced compliance workflows in the field of Reg-
NLP. Similar to these works, Chalkidis et al. (2021)
leverage BERT-based models to handle complex
queries in EU/UK legislative texts. This method
shows how transformer architecture is effective
in processing long documents. Abualhaija et al.
(2022) extend this method with BERT for auto-
mated question-answering (QA) systems targeting
GDPR-related texts. Thanks to this work, a con-
siderable success has achieved in passage retrieval
tasks.

Gokhan et al. (2024) provide a baseline frame-
work for regulatory QA tasks by introducing the
ObliQA dataset1 curated to address multi-passage
queries. This dataset is as collection of over 27,000
QA pairs derived from Abu Dhabi Global Mar-
kets2 regulations. Additionally, this study intro-
duces Regulatory Passage Answer Stability Score
(RePASS), a novel evaluation metric designed to
measure the accuracy and consistency of gener-
ated answers in regulatory contexts. They combine
sparse and dense retrieval methods (e.g., BM25 and
BGE models) with a generative approach to syn-
thesize answers from retrieved passages. Despite
the contribution of this work, they challenged in
handling complex or lengthy queries, and the gen-
erative model exhibited limitations in contextual
comprehension and obligation coverage.

RegNLP applications accelerated by the recent
advancements in synthetic data generation. An ex-
ample of these upgrades is QA dataset for roundtrip
validation in Alberti et al. (2019). Also, Maatouk
et al. (2023) propose zero-shot learning method for
neural passage retrieval.

The integration of retrieval and generative mod-
els enables advanced QA methodologies in RAG
systems. Lewis et al. (2020) formalize RAG as a
framework that enriches generative models with

1https://github.com/RegNLP/ObliQADataset
2https://www.adgm.com/

retrieved knowledge. The retrieval efficiency and
response quality is improved by Self-RAG (Asai
et al. (2023)) and PipeRAG (Jiang et al. (2024))
systems having limited adaptation to regulatory
texts.

Our study addresses challenges in retrieval pre-
cision and generative accuracy for regulatory QA.
We introduce a robust RAG pipeline incorporat-
ing hybrid retrieval using dense models, advance
re-ranking and context-aware chunking to manage
long regulatory documents. This system achieves
a Recall@10 of 0.79 and MAP@10 of 0.66, es-
tablishing a new standard for regulatory question
answering.

3 Methodology

The long passages in regulatory documents affect
the performance of generative models, since pro-
cessing extended contexts efficiently is a challenge
for these models. In order to handle this challenge,
we segment long passages into smaller chunks, then
filter and re-rank to optimize the input for genera-
tive models. In the next sections, we describe the
proposed methodology by explaining the retrieval
pipeline, long-context processing techniques, and
answer generation system. The demonstration of
our pipeline is shown in Figure 1.

3.1 Retrieval Pipeline
Combination of retrieval and re-ranking models in
the retrieval pipeline maximizes the recall and pre-
cision. This system ensures that the most relevant
passages are prioritized for downstream process-
ing.

3.1.1 Passage Retrieval
In the first retrieval stage, we experiment with mul-
tiple dense retrieval models, including bge-m3,
jina-embeddings-v3, and e5-large. According
to the obtained results, the bge-m3 model outper-
forms other models and achieves Recall@10 of
0.74. The results are detailed in Table 1. This
results show that the model is suitable for regula-
tory texts, thanks to its ability to effectively capture
semantic nuances.

In order to improve retrieval performance, a hy-
brid search mechanism is implemented combining
dense (vector-based) and lexical retrieval methods.
We achieve the best recall by tuning the hybrid
search parameter to 0.3. Top-50 passages are re-
trieved for each query that serves as input for the
re-ranker model.
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Figure 1: Pipeline Diagram: Retrieval, Reranking, and Generative Model Integration.

w=0.5 w=0.3
Model Recall@10 MAP@10 Recall@10 MAP@10
jina-embeddings-v3 0.71 0.60 0.76 0.62
e5-large-v2 0.69 0.59 0.76 0.62
bge-m3 0.74 0.61 0.76 0.62
bge-m3+bge-reranker-v2-m3 0.77 0.65 0.79 0.66

Table 1: Retrieval and Reranking Performance.

3.1.2 Passage Re-ranking

We evaluate the bge-reranker-v3-m3 model to im-
prove the ranking of retrieved passages. We achieve
the highest performance, with a 0.79 Recall@10,
by the combination of bge-m3 and bge-reranker-
v2, when the hybrid search hyperparameter is set to
0.3. In contrast, when the hybrid parameter is set
to 0.5, the Recall@10 value is 0.77. These results
indicate the importance of hyperparameter opti-
mization in achieving high retrieval performance.

The re-ranker assigns points to retrieved pas-
sages and prioritizes the scope of obligation and
relevance. The top 10 highest-scoring passages,
according to their scores, are selected for further
processing, which significantly improves the qual-
ity of inputs to the generative model.

3.2 Long Context Processing
Regulatory queries usually require synthesizing in-
formation span over more than one section. To han-
dle this difficulty, we use a strategy that contains
context expansion, chunking, and chunk filtering
and re-ranking. This strategy is detailed below:

1. Context Expansion: Retrieved passages are
enriched by their preceding and succeeding
sections. This additional context improves the
system’s ability to address cross-referenced in-
formation and capture narrow regulatory obli-
gations.

2. Chunking: Expanded passages are divided
into smaller chunks in accordance with the
input limitations of generative models e.g.
LLaMA-3.1-8B-Instruct, with a maximum
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Method Es Cs OCs RePASs
bge-m3+bge-reranker-v2-m3+LLaMA-3.1-8B-Instruct 0.39 0.30 0.12 0.41

Table 2: RePAS Scores

length of 1024 tokens per chunk and a stride
value of 100 tokens. This operation proposes
efficient processing while protecting critical
regulatory information.

3. Chunk Filtering and Re-ranking: Each
1024-token segment provided as input to the
model is processed through the bge-reranker-
v2-m3 model to enhance its performance and
efficacy. The re-ranking process prioritizes
chunks that are both relevant and contextually
comprehensive, resulting in improved genera-
tive performance. The reranker model filters
out less relevant chunks. This process reduces
noise in the input data and ensures the gener-
ative model focuses on the most critical reg-
ulatory information. This streamlined input
allows the model to generate more precise,
contextually aligned, and reliable outputs, ul-
timately enhancing the accuracy and utility of
the system for regulatory question-answering
tasks.

Re-ranker scores chunks for relevance and
contextual completeness. Chunks that exceed
a certain threshold are given as input to the
model. In order to select high-quality chunks,
a threshold score of 0.7 is applied. The thresh-
old is reduced incrementally by 0.1 until at
least one chunk meets the criteria because of
some cases where all chunks score below this
threshold. This process ensures that there are
always input data for the generative model to
process. By this way, the pipeline ensures that
the generative model processes only the most
relevant and high-quality parts, reducing noise
and improving response accuracy.

3.3 Answer Generation
Filtered parts are given to the LLaMA-3.1-8B-
Instruct model along with the query, and responses
are generated. The generative model is used with
one-shot prompt showed in Figure A.1 of Ap-
pendix A. The model is configured with the pa-
rameter max_new_tokens set to 512. This allows
the model to produce short but comprehensive an-
swers. By presenting only the most relevant parts
to the generative model, we ensure that its output is

context-appropriate and compliant with regulatory
requirements.

To evaluate the system performance, we use the
ObliQA dataset which is introduced by Gokhan
et al. (2024). This dataset consists of 27.869
QA pairs collected from financial regulations and
provides a robust benchmark for regulatory QA
systems. The evaluation is performed using the
RePASS metric proposed by Gokhan et al. (2024).
This metric evaluates obligation coverage, contra-
diction avoidance, and overall entailment. By using
these tools, we ensure that it is compatible with the
standards set for regulatory QA. The evaluation
results, including RePASS values, are presented in
detail in Table 2.

This methodology systematically addresses reg-
ulatory QA challenges by combining advanced re-
trieval techniques, efficient long-context processing
capabilities, and careful filtering of inputs for gen-
erative models. By optimizing each stage of the
pipeline, we demonstrate significant improvements
in both retrieval accuracy and response quality.

4 Conclusion

This paper proposes RAG pipeline for regulatory
compliance tasks by integrating hybrid search, ad-
vanced re-ranking and context-aware chunking
strategies. RAG performance improved precision
and recall significantly by using bge-m3 model
for hybrid search and bge-reranker-v2 model for
re-ranker. According to the experimental results,
we achieve a score of 0.79 at Recall@10 and 0.66
at MAP@10. Introducing the chunk-based pro-
cessing approach enhanced the LLaMA-3.1-8B-
Instruct model’s generative capabilities and en-
abled more effective processing of long-context
regulatory documents.
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A Appendix

Figure A.1: One-Shot Prompt Representation.
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