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Abstract

In a rapidly changing socio-economic land-
scape, regulatory documents play a pivotal role
in shaping responses to emerging challenges.
An efficient regulatory document monitoring
system is crucial for addressing the complexi-
ties of a dynamically evolving world, enabling
prompt crisis response, simplifying compli-
ance, and empowering data-driven decision-
making. In this work, we present a novel com-
prehensive analytical framework, PolicyInsight,
which is based on a specialized regulatory data
model and state-of-the-art NLP techniques of
Large Language Models (LLMs) and Knowl-
edge Graphs to derive timely insights, facilitat-
ing data-driven decision-making and fostering
a more transparent and informed governance
ecosystem for regulators, businesses, and citi-
zens.

1 Introduction

1.1 Problem Statement

Regulatory policy monitoring (Waterman and
Wood, 1993) refers to the systematic process of
observing, tracking, and analyzing the policies and
regulations established by regulatory bodies. The
primary goal is to stay informed about any changes,
updates, or new developments in regulatory poli-
cies that may affect various sectors, industries, or
the general public. This monitoring process in-
volves continuous observation, change detection,
impact analysis, and compliance monitoring.

1.2 Importance

Monitoring and tracking regulatory policies are
highly important for businesses for several rea-
sons, such as regulatory compliance, risk mitiga-
tion, strategic planning, operational efficiency, and
market intelligence.

1.3 Difficulty

However, regulatory policy monitoring can be a
challenging task due to various factors which in-
clude frequent policy changes, diverse regulatory
frameworks, legislative complexity, lack of central-
ized information, data security and privacy chal-
lenges, and technological and automation chal-
lenges.

1.4 Solution

In this work, our objective was to develop an
efficient and comprehensive regulatory document
monitoring framework with the following features:
Real-time monitoring: The framework
involves real-time monitoring of regu-
latory policy documents, ensuring that
the information is always up-to-date.
Adaptability to Changes: With a novel policy data
model, the system is designed to seamlessly adapt
to changes in the structure or content of policy
documents. It can dynamically adjust to modifi-
cations in document formats, new policy sections,
or alterations in the way information is presented.
Intelligent Analytical Insights: State-of-the-art
NLP techniques and LLMs (Pouyanfar et al.,
2018; Zhou et al., 2020) are leveraged for better
understanding and categorization of policy content
and derive change detection and impact analysis.
Responsive User Interface: The user inter-
face of the monitoring system is responsive
and user-friendly. It allows users to inter-
act with the data that are interested in a
dynamic manner, facilitating efficient explo-
ration, analysis, and tracking of policy updates.
Automated Alerts and Notifications: The dy-
namic approach includes the implementation of
automated alert systems. Users can receive notifica-
tions in real time when significant policy changes
occur, allowing for prompt response and analysis.
Scalability and performance: The system is
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designed to scale efficiently, accommodating an
increasing volume of policy documents and users.
Performance optimization is a key aspect to ensure
that the dynamic monitoring process remains
efficient even as the dataset grows.

1.5 Scope

The scope of the paper is limited to the devel-
opment of the following foundational features:
Design and development of a novel and effi-
cient data model (Devedžić, 1999) to organize,
store, access and efficiently manage policy
data. Using this data model, relationships
between different policies or different versions
of the same policy can be easily derived and
utilized. Also, the new data model with the aid
of relationships and constraints helps to derive
key insights from the underlying policy data.
Development of an advanced, intelligent
and configuration driven Policy Mon-
itoring Component which can collect,
extract and store various policy data.
Development of a sophisticated Policy Ana-
lytical System based on LLMs and Knowledge
Graphs to achieve policy deduplication, policy
impact analysis and policy change predictions.
The policy data model and Knowledge Graph
populated data, Cypher queries, sample LLM
prompts, and evaluation results are shared in the
project GitHub page1.

2 Literature Review

Pan et al. (2024) proposed a futuristic roadmap for
the unification of LLMs and Knowledge Graphs
(KGs) to simultaneously leverage their advantages
and proposed a roadmap which consists of three
broad frameworks, specifically, 1) KG-enhanced
LLMs, which leverage KGs during the pre-training
and inference phases of LLMs, or for improving
understanding of the knowledge gained by LLMs;
2) LLM-augmented KGs, that incorporates LLMs
for different KG tasks such as embedding, graph-to-
text generation, construction, completion and ques-
tion answering; and 3) Synergized LLMs + KGs,
in which LLMs and KGs, both provide equal con-
tributions and work in a mutually beneficial way to
improve both LLMs and KGs for bidirectional rea-
soning driven by both data and knowledge. Over-
all, the authors highlighted how LLMs and KGs

1Project GitHub page: https://github.com/
Kishorevb/policyinsight

complement each other in effectively addressing
common challenges in several downstream tasks
like Question-Answering, Hallucination detection
and Reasoning.

Knowledge Graphs (KGs), which represent se-
mantic relationships between entities, have shown
significant relevance for NLP. Schneider et al.
(2022) presented the results of an extensive sur-
vey, offering a multi-perspective review of tasks,
research types, and contributions. It provides a
structured overview of the research landscape, in-
cluding a broad categorization of tasks, a summary
of findings, and highlighted directions for future
work after systematically analyzing over five hun-
dred papers on Knowledge Graphs in NLP. The
findings indicate that a wide range of tasks related
to KGs in NLP have been studied across various do-
mains, including emerging topics like knowledge
graph embedding and augmented language models.

In the survey paper on Knowledge Graphs (KGs),
Ji et al. (2022) provided a comprehensive review of
knowledge graph covering overall research topics
about 1) knowledge graph representation learning,
2) knowledge acquisition and completion, 3) tem-
poral knowledge graphs, and 4) knowledge-aware
applications, and summarize recent breakthroughs
and perspective directions to facilitate future re-
search. However, the paper fails to address some
key aspects of KGs particularly while building and
maintaining KGs and the way to overcome such
challenges.

The survey by Abu-Salih (2021) is pioneering in
providing a comprehensive definition of a domain-
specific Knowledge Graph. Additionally, the paper
conducts an extensive review of state-of-the-art
approaches from academic works across seven do-
mains of knowledge. However, it remains unclear
why the discussed challenges cannot be general-
ized to domain-agnostic KGs, making it difficult to
apply the solutions universally to any Knowledge
Graph.

Dessì et al. (2021) introduced an innovative ar-
chitecture that leverages natural language process-
ing and machine learning (ML) techniques to ex-
tract entities and relationships from research publi-
cations, integrating them into a large-scale knowl-
edge graph. However, as the paper notes, there are
some limitations to the developed pipeline. For
example, the current version does not fully utilize
the semantic characterization of research entities
to verify the resulting triples.

Johann Höchtl and Schöllhammer (2016) seeks

https://github.com/Kishorevb/policyinsight
https://github.com/Kishorevb/policyinsight
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to bridge the gap between e-governance and public
administration theories, moving beyond the pre-
dominantly service delivery-focused approach in
much of e-government research. By utilizing the
policy cycle as a model for policy processes and
development, the article presents an innovative per-
spective on policy decision-making through the use
of ICT and Big Data. It explores the delicate bal-
ance between the socially beneficial uses of Big
Data and the potential harm to privacy and other
values. This raises complex questions about how to
detect, measure, and address discriminatory effects
that may arise from automated decision-making
processes.

Bui et al. (2021) framed the extraction of detailed
personal data phrases and associated data collec-
tion or sharing practices as a sequence-labeling
problem, addressable through an entity-recognition
model. The authors developed an entirely auto-
mated system named PI-Extract, which uses a neu-
ral model to accurately extract privacy practices
and significantly outperforms strong rule-based
baselines.

Valle-Cruz et al. (2020) aimed at evaluating the
public policy-cycle framework in the context of
AI, focusing on the actual and anticipated changes
that these emerging technologies will introduce at
different stages of the policy-making process.

To achieve intelligent analysis of a large num-
ber of regulatory policies, Wang et al. (2023)
proposes a discourse parsing technique designed
for an in-depth understanding of Chinese govern-
ment documents (CGDs). Utilizing Superstructure
Schema and Rhetorical Structure Theory (RST),
the paper examines the stylistic characteristics and
macrostructure patterns of CGDs, and it develops a
discourse analysis framework to define their func-
tional structure and semantic system. Experimental
results indicate that the parsing model, which incor-
porates inherent CGD discourse features, outper-
forms baseline models. However, despite its high
accuracy, the proposed approach may face chal-
lenges when applied to cross-format government
policies in the real world.

3 Overall Architecture

In this section, we first provide an overview of Pol-
icyInsight’s high-level architecture. Then, we dive
into the main design decisions in the framework.

Figure 1: The system architecture of PolicyInsight

3.1 Overview

The PolicyInsight framework is based on four foun-
dational functional components: a dynamic pol-
icy data model, a policy knowledge graph built
from policy data model entities and relationships,
a policy monitoring component and an analytical
insights component.

3.2 Policy Data Model

Designing a dynamic data model to represent reg-
ulatory policies requires careful consideration of
the evolving nature of policies, the diverse range of
policy components, and the need for flexibility and
scalability. When designing a policy data model,
several key considerations must be taken into ac-
count to ensure its effectiveness, adaptability, and
security. Firstly, it’s crucial to identify key entities
and attributes within the policy domain, capturing
essential elements of policies and their associated
metadata. Additionally, defining policy states and
incorporating versioning and history tracking mech-
anisms allows for the monitoring and management
of policy changes over time. Finally, prioritizing
data integrity and security measures safeguards sen-
sitive policy information, ensuring confidentiality,
integrity, and availability throughout the data life
cycle.

The policy data model is designed for the bylaws
open data (of Ottawa, 2024). A bylaw is a rule or
regulation enacted by a local authority, such as a
city council or municipal government, to govern
conduct, activities, and operations within a specific
jurisdiction. Bylaws are subordinate to higher-level
laws and are typically enacted to address local is-
sues, maintain order, and regulate various aspects
of community life. Moreover, Policies from dif-
ferent government bodies, such as federal, state,
and local authorities, are interconnected and often
interact in complex ways due to the shared juris-
dictional responsibilities, overlapping regulatory
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Figure 2: A partial view of Policy Data Model.

Figure 3: Policy lifecycle flow.

frameworks, and intergovernmental relations.
Our policy data model consists of several data

entities and their relations (sample in Figure 2).
Example entities include Policy entity, Stakeholder
entity, Policy Document entity and so on. Similarly,
example entity relationships include Policy entity
to Stakeholder entity and Policy entity to Policy
Document entity. For complete policy data model
please refer to project GitHub page.

A typical policy lifecycle consists of several
stages or phases that a policy undergoes from its
initial conceptualization to its eventual termination
or replacement. While the specific stages may vary
depending on the context, jurisdiction, and nature
of the policy, the following are common stages
observed in many policy lifecycles.

3.3 Policy Knowledge Graph

Knowledge graphs in the system help capturing
real-time policy data and mitigate issues such
as hallucination and poor explainability. Unlike
LLMs, which rely on static training data and may
generate responses that are not grounded in reality,
KGs can be updated in real time to reflect chang-
ing policy circumstances. This allows KGs to pro-
vide more accurate and reliable information, reduc-
ing the risk of hallucination. Additionally, KGs’
transparent and interpretable structure enables ex-
plainability, as relationships between entities are

explicitly defined, making it clear why a particular
response was generated. By incorporating real-
time data into KGs, organizations can ensure that
their decision-making processes are informed by
the most up-to-date information, reducing the like-
lihood of errors and biases associated with LLMs.

PolicyInsight Policy Knowledge Graph is based
on the popular graph database Kùzu (Salihoglu,
2023; Inc., 2023), a highly scalable, extremely
fast and easy-to-use embeddable database which
allows graph-based modeling and querying, graph-
optimized storage and graph-optimized query exe-
cution. As an extension to the database and query-
ing module, we built a GUI for user input and
querying.

Building a knowledge graph in Kùzu from the
prepared policy data consists of two primary steps:
Creating schema with the designed entities and
relationships as Tables and populating tables with
prepared CSV data files. As outlined in Section 3.2,
which focuses on the design of the policy model
schema, we established a data model of entities
and their relationships, resulting in the creation
of triplets in the form of (entity1, relationship1,
entity2) that comprise the knowledge graph. The
complete details of Knowledge Graphs schema can
be found in the project GitHub page. With the
schema fully defined and populated, the knowledge
graph is now primed for querying and analysis.

Cypher (Kùzu, 2023) is Kùzu’s graph query lan-
guage that enables data retrieval from the graph.
Much like SQL for relational databases, it was in-
spired by SQL, allowing you to concentrate on the
desired data from the graph without worrying about
the retrieval process. Given a query objective, like
SQL, Cypher also provisions several ways to per-
form queries to retrieve desired outcome using sev-
eral languages constructs like query and subquery
clauses (Kùzu, 2023).

3.4 Policy Monitoring Component
When designing a policy monitoring component,
several critical considerations must be addressed to
ensure its effectiveness in tracking policy develop-
ments, assessing impacts, and facilitating adaptive
governance processes. Firstly, real-time or near
real-time updates are essential to provide timely in-
formation on policy changes, enabling stakeholders
to stay informed and responsive to evolving policy
landscapes.

We designed a policy monitoring tool based on
a web crawler designed to systematically and au-
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tomatically collect, analyze, and aggregate policy-
related information from various online sources, in-
cluding regulatory websites, legislative databases,
news portals, and other relevant platforms. The
tool is configured to identify and prioritize spe-
cific sources of policy information, such as regu-
latory websites, legislative databases, regulatory
agencies, and reputable news outlets. This ensures
that the collected data is reliable, authoritative, and
up to date. Upon extraction, the tool performs
content analysis and classification to categorize
policy-related information based on predefined top-
ics, keywords, or themes. The tool provides real-
time updates and alerts on policy developments,
changes, and announcements.

The extracted policy data is stored in a Knowl-
edge Graph for easy access, retrieval, and analysis.
Overall, a policy monitoring tool based on a web
crawler streamlines the process of collecting, ana-
lyzing, and monitoring policy-related information
from online sources, empowering policymakers,
analysts, and stakeholders to stay informed, respon-
sive, and proactive in addressing policy challenges
and opportunities.

3.5 Analytics Insights Component
The primary goal of designing a policy analytical
insights component was to enable comprehensive
analysis and decision-making support for policy-
makers and stakeholders. The Analytics Insights
Component consists of three subcomponents: Pol-
icy Changes Summarization component, Policy Im-
pact Analysis component and Policy Change Pre-
dictions component.

Firstly, the component should incorporate pol-
icy change summarization capabilities to distill
complex policy updates into concise, digestible
summaries, facilitating quick understanding of key
changes and their implications. Policy changes
summarization design flow consists of data prepro-
cessing where the policy documents are prepro-
cessed to remove noise, such as headers, footers,
and boilerplate text, and tokenize the text into sen-
tences and paragraphs. And then an LLM was used
to generate summaries of policy changes. This in-
volves providing the model with input text (e.g., a
section of a policy document) and prompting it to
generate a concise summary of the content. The
model generates summaries by predicting the most
relevant and informative sentences or phrases based
on the input context. For the evaluation, the quality
of the generated summaries is evaluated using met-

rics such as ROUGE (Recall-Oriented Understudy
for Gisting Evaluation), which measures the over-
lap between the generated summaries and reference
summaries (e.g., human-authored summaries).

Similarly, using an LLM for Policy Impact Anal-
ysis involves leveraging its capabilities in NLU and
generation to assess the effects and implications of
policy interventions. The first step involves gath-
ering relevant data sources, including policy doc-
uments, legislative texts, regulatory reports, news
articles, and social media discussions related to the
policy under analysis. These sources provide con-
text and information about the policy’s objectives,
implementation, and outcomes. Then, fine-tune a
pre-trained LLM on a dataset containing policy-
related texts and documents. Provide prompts or
queries to the fine-tuned LLM to prompt it to gen-
erate assessments or predictions about the policy’s
impact. For example, prompt the model with ques-
tions such as "What are the potential economic ef-
fects of implementing this policy?" or "How might
this policy impact different demographic groups?"
The LLM generates impact analyses by predict-
ing potential outcomes, consequences, and impli-
cations of the policy under consideration. Evaluate
the quality and validity of the generated impact
analyses using expert review, validation against
empirical data, or comparison with existing impact
assessments.

For Policy Change Predictions, the designed
workflow involves gathering a comprehensive
dataset of historical policy documents, legislative
texts, regulatory reports, news articles, and other
relevant sources that document past policy changes
and developments. This dataset serves as the train-
ing data for the LLM. Then, fine-tune a pre-trained
LLM on the historical policy dataset. For example,
prompt the model with questions such as "What
policy changes are likely to occur in the next year
based on historical trends?" or "Which policy areas
are expected to see significant changes?" The LLM
generates policy change predictions by analyzing
patterns, correlations, and signals in the historical
data. Evaluate the quality and accuracy of the gen-
erated policy change predictions using metrics such
as precision, recall, and F1-score. Validate the pre-
dictions against empirical data or expert judgments
to assess their reliability and usefulness.
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Figure 4: An overview of PolicyInsight.

4 Implementation Paradigm

The overall structure of PolicyInsight and the con-
nections between different modules are illustrated
in Figure 4. In this section, we discuss the de-
tailed implementation of three main components of
PolicyInsight: the monitoring subsystem, stream-
ing data management subsystem, and the three-
layered monitoring subsystem. We show how to
combine different technologies to achieve a high-
performance data-analytics system for PolicyIn-
sight.

4.1 Policy Monitoring Component

At the core of the system is a custom web crawler
designed to efficiently traverse regulatory websites,
regulatory portals, legislative databases, and other
online sources to collect policy-related data. The
web crawler employs intelligent algorithms to nav-
igate complex website structures, extract relevant
information, and filter out noise and irrelevant con-
tent. Depth-First crawling strategy was used with
Time-based rate limiting considering the overnight
update of policies.

In addition to web crawling, the system incorpo-
rates RSS feed mechanisms to subscribe to policy-
related feeds from authoritative sources, govern-
ment agencies, industry publications, and news
outlets.

Additionally, integrating Llama 2, an LLM, with
suitable prompts further enhances the system’s ca-
pabilities. Llama 2 can be utilized for NLP tasks
such as policy summary generation, obligations de-
tection, and risks identification. Leveraging LLM’s
capabilities allows for comprehensive analysis of
policy text, enabling the generation of concise sum-
maries and the extraction of obligations (e.g., reg-
ulatory requirements, compliance mandates) and

potential risks associated with policy provisions.
To maintain data integrity and reliability, quality

assurance measures are implemented to validate the
accuracy, completeness, and relevance of extracted
policy insights. Validation checks, error handling
mechanisms, and human-in-the-loop review pro-
cesses are incorporated to ensure the reliability and
integrity of the output generated by the system.

4.2 Policy Knowledge Graph

In the process of building a policy knowledge
graph, the system leverages a pre-designed policy
data model to structure the information extracted
from the JSON output generated in the previous
step of the policy monitoring component. This pre-
designed data model serves as a blueprint for or-
ganizing policy-related entities, relationships, and
attributes in a structured and consistent manner.

The first crucial step in this process involves
mapping the entities identified in the JSON out-
put to the corresponding entity types defined in
the policy data model. Entities such as policies,
regulations, stakeholders, and risks are matched
with their counterparts in the data model, ensuring
alignment between the extracted information and
the predefined entity schema.

Once the entities are mapped, the system pro-
ceeds to establish relationships between them based
on the predefined relationship types defined in
the policy data model. Relationships such as
"is_related_to", "imposes_obligation_on," and "ad-
dresses_risk" are identified and established be-
tween entities, capturing the connections and de-
pendencies between different policy elements.

With the entities and relationships mapped and
established, the system populates the knowledge
graph, accordingly, creating nodes for each entity
type and edges for each relationship type.

In implementing Cypher queries to extract cru-
cial insights from the policy knowledge graph, the
system capitalizes on the expressive capabilities
of Cypher, a graph query language specifically de-
signed for graph databases.

4.3 Policy Analytical Insights Component

The implementation of the policy analytical in-
sights component leverages the emergent abilities
of LLMs to analyze extensive repositories of policy
documents, legislative texts, and regulatory frame-
works.
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4.3.1 Implementing Policy Change
Summarization Component

The implementation of policy change summariza-
tion began with the extraction of article summaries
using LLM Llama 2 (Touvron et al., 2023) by
applying prompt techniques (Liu et al., 2023)
(Varadarajan and Hristidis, 2006), which enabled
the system to distill key insights and highlights
from a vast array of policy documents and legisla-
tive texts. However, the initial approach of cluster-
ing these summaries led to a significant number of
false positives, as similar policy articles were erro-
neously grouped together due to semantic overlaps
or contextual similarities. To address this challenge,
the system augmented the policy summary data
with rich metadata sourced from the knowledge
graph, a technique known as KG-enhanced LLMs
(Pan et al., 2024), encompassing attributes such as
policy maker, jurisdiction, regulatory domain, and
effective date.

To incorporate policy metadata from the knowl-
edge graph into the summaries generated by LLM
we used a LangChain (Topsakal and Akinci, 2023)
based tool for KuzuDB called KuzuQAChain
(langchain ai, 2024), so that the system can gain
additional contextual information and domain-
specific insights that facilitated more accurate dedu-
plication of policy articles.

Through this iterative approach, the system
achieved a significant reduction in false positives
and improved the accuracy of policy deduplication
by leveraging the complementary capabilities of
article summaries and policy metadata from the
knowledge graph.

4.3.2 Implementing Policy Impact Analysis
Component

Policy impact analysis was implemented through a
multi-faceted approach that began with the genera-
tion of policy core areas or topics derived from the
analysis of policy documents and regulatory frame-
works using Llama 2 using appropriate prompt
technique (Liu et al., 2023) (Varadarajan and Hris-
tidis, 2006). Subsequently, following a different
approach of LLM-augmented KGs to unify LLMs
with KGs (Pan et al., 2024), these policy core areas
were stored within a knowledge graph, enriching
the graph with contextual information and semantic
relationships that facilitated comprehensive impact
analysis.

4.3.3 Implementing Policy Prediction
Component

The policy prediction component was implemented
to harness the synergistic capabilities of both LLMs
and knowledge graphs by using a technique called
Synergized LLMs + KGs (Pan et al., 2024), for
the predictive analytics in the policy domain. At
its core, this component employed advanced NLP
techniques powered by Llama 2 to analyze vast
repositories of unstructured textual data compris-
ing policy documents, legislative texts, and regula-
tory frameworks. By training on historical policy
data and learning from nuanced linguistic patterns,
Llama 2 could generate plausible scenarios, antic-
ipate emerging policy trends, and forecast future
regulatory changes with remarkable accuracy.

4.4 Evaluation Results

In this section, we would like to present evalua-
tion results of two use cases to assess the efficacy
of unifying the capabilities of LLMs and Knowl-
edge Graphs in policy analysis which revealed re-
markably high accuracy results for both the policy
deduplication and policy impact analysis tasks.

Use case 1: Policy deduplication results Objec-
tive: The primary objective of this task is to identify
and remove duplicate policies from a dataset con-
taining policies from overlapping jurisdictions but
serving the same purpose.

Test Data: The test data comprises a curated
selection of policy samples sourced from overlap-
ping jurisdictions, enacted for both similar and dis-
parate purposes, and meticulously hand-labeled for
evaluation purposes. Experiment 1 approach: DB-
Scan clustering was performed to cluster policy
summaries generated by employing Llams 2 with
prompts.

Results: An overall accuracy of 85% was
achieved by using LLMs only due to the huge num-
ber of false positives (Figure 5).

Experiment 2 approach: DBScan clustering was
performed to cluster policy summaries generated
by employing Llams 2 with prompts. But this time
policy summaries are augmented with correspond-
ing policy metadata like policy maker and jurisdic-
tion, policy effective data etc. coming from the
policy knowledge graph.

Results: Overall accuracy was boosted to 95%
with a reduced number of false positives (Figure 6).

Use case 2: Policy Impact Analysis results
Objective: The primary objective of this task
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Figure 5: Confusion matrix when only LLM capabilities
are employed for policy deduplication.

Figure 6: Confusion matrix when KG-enhanced LLMs
are employed for policy deduplication.

is to identify the customers impacted by a policy
change.

Test Data: The test data comprises a curated
selection of policy samples sourced from a policy
body and labeled automatically using breadcrumb
approach for evaluation purposes.

Experiment approach: LLM-augmented KGs ap-
proach was employed in which Llama 2 was used
with prompt to identify key impacted areas of a
given policy and fed that information to Policy KG
along with other derived policy information. Dur-
ing inference, Policy KG was queried to match with
customer business domains to identify impacted
customers.

Results: An overall accuracy of 89% was
achieved by this approach.

5 Conclusions

In conclusion, our work introduces PolicyInsight,
a novel analytical framework designed to address
the evolving challenges of regulatory document
monitoring in a rapidly changing socio-economic
landscape. By leveraging a sophisticated policy
data model and state-of-the-art NLP and knowl-
edge graph techniques in a combined fashion, Poli-
cyInsight enables stakeholders to continuous moni-
toring and derive timely insights from policy docu-
ments, fostering data-driven decision-making. In-
corporating a novel dynamic policy data model for
a scalable and efficient knowledge graph, PolicyIn-

sight leverages an innovative unified approach to
combining capabilities of both LLMs and KGs to
achieve remarkable accuracy for policy deduplica-
tion, policy impact analysis and policy changes
prediction. By providing stakeholders with ac-
cess to actionable insights derived from policy
data, PolicyInsight empowers policymakers, busi-
nesses, and citizens to make informed decisions,
respond effectively to crises, and comply with regu-
latory requirements. Looking ahead, the continued
refinement and expansion of PolicyInsight holds
immense potential for driving positive change in
governance practices. Future research endeavors
may focus on enhancing the scalability, interoper-
ability, and predictive capabilities of PolicyInsight,
thereby enabling stakeholders to anticipate regula-
tory changes, identify emerging trends, and proac-
tively address societal challenges. Our future work
also addresses the few remaining items from the
framework. In summary, PolicyInsight stands at
the forefront of innovation in policy monitoring and
analysis, offering a powerful tool for navigating the
complexities of the modern regulatory landscape
and fostering a more transparent, informed, and
responsive governance ecosystem.
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