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Message from the Conference Chairs

It is our great pleasure to welcome you to the 37th Conference on Computational Linguistics and Speech
Processing (ROCLING 2025), held at National Taiwan University in Taipei, Taiwan, November 20 to 22,
2025.

This year’s conference continues the tradition of serving as a premier forum for presenting cutting-edge
research and showcasing innovative systems and techniques across the broad fields of natural language
processing and speech processing.

This year marks a major milestone for ROCLING with the introduction of a dual-track submission system
featuring both archival and non-archival papers. This new format provides authors with greater flexibility
to present their research at different stages, combining rigorous review with opportunities for early idea
exchange and community feedback.

ROCLING 2025 also launches its first Round Table Forum, a special event that brings together experi-
enced researchers, industry experts, early-career scholars, and students for in-depth small-group discus-
sions. The forum offers a valuable opportunity to exchange ideas across disciplines, receive constructive
feedback, and build lasting professional connections.

We are also proud to note that this year’s Program Committee is chaired by a team of outstanding young
scholars from Taiwan. Their vision and dedication have shaped a high-quality, forward-looking program
that reflects the energy, creativity, and diversity of our growing research community.

The conference program features two keynote speeches delivered by world-renowned scholars, who will
share their insights into the future of language understanding and speech generation, two tutorials ad-
dressing Al-driven hearing assistive technologies and audio intelligence, and three special sessions ex-
ploring key directions in persuasive language in the age of Al, sentiment and medical text analysis, and
speech recognition for Taiwanese Hakka languages.

We thank all authors, reviewers, organizers, and volunteers, as well as our sponsors, for their dedicated
contributions. We hope that ROCLING 2025 will inspire new ideas, foster lasting collaborations, and
strengthen our shared mission to advance human language and speech technologies.

Warm regards,

Prof. Yun-Nung Chen, National Taiwan University
Prof. Hung-Yi Lee, National Taiwan University
Prof. Pu-Jen Cheng, National Taiwan University

Conference Chairs, ROCLING 2025
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Keynote Talk
Towards Social Agents

Asli Celikyilmaz
Meta FAIR

November 21st, 2025 — Time: 09:10 - 10:10 — Room: 2F, Space M Session Room / 1F, R117

Abstract: As language models evolve into social agents, new challenges arise around reasoning, col-
laboration, and understanding others’ minds. I'll share three directions that move us beyond next-word
prediction and towards social agents: collaborative reasoning, where agents learn to communicate, coor-
dinate, and build on each other’s ideas; mental modeling (theory of mind), the ability to represent what
others know, believe, or intend; and social preference alignment, where models learn human values not
just from isolated feedback but through extended, context-rich interaction. Together, these efforts aim to
build agents that not only converse fluently but also reason jointly, interpret intentions, and evolve toward
more adaptive, long-horizon social intelligence.

Bio: Asli Celikyilmaz is a Senior Research Manager at Fundmendals Al Research (FAIR). Formerly, she
was Senior Principal Researcher at Microsoft Research (MSR) in Redmond, Washington. She is also an
Affiliate Associate Member at the University of Washington. She has received Ph.D. Degree in Infor-
mation Science from University of Toronto, Canada, and later continued her Postdoc study at Computer
Science Department of the University of California, Berkeley. Her research interests are mainly in deep
learning and natural language, specifically on language generation with long-term coherence, language
understanding, language grounding with vision, and building intelligent agents for human-computer in-
teraction She is serving on the editorial boards of Transactions of the ACL (TACL) as area editor and
Open Journal of Signal Processing (OJSP) as Associate Editor. She has received several “best of”” awards
including NAFIPS 2007, Semantic Computing 2009, CVPR 2019, EMNLP 2023.
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Keynote Talk
Giving Voice and Face to Al

Joon Son Chung
KAIST

November 22nd, 2025 — Time: 09:10 - 10:10 — Room: 2F, Space M Session Room / 1F, R117

Abstract: As Al systems advance, building natural and intuitive multimodal interfaces is becoming in-
creasingly critical. This talk examines technologies that equip Al with both a voice and a face, improving
their capacity for seamless, expressive communication with humans. We will discuss how incorporating
visual and linguistic signals into speech synthesis enables alignment between acoustic output, facial and
textual attributes, yielding more natural and expressive speech generation. Our recent work synthesises
speech directly from visual inputs, enabling communication where audio signals are limited or absent.
In parallel, we present our talking head synthesis system, where audio inputs generate lifelike facial ani-
mations, effectively giving a face to the AI’s voice and enriching the multimodal interaction.

Bio: Joon Son Chung is an associate professor at the School of Electrical Engineering, KAIST, where he
is directing the Multimodal AI Lab. Previously, he was a research team lead at Naver Corporation, where
he managed the development of speech recognition models for various applications including Clova Note
and LINE CLOVA Al Speaker. He received his BA and PhD from the University of Oxford, working with
Prof. Andrew Zisserman. His work has been published in top-tier venues such as TPAMI and IJCV, and
he has received several paper awards, including at Interspeech and ACCV. His research interests include
speaker recognition, multimodal learning, visual speech synthesis and audio-visual speech recognition.
He is a co-author of the well-known audio-visual dataset for human speech, VoxCeleb. According to
Google Scholar, his work has accumulated over 17,000 citations.
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