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;}F 2 ASR model, as the acoustic backbone, with
optional LoRA (Low-Rank Adaptation [2])
& 2 453 FSR-2025 % 3% 3% 4 543 for parameter-efficient fine-tuning. Data

( Hakka Automatic Speech Recognition, augmentation techniques include the
ASR) HEF o SEA B ik (i) MUSAN [3] corpus (music/speech/noise)

N - and tempo/speed perturbation [4]. For
233 % (Characters) » (i) %35 the char:cterp task,p mBART-50 [5,6], a
multilingual sequence-to-sequence model,
is applied for text correction, while both
tasks employ an RNNLM [7] for N-best
rescoring. Under the final evaluation
setting of the character task, mBART-
driven 10-best text correction combined
with RNNLM rescoring achieved a CER
(Character Error Rate) of 6.26%,
whereas the official leaderboard reported
22.5%. For the Pinyin task, the Medium
model proved more suitable than the Large
model given the dataset size and accent
distribution. With 10-best RNNLM
rescoring, it achieved a SER (Syllable
Error Rate) of 4.65% on our internal
warm-up test set, and the official final score
(with tone information) was 14.81%.
Additionally, we analyze the contribution
of LID (Language Identification) for

(Pinyin) -~ 2% idg - iE k- % e
v Whisper [1] ( + 333 #5353 5 7810
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A 1B iZ 7% % 2 RNNLM [7] (Recurrent
Neural Network Language Model ) % N-
best % A E IEA o (E F E A2 ;‘i—%
% T > mBART Sg#> 2. 10-best ¥ A 12
I+ + RNNLM ¥ i = CER (Character
Error Rate) 6.26% » i 33 o # & %
CER % 225%;: & ¥ § =E4+°¢ >
Medium -3 4pd Large { if & ~ F

AR E R A~ F > fe & 10-best accent recognition across  different
RNNLM € 4 » & p it & ?‘ PR recording and media sources.

£ ¥ i@ SER (Syllable Error Rate)
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( Language Identification, ¥ ?’%;é* ) R
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Abstract

This paper presents our system for the
FSR-2025 Hakka Automatic Speech
Recognition (ASR) Challenge, which
consists of two sub-tasks: (i) Hakka
Characters and (ii) Hakka Pinyin. We
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