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Abstract

Retrieval-Augmented Generation (RAG)
has proven effective for text-only ques-
tion answering, yet expanding it to vi-
sually rich documents remains a chal-
lenge. Existing multimodal benchmarks,
often derived from visual question an-
swering (VQA) datasets, or large vision-
language model (LVLM)-generated query-
image pairs, which often contain under-
specified questions that assume direct im-
age access. To mitigate this issue, we pro-
pose a two-stage query rewriting frame-
work that first generates OCR-based image
descriptions and then reformulates queries
into precise, retrieval-friendly forms un-
der explicit constraints. Experiments show
consistent improvements across dense, hy-
brid and multimodal retrieval paradigms,
with the most pronounced gains in visual
document retrieval—Hits@1 rises from
21.0% to 56.6% with VDocRetriever and
further to 79.3% when OCR-based descrip-
tions are incorporated. These results in-
dicate that query rewriting, particularly
when combined with multimodal fusion,
provides a reliable and scalable solution to
bridge underspecified queries and improve
retrieval over visually rich documents.

Keywords: RAG, Query Rewriting, Visually
Rich Documents, LVLMs, Information Retrieval,
Multimodal Retrieval, Optical Character Recogni-
tion (OCR)

1 Introduction

Retrieval-Augmented Generation (RAG) has
become a central paradigm for building
knowledge-intensive QA systems (Gao et al.,
2023; Cheng et al., 2025), where large lan-
guage models (LLM) are paired with retrieval
modules to ensure a factual foundation and a
broader domain coverage. In text-only settings,
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such as Wikipedia, news archives, or enter-
prise databases, RAG systems have been exten-
sively studied, with dense, sparse, and hybrid
retrievers achieving strong performance on well-
established benchmarks (Lewis et al., 2020; Pan
et al., 2022; Abdallah et al., 2025; Sawarkar
et al., 2024).

Many real-world enterprise documents are vi-
sually rich, containing tables, charts, diagrams,
and layout-dependent structures such as those
found in product manuals, engineering draw-
ings, or quality control reports. In these cases,
relying solely on OCR text extraction leads
to partial information loss, as complex visual
semantics cannot be fully captured, limiting
the effectiveness of traditional text-based RAG
pipelines (Appalaraju et al., 2021; Xu et al.,
2020). Developing effective RAG systems for
such documents requires appropriate datasets
and evaluation settings. However, most ex-
isting multimodal benchmarks originate from
VQA tasks (Tanaka et al., 2025; Wang et al.,
2025) are automatically constructed by prompt-
ing LVLMs to generate multiple queries for
each image, which are then aggregated to
form large-scale query-image datasets. These
datasets often contain underspecified queries
(e.g. "What does this figure show’) that presup-
pose direct image access; In retrieval settings
where only textualized or embedding-based rep-
resentations are available, such queries fail to
identify the correct document reliably, leading
to poor retrieval performance.

This limitation motivates our study. We
propose a two-stage query rewriting framework
that leverages OCR-informed context to refor-
mulate underspecified queries in visually rich
RAG settings. Our approach enriches query
semantics and produces retrieval-friendly refor-
mulations that better align with multimodal
document representations. Extensive experi-
ments demonstrate consistent gains across re-
trieval paradigms, particularly in multimodal
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settings. Our main contributions are as follows:

o We formalize the problem of underspeci-
fied queries in multimodal RAG systems.

« We propose a two-stage query rewriting
framework that uses OCR-informed im-
age descriptions and prompt constraints to
produce retrieval-friendly queries.

Our evaluations show that query rewrit-
ing significantly improves retrieval perfor-
mance on visually rich documents.

2 Related Work

2.1 Optical Character Recognition

PaddleOCR PP-OCRv5 ! (Cui et al., 2025)
is an open-source multilingual OCR, system
supporting Simplified Chinese, Traditional Chi-
nese, Chinese Pinyin, English, Japanese, and
over 80 additional languages. It follows a
three-stage pipeline of text detection, direc-
tion classification, and text recognition. Com-
pared with PP-OCRv4, PP-OCRv5 reports
a 13-percentage-point improvement in end-to-
end benchmark accuracy and includes enhance-
ments for challenging cases such as handwrit-
ten text, vertical text, and complex document
layouts. Other widely used open-source OCR
systems include docTR 2 and EasyOCR 3.
PP-OCRv5’s open-source availability and com-
prehensive documentation make it a practical
choice for research and production use.

2.2 Multimodal Document Retrieval

Retrieval-augmented generation (RAG) re-
trieves external knowledge to enhance large lan-
guage models (Lewis et al., 2020), but most
prior work assumes text-only corpora. Re-
cent visual RAG studies leverage LVLMs to en-
code document images directly (Tanaka et al.,
2025), enabling retrieval over visually rich doc-
uments. However, existing datasets such as Vi-
DoRe (Wang et al., 2025) cover limited doc-
ument types and often contain questions that
do not truly require retrieval, and previous ap-
proaches typically lack dedicated training to
adapt LVLMs for retrieval tasks.

"https://www.paddleocr.ai/latest/en/
version3.x/algorithm/PP-0CRv5/PP-0CRv5.html

https://github.com/mindee/doctr

3https://github.com/Jaided Al/EasyOCR
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VDocRAG (Tanaka et al., 2025) addresses
these gaps with a dual-encoder retriever, where
query tokens and document image features
(processed by image encoder + projector) are
fed into the same LVLM block to produce em-
beddings for similarity search. Its generator
then uses the top-k retrieved images to pro-
duce answers. The model is built on Phi-3-
Vision-128K-Instruct (4.2B parameters, image
encoder + connector + projector + Phi-3 Mini
LLM, 128K context length) and pre-trained
with retrieval- and generation-oriented objec-
tives (RCR, RCG) to align visual and textual
features. OpenDocVQA #, the accompanying
dataset, provides open-domain and multi-hop
questions, forming a comprehensive benchmark
for visually rich document understanding.

2.3 Query Rewriting in Information Re-
trieval

Query rewriting is a common technique in infor-
mation retrieval for reformulating user queries
into semantically richer or more precise forms
to improve retrieval performance. Existing ap-
proaches include rule-based methods, neural
sequence-to-sequence models (Yu et al., 2020;
Ma et al., 2023), and reinforcement learning
strategies that optimize retrieval metrics (Ma
et al., 2023). Recent work such as the Rewrite—
Retrieve-Read framework demonstrates that
rewriting can substantially improve dense re-
trievers by bridging the semantic gap between
user queries and relevant documents (Ye et al.,
2023; Kostric and Balog, 2024; Mo et al., 2023).
However, most prior research focuses on text-
only corpora, leaving open challenges for visu-
ally rich documents where key information may
be embedded in layouts, figures, and tables.

3 Materials and Methods

3.1 Problem Definition

Let D denote a collection of image-centric doc-
uments (e.g., charts, tables, engineering draw-
ings). We represent it as:

D ={(Q:, I)}Y,,

where each image I; may correspond to mul-
tiple associated queries, which are often am-
biguous and underspecified. Our objective is

Qi = {qi1, %2, - - -, qix },

“https://huggingface.co/datasets/NTT-hil-
insight /OpenDocVQA-Corpus


https://www.paddleocr.ai/latest/en/version3.x/algorithm/PP-OCRv5/PP-OCRv5.html
https://www.paddleocr.ai/latest/en/version3.x/algorithm/PP-OCRv5/PP-OCRv5.html
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Figure 1: Overview of the two-stage query rewriting framework. Given an ambiguous query and a visually
rich document, OCR, text is extracted and summarized by a language model (Mistral) into an image
description. The description, together with the original query, is used to generate a rewritten query that
clarifies entities and avoids answer leakage. Both the original and rewritten queries are compared in the
retriever to evaluate improvements in retrieval success.

to rewrite each query g¢;; into a semantically
complete and retrieval-friendly form g;;.

(1)

The rewritten query g;;, generated through the
two-stage process (Section 3.2), is constrained
by a predefined system prompt (Section 3.3.1).
Its objective is to retrieve the corresponding
document more accurately.

az] = frewrite(qij)

3.2 Two-Stage Query Rewriting

The proposed two-stage framework (Figure 1)
comprises image description generation and
constrained query reformulation, detailed in
the following subsections.

3.2.1 Image Description Generation

Each document image I is first processed by an
OCR engine (PP-OCRv5; (Cui et al., 2025)) to
extract the raw textual content ¢; = OCR(;).
Since OCR outputs are often fragmented or in-
complete (e.g. isolated labels or numbers), we
employ Mistral-Small 3.2 (24B)° as the descrip-
tion generator fyesc to produce a context rich
description d; conditioned on both ¢; and I;:

di = fdesc(thli) (2)

The generated description supplements miss-
ing or implicit OCR details, providing essential
context for the subsequent rewriting stage.
The choice of Mistral-Small 3.2 (24B) was
validated through comparisons with lighter

https://ollama.com/library /mistral-small3.2:24b
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multimodal models (LLaVA-7B and Qwen2.5-
VL-7B) in the dense retrieval configuration. Al-
though the smaller models achieved moderate
accuracy (68 Hits@l) with shorter and less
coherent descriptions, the 24B variant gener-
ated richer and layout-aware outputs, yield-
ing +8-9 higher Hits@1l and a favorable cost-
performance balance.

3.2.2 Controlled Query Rewriting

In the second stage, the original query g;; is
rewritten into g;; with the help of the image de-
scription d;. The concatenated pair (gi;, d;) s
fed into an LLM-based rewriting model frewrite
(Mistral-Small 3.2 (24B)), guided by a struc-
tured prompt P and few-shot exemplars £ (Sec-
tion 2.3):

(3)

This design allows the model to contextualize
visual information via d; and generate retrieval-
friendly reformulations.

Gij = frewrite(qij, di | P,§)

3.3 Prompt and Constraint Design
3.3.1 System Prompt

We design the rewriting prompt with explicit
instructions that serve as hard constraints to
ensure retrieval-oriented outputs. Specifically,
the prompt requires that the rewritten query
adhere to the following rules:

1. Preserve interrogative form: retain
the question structure (e.g., “what,” “how



# Queries # Docs Representative Visual Elements

Sales 135 25 Workflow and configuration diagrams; market analy-
sis charts; wiring schematics; product dimension and
application illustrations

Manufacturing 35 6 Process flow diagrams; Gantt charts; dimensional
drawings; production statistics plots

Quality Control 52 9 Pareto and pie charts; Gantt charts; statistical per-
formance plots

Technical 95 19 System layouts; architecture diagrams; measurement
charts; circuit schematics

Others 40 7 Organizational and process flow diagrams

Total 357 66 —

Table 1: Domain-level statistics of the proprietary dataset containing 66 visually rich document images
and 357 queries across five enterprise domains, each characterized by distinct visual elements common to

industrial documentation.

many,  “why ) when the original query
is interrogative.

2. Avoid answer leakage: exclude factual
answers or numeric values appearing in the

image text.
3. Disambiguate references: replace
vague terms (e.g., “this chart,” “the

» . oy .
server ) with concrete entities from d;.

4. Maintain source language: keep the
rewritten query in the same language as
the input.

By enumerating these constraints in the sys-
tem prompt, the model adheres to the intended
query style and retrieval objectives.

3.3.2 Few-Shot Exemplars

To further guide model behavior, the prompt in-
cludes a few demonstration pairs of original and
rewritten queries. Positive exemplars show ef-
fective reformulations where ambiguous queries
are clarified with explicit entities or technical
terms without leaking answers, while negative
exemplars illustrate undesirable cases such as
declarative rewrites, answer exposure, or lan-
guage alteration. Together with the system
prompt constraints (Section 3.3.1), these exem-
plars provide complementary supervision that
steers frewrite toward generating well-formed,
retrieval-oriented queries.

3.4 Post-hoc Validation

After rewriting, a lightweight validation step
verifies compliance with the constraints in Sec-
tion 3.3.1. This step ensures that each query
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Original Query

Rewritten Query

What kind of
coating is applied
to the machine
surface?

What is the ef-
ficiency improve-
ment shown
the chart?

in

What is the mem-
ory specification
of this server?

What color of heat-resistant
paint is applied on the surface
of the ZX-200 industrial ma-
chine?

In the Q3 operations report,
what is the percentage of effi-
ciency improvement related to
production output and cost re-
duction?

What is the memory configu-
ration of the NovaEdge R720
server used in enterprise data-

center deployments?

Table 2: Query rewriting examples illustrating how
ambiguous user questions are refined into precise,
retrieval-oriented formulations.

preserves interrogative form, retains the origi-
nal language, and avoids revealing factual an-
swers or numeric values. Queries failing valida-
tion are replaced with the original input and
logged with a status code, serving as a safe-
guard for overall quality and consistency.

3.5 Dataset

We evaluate the proposed method on a propri-
etary dataset provided by an industry partner,
comprising 66 visually rich document images
across five enterprise domains—sales, manufac-
turing, quality control, technical, and others.
Fach document contains layout-dependent vi-
sual structures such as charts and diagrams.
A LVLM (Qwen3-VL-235B) was prompted to
generate multiple natural-language queries per
image, yielding 357 query-image pairs that sim-
ulate realistic but often underspecified informa-
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Figure 2: Integration of the query rewriting module with VDocRetriever. Each document is processed
with OCR and a language model (Mistral) to generate enriched descriptions, which are combined with
original queries for rewriting. Document and query embeddings are encoded by a vision—language model
(Phi-3-Vision) to support multimodal retrieval. The red arrow marks VDocRetriever', a variant that
augments the document encoder with OCR-based image descriptions as additional textual context.

tion needs (Table 2). Each query g;; is paired
with its originating image I; as the sole relevant
item for retrieval.

To quantify query ambiguity, we manually
classified all queries into three levels—clear
(33.3%), partially underspecified (35.3%), and
severely underspecified (31.4%)—based on the
contextual information required for accurate re-
trieval. Although the dataset cannot be re-
leased due to confidentiality, detailed statistics
(Table 1) and experimental results (Table 3) il-
lustrate its diversity, the prevalence of ambigu-
ous queries, and the effectiveness of the pro-
posed framework.

4 Experiment Setup

4.1 Evaluation of Query Rewriting
Across Retrieval Methods

We evaluate the proposed framework across
three representative retrieval paradigms—
dense, hybrid, and visual document retrieval
(Figure 2)—covering neural, neural-lexical, and
multimodal approaches. In each setting, rewrit-
ten queries replace the originals under identi-
cal conditions to isolate the effect of rewriting.
Details of each retrieval configuration are pro-
vided in the following sections.

4.1.1 Dense Retrieval

For dense retrieval, we adopt BGE-M3 (Chen
et al., 2024), a multilingual embedding model
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trained with contrastive objectives for retrieval
tasks. Both queries and OCR-derived docu-
ment descriptions are encoded into the same
semantic space, and cosine similarity is used
to rank document candidates. This text-only
setup provides a strong baseline for evaluat-
ing whether query rewriting enhances seman-
tic alignment between queries and OCR-based
document representations.

4.1.2 Hybrid Retrieval

To leverage both semantic and lexical signals,
we adopt a hybrid retrieval strategy combin-
ing BGE-M3 (Chen et al., 2024) and BM25
(Robertson and Zaragoza, 2009). Each rewrit-
ten query is simultaneously encoded by BGE-
M3 for dense similarity matching and submit-
ted to a BM25 index built from OCR-derived
document text. BM25 first retrieves the top-k
candidates; then both BM25 and cosine simi-
larity scores are normalized to [0,1] and linearly
combined (0.6 x BM25 4+ 0.4 x BGE-M3), as
tuned on validation data. This design prior-
itizes exact lexical matches while allowing se-
mantic reranking, enabling controlled analysis
of how rewriting affects both retrieval signals.

4.1.3 Visual Document Retrieval

We further evaluate VDocRetriever (Tanaka
et al., 2025), a state-of-the-art system for vi-
sually rich document retrieval. Unlike dense



or hybrid retrievers that rely solely on textual
representations, VDocRetriever jointly encodes
multimodal signals (layout, visual appearance,
and OCR text) making it an ideal baseline for
testing the robustness of query rewriting under
multimodal retrieval.

Two configurations are considered: the orig-
inal VDocRetriever, which jointly encodes
queries and document images, and VDocRe-
triever’, which augments document embed-
dings with OCR-based descriptions as addi-
tional textual context. The latter allows us to
examine whether explicit textual anchors fur-
ther enhance cross-modal alignment when com-
bined with query rewriting.

4.2 Evaluation Metric

Retrieval effectiveness is measured using the
Hits@k metric, reported at &k = 1,5,10. A
query is counted as successful if its relevant
document appears within the top-k retrieved
results. Formally, for a set of queries {g;}}¥,,
Hits@k is defined as:

2

Hits@Qk = E [rank(d;|q;) < k]

(4)

where di denotes the ground-truth document
for query g;, and rank(d}|¢;) denotes the rank
position of d} returned by the retrieval system.
1[rank(d}|¢q;) < k] is an indicator function that
equals 1 if the condition is true (i.e., if the rele-
vant document d for query ¢; is ranked within
the top-k results) and 0 otherwise.

Since each query in our dataset has a sin-
gle relevant document, Hits@k directly reflects
the ability of each retrieval configuration to sur-
face the correct document near the top of the
ranked list. Higher values (especially for small
k) indicate better retrieval effectiveness.

5 Results & Discussion

Rewriting Models Hits@1 Hits@5 Hits@Q10

Qwen 3 (4B) 563 759  79.6
Qwen 3 (14B) 574 766 T79.6
Llama 3 (SB) 56.0 754 78.1
Mistral-Nemo (12B) 74.5 82.9 84.0
Mistral-Small 3.2 (24B)  76.8 82.9 84.6

Table 4: Performance comparison of different query
rewriting models evaluated under the dense re-
trieval configuration (BGE-M3).
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Across all retrieval configurations, query rewrit-
ing consistently improves retrieval effectiveness
(Table 3). For the dense retriever (BGE-
M3), Hits@l1 increases from 57.4% to 76.8%
(+33.8%), showing stronger semantic align-
ment between rewritten queries and OCR-
based document embeddings. The hybrid re-
triever (BGE-M3 + BM25) exhibits a similar
pattern (Hits@1l + 37.8 %), suggesting that
rewriting introduces lexical cues that comple-
ment dense representations.

The most pronounced gains occur in mul-
timodal retrieval. The baseline Hits@Q1 of
VDocRetriever (21.0%) is considerably lower
than that of dense or hybrid retrievers, reflect-
ing the difficulty of aligning vague queries with
image-based embeddings. Rewritten queries in-
troduce explicit anchors—such as entity names,
field labels, and technical terms—that facili-
tate cross-modal alignment, raising Hits@1 to
56.6% (+169.5%). With additional OCR-based
image descriptions (VDocRetrieverT), perfor-
mance further improves to 79.3% Hits@1 and
97.8% Hits@10, approaching near-perfect re-
trieval. These results highlight the value of
multimodal fusion, where textual anchors ex-
tracted from images mitigate ambiguity in vi-
sual representations and strengthen query—
document alignment.

Beyond retrieval paradigms, we also ana-
lyzed the influence of the rewriting backbone
(Table 4). Model capacity correlates with
rewriting precision: smaller models such as
Qwen 3 (4B/14B) and Llama 3 (8B) pro-
duced syntactically correct but semantically
shallow rewrites, while Mistral-Nemo (12B)
and Mistral-Small 3.2 (24B) generated more
contextually grounded reformulations, achiev-
ing 74.5 and 76.8 Hits@1, respectively. The
24B model slightly outperformed the 12B vari-
ant while maintaining acceptable inference la-
tency, making Mistral-Nemo (12B) a practical
choice for cost-sensitive deployments, whereas
Mistral-Small 3.2 (24B) remains preferable for
high-precision retrieval.

Taken together, these findings reveal sev-
eral key insights. First, query rewriting ben-
efits both dense and hybrid retrieval, but has
the greatest impact in multimodal settings.
Second, the disproportionate gains observed
for VDocRetriever highlight that query rewrit-
ing is most critical when retrieval relies heav-
ily on visual or layout-based representations.
Finally, the strong performance of VDocRe-



Target Retrieval Original Queries Rewritten Queries
Document Method Hits@l Hits@5 Hits@10 | Hits@l Hits@5 Hits@10
d; BGE-M3 57.4 76.8 79.6 76.8 82.9 84.6
d; BGE-M3+BM25 55.5 77.3 80.1 76.5 83.2 87.1
I; VDocRetriever 21.0 51.5 68.6 56.6 88.5 94.1
I, + d; VDocRetriever! 29.4 52.4 64.2 79.3 93.8 97.8

Table 3: Retrieval performance with and without ablation study on the effect of query rewriting across
different retrieval methods. Retrieval effectiveness is reported using Hits@k (%). T indicates the variant
of VDocRetriever that incorporates the image description as additional context to improve retrieval
precision. The column ”Target Document” specifies the representation used as the retrieval target, such
as document image embeddings I; or OCR-based descriptions d;.

triever! shows that combining rewriting with
textualized visual context offers a powerful
strategy for visually rich document retrieval.
Overall, the results position query rewriting as
a robust and versatile technique, capable of en-
hancing retrieval effectiveness across both text-
centric and multimodal paradigms.

6 Conclusion

This paper presents a two-stage query rewrit-
ing framework for addressing underspecified
queries in RAG systems over visually rich docu-
ments. By leveraging OCR-informed image de-
scriptions and applying constrained reformula-
tion, the framework produces retrieval-friendly
queries that reduce ambiguity and improve
alignment with document content. Experi-
mental results demonstrate that query rewrit-
ing consistently enhances retrieval effective-
ness across dense, hybrid, and visual document
paradigms, with particularly strong benefits in
visual document settings. Overall, the findings
establish query rewriting as a robust and gen-
eral strategy for RAG over visually rich docu-
ments, with promising potential for scaling to
larger datasets and integration into end-to-end
question answering pipelines.
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