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Abstract

This paper proposes a uniform, structure-based
account for mixed word order preferences
crosslinguistically. These preferences include
the short-before-long preference in the English
heavy NP shift, the long-before-short prefer-
ence in the Japanese transitive sentences, and
the absence of word order preference in Man-
darin Chinese preverbal PPs. The syntactic
structures of each competing word orders are
formally characterized using Minimalist gram-
mars (MGs) and constructed with a left-corner
MG parser. Complexity metrics are derived
from the parser’s behavior, which relate the
difficulties of the structure building process to
memory load. The metrics show that the pre-
ferred word orders are less memory-intensive
to build than their counterparts in both the
short-before-long and the long-before-short
cases, while no memory resource differences
are found for the case where no word order
preference exists. The results suggest that the
preferred word orders — or a lack thereof — fol-
low from their syntactic structures. This further
supports the viability of left-corner MG pars-
ing as a psycholinguistically adequate model
for human sentence processing.

1 Introduction

Word preferences are conditioned by at least two
factors: a general efficiency principle to minimize
dependency length and language-specific syntac-
tic characteristics. The efficiency principle reflects
the tendency of grammars to minimize the depen-
dency lengths between syntactic elements. This
principle takes the form of Dependency Length
Minimization (DLM, Hawkins 1994, 2004) when
focusing on the lengths of syntactic dependency
relations; and as the Dependency Locality The-
ory (DLT, Gibson 2000) when focusing on the
memory resource required to hold those dependen-
cies. Prior research has shown that this efficiency
principle accounts for the short-before-long order
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in head-initial languages (e.g., Wasow, 2002) and
the long-before-short preference in head-final lan-
guages (e.g., Hawkins, 1994)

The second factor conditioning word order pref-
erences, language-specific syntactic characteristics,
helps explain word preference variations across
languages. For example, Liu (2020) notes that the
association between headedness and word order
preference does not always hold crosslinguistically.
Other language-specific properties should therefore
be considered in understanding word order prefer-
ences. These include the degree of word order
flexibility, the prominence of NPs (Yamashita and
Chang, 2001) and the richness of the case mark-
ing system (Futrell et al., 2020), all of which in-
teract with broader structural tendencies to shape
observed preferences.

Despite fruitful results and increasing empiri-
cal coverage of the research on the two factors,
the interplay between the efficiency principle and
language-specific syntactic characteristics remains
puzzling. One key issue is that it is unclear what
syntactic features and in what ways affect the pref-
erence for DLM. Research on DLM often relies
on dependency grammar as the description of syn-
tax and measures dependency length in terms of
the number of intervening words. While this ap-
proach is simple and effective for large-scale cor-
pus studies, it may overlook important syntactic
information that contributes to word order prefer-
ences. For example, Liu (2008) argues that in a lan-
guage such as Chinese, the richness of functional
words might add extra distance to heads and their
dependents when compared to a language such as
English, where the grammatical functions are re-
alized by inflection. This accounts for the larger
mean dependency distance of Chinese. However,
it remains unclear whether it is the additional mor-
phemes themselves in Chinese, the different syn-
tactic processes these functional heads undergo, or
the syntactic structure they occupy, that contributes
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to the dependency length difference.

This paper aims to address the interplay of the
general efficiency principle and specific syntactic
characteristics in predicting word order preferences
from a Minimalist parsing perspective. Minimal-
ist parsing is particularly well-suited for this task
because its complexity metrics rigorously relate
detailed syntactic structures to a general process-
ing constraint: memory resources. Kobele et al.
(2013) measure memory resources associated with
a top-down MG parser using fenure, the amount
of time a tree node is retained in memory. The
authors argue that fenure can be viewed as a gen-
eralization of the DLT principles which correlates
processing difficulties with memory space needed
for holding dependency relations. They show that
tenure-based complexity metrics are shown to suc-
cessfully model processing contrasts between verb
clusters in Dutch and German, and center and right
embeddings in English. Recent work has expanded
the empirical coverage of this MG processing mod-
eling program (e.g., stacked relative clauses in Man-
darin and English Zhang 2017; attachment ambi-
guity in English and Korean Lee 2018; gradient
difficulty in Italian relative clauses De Santo 2019,
2020; end-weight preference in English and Man-
darin Liu 2022, among others).

One limitation of the top-down MG processing
model is that it encounters difficulty capturing the
long-before-short preference in Japanese transitive
sentence (Liu, 2022, 2023). Intuitively, word or-
der preferences arise when speakers try to order
long constituents around other shorter ones to ease
processing. This shows up in syntactic trees as un-
balanced sister nodes. For instance, in an English
sentence The tall and big-boned detective chased
the suspect, the subject and the VP is a pair of un-
balanced sister nodes, as shown in (1).

(1
-
/\
DP v’
—
the tall and V/\V P

big-boned detective Q

chase the detective

When no other syntactic operations are involved,
the top-down parser explores the structure top-
down and from left to right to follow the word
order. After the parser expands vP to DP and v’,
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exploring either branch requires the parser to store
the other branch in memory. This makes exploring
the less complex branch more memory-efficient,
which is the intuition behind the short-before-long
preference. And in order to derive the opposite or-
der preference in Japanese, additional structural as-
sumptions are needed, which presents a challenge
to the model (Liu, 2022, 2023).

Against this background, we opt for the left-
corner parser for MGs in this study. We argue
that the left-corner Minimalist parsing model ef-
fectively captures the short-before-long, the long-
before-short preferences, and the absence of order
preference. According to the modeling results, the
preferred word orders require fewer memory re-
sources to build than their counterparts. Further-
more, no memory load difference is found for struc-
tures that do not exhibit order preferences.

The remainder of the paper proceeds as follows.
Section 2 introduces Minimalist Grammars (MGs),
a left-corner MG parser, and the key complexity
metrics for our parsing model. Section 3 presents
modeling results of the three word order prefer-
ences. Section 4 concludes the paper with a dis-
cussion on the role of syntactic assumptions in the
parsing model.

2 Left-corner Minimalist parsing

The left-corner Minimalist parsing approach to pro-
cessing modeling consists of three components:
characterizing syntactic proposals using Minimal-
ist Grammars (MGs), incorporating the formalisms
into left-corner parsing models, evaluating model-
ing results based on complexity metrics connecting
parsing difficulty to memory load.

Minimalist Grammar is chosen as the formal-
ism for two reasons. First, it incorporates the tool-
box needed for Chomskyan syntax, providing de-
tailed structural information known to influence
processing. Second, MG parsers are available and
relatively well-understood from previous studies
(top-down MG parsing: Stabler 2013; Kobele et al.
2013, left-corner MG parsing: Stanojevi¢ and Sta-
bler 2018; Hunter et al. 2019).

A left-corner MG parser is used instead of a
top-down parser to overcome known difficulties
of the latter as discussed above. The left-corner
MG parser, on the other hand, has been recently
argued to be a plausible model for human sentence
processing (Liu, 2024).

The following subsections introduce the gram-



mar formalism and its left-corner parser, and the
key complexity metric needed for the subsequent
modeling work.

2.1 Minimalist Grammar and left-corner MG
parser

Minimalist Grammar (MG, Stabler 1997, 2011) is
a lexicalized, context-sensitive grammar formalism
based on the Minimalist Program (Chomsky, 2014).
In MGs, lexical items (LIs) are finite sequences
of features containing information about sound,
word shapes, and instructions for structure building
operations. The grammar makes use of two such
operations, merge, which combines categories, and
move, which regulates movements.

Merge happens when two LIs have matching
selector-selectee features as their first features. (2)
illustrates how Merge builds a VP in English and
Japanese.

) a. chase the suspect (VP): V

/\

chase:: =d, V. the suspect (DP): d

T

the:: =n,d  suspect:: n

b. hannin-o oikaketa (VP): V

/\

hannin-o ‘suspect-acc’:: d
d=V

To build the VP, the objects bear the same
selectee feature d in both the English and the
Japanese cases. The selector feature of the verb
is =d in English and d= in Japanese. The placement
of the equal sign (=) indicates the selectee to be
merged on the left or the right. This allows our
model to capture headedness.

Move happens when two LIs have matching
licensor-licensee features as their first features, of-
ten written as polar pairs (e.g., +f, -f). This is
illustrated in (3).

3 TP
|

T

T

T::=v,+k,t VP:¥

/\

the detective: &, -k v’: =d, ¥

T

chase the suspect

In (3), after other merge features are checked, the
T head and the subject DP have matching k features
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oikaketa ‘chase’::

as their first features. Movement is licensed. In
contrast to a phrase structure tree where the mover
is indicated at its landing site, the subject remains
at its merge position in (3). Trees such as this are
derivation trees. The central role derivation trees
play in MGs and MG parsing is discussed in Graf
et al. (2017). We will also use derivation trees as
the data structure for our processing model.

A note on notation before proceeding. In the
above derivation trees, double-colon (::) indicates
a LI, while a single colon (:) indicates a derived cat-
egory. Phrase node names are added wherever help-
ful for readability. For all subsequent trees, we will
omit features, lexical/derived category distinctions,
and use phrase names for tree nodes. Movement
arrows will also be added when helpful.

2.2 Left-corner MG parsing and complexity
metrics

MG parsing can be viewed as a structural building
process where a parser operates on MG rules, takes
a string of words as input, and outputs a derivation
tree when there is a valid parse. The left-corner
parser for MGs used in this study is an arc-eager
move-eager left-corner parser based on Stanoje-
vi¢ and Stabler (2018); Hunter et al. (2019), in
which the readers can find the full definitions of the
parsing rules. For our purpose, we focus on tree an-
notations which are faithful visual representations
of how the parser builds/traverses derivation trees.

Consider an arc-eager move-eager left-corner
parse for the sentence (with silent nodes and string
spans added) in (4). The parse history is repre-
sented using tree annotations in (5).

(4) 1 The 2 detective 3 T 3 v 3 chased 4 the s
suspect 6

6-8-10-12-13
T

&)

23
DP v’
NN
1 23 . 77 810
the detective v VP
2 3 8 /{
9 10-12
chased DP
11 12-13

the  suspect
12 13

Following conventions in top-down MG parsing



literature (e.g., Kobele et al. 2013; Graf et al. 2017),
the superscripts and subscripts on the tree nodes,
called indices and outdices, represent the steps at
which that node enters and exits the memory stor-
age of the parser. The dashes in the index of a
node, which we use uniquely for left-corner pars-
ing, connect the steps at which the parser updates
its prediction regarding that node. Derivation trees
annotated with indices, outdices, and dashes are
shown to be condensed yet complete representa-
tions of the behavior of the left-corner MG parser
(Liu, 2023, under revision). Building on this, we
focus on the parser’s updates represented with the
dashes in the indices and show how to build com-
plexity metrics based on them.

The update can be understood by examining the
correspondence between parse items and derivation
tree fragments. One node in the derivation tree can
correspond to multiple strictly different parse items
for a left-corner MG parse. For example, in (5) the
parser reads the first input word the (step 1) and
makes a left-corner prediction based on it (step 2),
creating a parse item which takes the form of an
implication shown in (6).

6) (2-i) n, M => (1-i) d, M

This parse item is interpreted as follows, if from the
string span of (2-1) the parser finds an item with
category feature n and an optional mover chain M,
the parser can infer that from the string span of
(1-1) there is an item of category d which carries
over the mover chain M. In terms of tree fragments,
(6) corresponds to a DP with a daughter node yet
to be confirmed. This is also the tree portion anno-
tated with indices and outdices up to 2, matching
the steps so far.

Next, when the parser reads detective from the
input (step 3), the left-hand side of the implication
in (6) is satisfied, a new parse item (7) is created at
the same step and replaces (6).

(1 (0-2)d

This parse item means that from the string span
of (1-2), there is an item of category d without
any mover chain. In terms of tree fragments, (7)
corresponds to the fully built DP the detective. At
step 3, both daughters of the DP are fully annotated.
The DP node itself has an index of 3 and no outdex,
meaning that it is still in memory at this step, ready
for further operations.

Both the right-hand side in (6) and the whole
item in (7) correspond to the same DP node in the
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derivation tree. The parser updates its knowledge
of the node from a conditioned inference to a con-
firmed node. And the dashed index on the DP node
records the steps at which the parser makes those
updates. By taking the difference between the two
dash-connected steps, we get the number of steps a
parse item needs to be stored in memory, or its item
tenure. For example, the parse item in (6) has a
trivial item tenure of 1, as it is only stored between
steps 2 and 3.

For a non-trivial example, vP has in its index 4-6.
The parser first updates its knowledge on the vP
node when it makes a left-corner prediction based
on the DP the detective. A vP with a daughter node
yet to be confirmed is created and held in memory.
The parser’s second update happens after the T
head is read and processed. The time between the
two updates is recorded with the dash-connected
step pair. By taking the difference of the pair, we
have the item tenure of the partially built vP, 2.

Item tenure serves as the basis for the complex-
ity metrics of our left-corner MG parsing model.
There are many ways to construct complexity met-
rics based on item tenure. Liu (under revision)
explores a few of those possibilities. Here we focus
on Maximal item tenure (MaxT,,.,,) and its recur-
sive variant (MaxTZ,, ). MaxT;,,,,, is the maximal
duration that any parse item remains in memory.
MaxT%,,.. following Graf et al. (2017), applies
MaxT,,,,, recursively. MaxT},.,,, is shown to be
able to capture the processing of sentence embed-
dings (Liu, 2024), it is included here to further test
its reliability. In cases of a lack of word order pref-
erences, we expect to find a tie in MaxT,,,,,, for
the word order pair. Examining MaxTZ%,  in those
cases helps reveal further potential processing dif-
ferences.

With methods and tools ready, we turn to the
modeling results.

3 Modeling results

The processing phenomena modeled with the left-
corner MG parser are the short-before-long pref-
erence in the English heavy NP shift (HNPS); the
long-before-short preference in the Japanese transi-
tive sentences; and the absence of word order pref-
erence in preverbal PPs in Mandarin Chinese. For
each case, we make pairwise comparisons between
the two opposite word orders (e.g., shift vs. canon-
ical word order in English heavy NP sentences).

Overall, MaxT successfully captures all

item



three word order preferences. The preferred order
has a lower MaxT},,,,, in both the English (short-
before-long) and Japanese (long-before-short) tar-
get sentences. Furthermore, MaxT,,.,,, predicts a
tie in processing difficulties in the Mandarin (no
preference) sentences. Since our goal is to under-
stand the interplay of specific syntactic structures
and a general memory constraint on processing, we
next examine the structural assumptions and the
complexity metric in each word order pair.

3.1 Short-before-long preference

The target sentences for the short-before-long pref-
erence are the canonical (8) and heavy NP shift
order (9) in English (with silent heads).

(8) Max T v-put all the boxes of home furnish-
ings V in a car.

(9) Max T v-put V in a car all the boxes of
home furnishings.

Evidence for the short-before-long preference in
the above sentences is found in numerous behav-
ioral and corpus studies (e.g., behavioral: Stallings
et al. 1998; Stallings and MacDonald 2011; corpus:
Wasow 2002; Liu 2020). For our model, we expect
to find that the shifted order has a lower MaxT,,,,,
compared with that of the canonical order, suggest-
ing that the former is easier to process.

In terms of structural assumptions, a rightward
movement analysis (Ross, 1986; Overfelt, 2015) is
adopted to derive the heavy NP shift order. V-to-v
and AgrO movements are factored out for simplic-
ity.

The modeling results suggest that the shift or-
der is easier to process than the canonical order.
MaxT,,.,,, for the shift order is 12 compared with
8 for the canonical order. The reason for the dif-
ference in MaxT,,,,,, can be seen from the tree
annotations in Figure 1.

For both word orders, the MaxT;,;,,, is associ-
ated with the VP node. As the parser processes
the verb v-put, a left-corner prediction based on
the node predicts and stores an implicational parse
item involving VP: if the parser finds a VP, it can
confirm that there is a TP. Given the arc-eager strat-
egy, this stored VP node is considered found when
the parser makes a left-corner prediction based on
one of its fully built daughter. And this is when
word order makes a difference. If the parser first
builds the less complex daughter, the V’, the VP is
held in memory for less time than when building
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4-6-14-16-18-20-22-24-25
TP

4-6-18-20-22-24-25 4
P

™
® aN
4 , 3 4-6
T T VP
4 4 6
/\ ‘ .
3 2-4 2-6 1
T VP vP
4 4 6/
VAN N
17 246 | 26,
Max v Max ‘v
2 6 2, 6
;
5 6-18 5 6-14
v-put VP <MaxT;.,, X-put VP «MaxT;,,,
6 18 // 6 14
|
-10-12-14-16-17 18-20 N ‘\]4716 8-10-12-13 s
DP \Y% ~-DP A%
R A
7 8-10. 19 7 20-22 15 16-18 7 8-10
al DP V PP al DP V PP
9 10-12 21, 22-24 17 18-20 9.7 10-12
the NP in DP the NP in DP
7 N A
11 12-14 23 2425 19 20-22 11 12-13
boxes PP a car boxes PP a car
12 /< 24 25 20 22 12 13
13 7 14-16 2 22-24
of DP of DP

15 16-17°
home furnishings
16 17

23 2425
home furnishings
4 25

(a) HNPS - Canonical order (b) HNPS - Shift order

Figure 1: Tree annotations for short-before-long
preference

the more complex daughter first. This is reflected
in the difference in MaxT,,,,,,, as can be seen in
Figure 1a for the canonical order and Figure 1b for
the shift order.

This is an encouraging result as it indicates that
the left-corner MG parsing is at least as good as its
top-down variant in capturing the short-before-long
preference. We now turn to the long-before-short
preference, where the top-down model struggles.

3.2 Long-before-short preference

The long-before-short preference we model is re-
ported in Yamashita and Chang (2001) regarding
Japanese transitive sentences. The study finds that
in a sentence production task, Japanese-speaking
participants tend to order long arguments ahead of
short ones. For example, compared with a canon-
ical SOV order in (10), a long-before-short OSV
order in (11) is preferred when the object is long.

(10)  keezi-ga Se-ga takakute
detective-nom height-nom tall-and
gassiri sita hanni-o oikaketa v T
big-boned suspect-acc chased



(I1) Se-ga takakute gassiri sita hanni-o
height-nom tall-and big-boned suspect-acc
keezi-ga oikaketa v T C
detective-nom chased
‘The detective chased the suspect who is
tall and big-boned.’

(adapted from Yamashita and Chang 2001,

silent nodes added)

The sentence pair in (10-11) is used in our model
as target sentences. A scrambling analysis is as-
sumed to derive the long-before-short order (Saito,
1992). V-to-v and AgrO movements are again fac-
tored out for simplicity.

The modeling results show that the shift, long-
before-short word order is easier to process than
the canonical order. MaxT;,,,,, of the shift order
is 3 compared with 12 of the canonical order. The
tree annotations confirm the processing prediction.

19
CP
P
#1819
, s
,
19
,
.
17 K 1771819
TP / TP C
17 / 18 19
/ |
,
16-17. / 16-17
T / s
17 ) 17
/\ K /\
2-14-15 16-17 / 12-14-15 7 16-17,
vP T J vP T
6 17 / 16 17
A ! /\
17 e, . IR AT
detective V' «MaxT;,, ! detective v
2 14 | 12 14
AN ' /\
12-13 1415 \ 10-13 * 14-15
VP v v MaxTi,,— VP v
1415 N 415
/\ N
10-11 12-13 o 89 10-13
DP  chased ~---DP chased
89 10-11 67 89
AP suspect AP suspect
A 11 8 9
67 89 45 67
&P big-boned &P big-boned
8 9 /(,\ 7
45 67 23 45
AP and AP and
/6\ ' /4\ ’
45

3 1 23
height height tall
4 2 3

(a) Japanese - SOV order (b) Japanese - OSV order

Figure 2: Tree annotations for long-before-short
preference

In Figure 2a which corresponds to the canonical
order, MaxT,,.,, is associated with the v’ node.
The parser predicts and stores a parse item with
v’ when the subject, detective, is processed. The
parse item is flushed from memory when one of
the daughters of v’ is built and used for left-corner
prediction. Given the word order, this only happens

after the long DP (indeed, the full VP) is fully built,
resulting in large item tenure. In the long-before-
short tree in Figure 2b, the parser builds the long
DP first, during which process no other parse item
is held in memory. As a result, item tenures and
MaxT;,,,,, stay relatively low throughout the parse,
predicting that the long-before-short order is easier
to process than the canonical order.

3.3 Absence of order preference

Liu (2020) reports in a large-scale corpus that
Mandarin Chinese preverbal PPs lack a preference
for word order when the two PPs are of different
lengths. For example, no word order preference is
found between whether ordering the longer PP first
(12) or the shorter first (13).

zhexie yanlun T [he weijier de yuyan]
these comments with Virgil’s prophecy
[zai biaomian] v-you-suo V churu

on the surface have-suo  differences

(12)

zhexie yanlun T [zai biaomian]

these comments on the surface

[he weijier de yuyan] v-you-suo V

with Virgil’s prophecy have-suo

churu

differences

‘These comments have differences on the
surface with Virgil’s prophecy.’

(from Liu 2020, silent nodes added)

(13)

(12) and (13) are the target sentences to include
in our model. In terms of the structural assump-
tion, the two PPs are considered based-generated
adjuncts. Similar to before, V-to-v and AgrO move-
ments are factored out for simplicity. Unlike before,
the two word orders are not derivationally related
under the current structural assumption. We will
consider an alternative analysis in the context of
methodological discussion in Section 4.

The results show that the two orders are indis-
tinguishable for our model based on MaxT,,,,,.
MaxT,,,,, is 14 for both orders, suggesting that
no preference is expected for the two word orders.
We see why MaxT;,.,,, is unaffected by word order
alternations in the tree annotations in Figure 3.

Given the current structural assumption,
MaxT,,,,,, is associated with the vP node immedi-
ately dominates the subject these comments. The
parser creates and stores a parse item with this vP
node when the subject is processed. This parse
item is flushed from memory after the inner PP, or
the linearly second PP, is processed. Alternating
the order of the two PPs would not affect the item
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6-14-18-20-22-23
T

5 6-14

T VP <2nd largest item tenure
6 14
8-10-12-13 14-18 .
PP VP <3rd largest item tenure
77 810 16-17 418
with  DP PP VP «+MaxT;,.,,
97 1012 15 16-1 23 41820
Virgil possP on surface DP v
10 12 16 17 /4\ A
11 R 12-13 1 23 19 20-22
s prophecy these comments v-have-suo VP
12 13 2 3 0 /<
21 22.23
V_ difference
22 23
(a) Mandarin Chinese - long PP first
6-10-18-20-22-23
TP
‘ 23
6T’
6
5_6-10
T VP «3rd largest item tenure
/w\
89 10-18 .
PP VP <2nd largest item tenure
10 1
7 89 12-14-16-17 4-18
on surface PP VP «MaxT,;.,,
] 12-14 23 4-18-20 )
with  DP DP v
" A /4\ A
13 14-16 1 23 19 20-22
Virgil possP  these comments v-have-suo VP
14 A 3 20 A
15’ 16-17 21 22-23
s prophecy VvV difference
16 17 22 23

(b) Mandarin Chinese - short PP first

Figure 3: Tree annotations for Mandarin Preverbal PPs

tenure of the parse item with the vP node created
early on.

Interestingly, MaxT;;,,,, a recursive evaluation
of MaxT,,,,,, also predicts that there is no prefer-
ence between the two orders. In the two orders, the
second largest item tenures are equal, so are the
third largest. They are associated with the mother
node of the longer and the short PPs respectively.
Because of the structural similarity, all other item
tenures are equal, too. An alternation of word order
does not affect the item tenure profile.

R

4 Discussions: an alternative structure for
Mandarin adjuncts

The modeling results have shown that left-corner
MG parsing is an effective model for word or-
der preferences crosslinguistically. MaxT,,,,, has
proven to be a reliable complexity metric capturing
the mixed word order preferences under the current
syntactic assumptions. Among those assumptions,
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the base-generation analysis of Mandarin prever-
bal PPs warrants particular attention. While it is
standard to treat PP adjunction as base-generation,
with word order alternation derived from different
base merge positions, the choice of this structural
assumption has a potential limitation: it can be
adequately captured by a Context-Free Grammar.
For both formalisms, no movement is involved that
causes a mismatch between the string order and
the leaf order. The ability to handle this mismatch
distinguishes MG parsers from CFG parsers (Graf
etal., 2017). As a result, for our purposes, process-
ing models based on this syntactic assumption may
not fully highlight the unique contribution of MG
parsing in capturing the interplay between general
efficiency principles and detailed syntactic struc-
tures.

Furthermore, there are syntactic proposals re-
garding other types of adjuncts in Mandarin that
require the expressive power of MGs. For exam-
ple, (Larson, 2018) argues that manner adverbs in
Mandarin Chinese merge as VP complement and
move to vP edge which derives the correct word
order. This is schematized in (14).

(14) a. Zhangsan giaogiaode shuo hua
Z quiet-de  speak words
‘Z. speaks quietly.” (Larson, 2018)
b.

|

vP

n

A

) vP
/ N
<Zhangsan> vV’

SN

VP

N

hua V’

v-shuo

vV AP

N

"~~~ giaogiaode

We next model how this syntactic proposal af-
fects order preferences. The target sentences (with
silent heads) are shown in (15) and (16) correspond-
ing to the PP-first and adverb-first order, respec-
tively.

(15) Zhangsan T zai kongwuyiren de shatan
Z. at not-a-single-person de beach
giaogiaode v-shuo hua V
quite-de  speak word

(16) Zhangsan T giaogiaode zai
Z. quite-de  at
kongwuyiren de shatan v-shuo hua V

not-a-single-person de beach speak word



4-10-14-16-17
TP

N |
,
! /\

-9 [t 2-14 N
hatan ~ ZHangsan v
9 | 2 1

/\

77 8
kongwuyiren-de sl —MaxTe,
8

4
\

\
1 14-16

VP

P
15 12-16 .
hua V

N '%
1271617

11
“V - - giaogiaode
17 12

13
' v-shuo
14

(a) Mandarin Chinese - PP first

4-14-16-17
TP
‘ 17
4 i3
T
4
3414
vP
4,[ ‘14
J12-14
/ vP
/ 14
|
8-10-11 " 2-12
PP | \
121 12
\
/\\ /\
7, 8101 1 2-12-14 .
zai NF Zhangsan V' «MaxT;,,,
8 10 2 14
N
97, 10-11 |3/|>
kongwuyiren-de ‘shatan  v-shuo VP
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Figure 4: Tree annotations for Mandarin PP and AP
adjuncts

‘Z. speaks quietly at an empty beach.’

For syntactic assumptions, the manner adverb
is analyzed according to Larson (2018). The PP
adjunct is base-generated either before or after the

manner adverb moves to derive the two word orders.

This is illustrated with annotated derivation trees
in Figure 4.

The modeling result suggests that an AP-first
order is preferred irrespective of the length of the
two phrases. In both word orders, MaxT,,,,, is
associated with the mother and sister node of the
subject Zhangsan. The parse item associated with
the two nodes is stored until the parser updates its
knowledge on either node. For both orders, this
happens after the parser has processed the AP and
the PP. This means the lengths of the two phrases

242

have the same effect on MaxT,,,,, for both orders.
In the PP-first case in Figure 4a, it is the v’ node
that gets an update as the parser processes the two
adjuncts and the verb v-shuo. In the AP-first case
in Figure 4b, the vP node gets an update as soon
as the two adjuncts are built and processed. This
results in a constant MaxT,,,,, advantage of 2 (10
vs. 12) for the AP-first order over the PP-first order.

The result does not immediately rule out the
possibility that there is no preference for ordering
shorter or longer phrases first. Empirical data is
needed to verify whether there is a preference for
AP-first ordering and to assess its implications for
the DLM principle. We leave these intriguing ques-
tions for future research.

5 Conclusion

This paper offered a unified, structure-based ac-
count of crosslinguistic word order preferences us-
ing Minimalist Grammars and a left-corner MG
parser. The results show that preferred word or-
ders correspond to structures that are less memory-
intensive to process, and that no memory load dif-
ference is observed—given the current complexity
metric—in cases that lack a word order preference.
This supports the view that word order preferences
follow from syntactic structure and highlights the
potential of left-corner MG parsing as a psycholin-
guistically grounded model of sentence processing.
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