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Abstract

In human-human conversation, interpersonal
consideration for the interlocutor is essen-
tial, and similar expectations are increasingly
placed on dialogue systems. This study exam-
ines the behavior of dialogue systems in a spe-
cific interpersonal scenario where a user vents
frustrations and seeks emotional support from
a long-time friend represented by a dialogue
system. We conducted a human evaluation and
qualitative analysis of 15 dialogue systems un-
der this setting. These systems implemented
diverse strategies, such as structuring dialogue
into distinct phases, modeling interpersonal re-
lationships, and incorporating cognitive behav-
ioral therapy techniques. Our analysis reveals
that these approaches contributed to improved
perceived empathy, coherence, and appropri-
ateness, highlighting the importance of design
choices in socially sensitive dialogue.

1 Introduction

Interpersonal consideration plays a crucial role
in human-human conversation, as extensively dis-
cussed in prior research (Brown and Levinson,
1987; Burgoon and Hale, 1988; Spitzberg, 2000).
While these studies primarily focus on human-
human interactions, interpersonal consideration
should also be incorporated into human-machine
dialogue, given the growing demand for auto-
mated systems that take such factors into ac-
count (Isoshima and Hagiwara, 2021). Although
implementing interpersonal consideration in dia-
logue systems has long been a challenge, recent

advances in large language models (LLMs) have
significantly mitigated these limitations, making it
increasingly feasible to realize forms of interper-
sonal sensitivity that were previously unattainable.

This study aims to examine the behavior of di-
alogue systems in scenarios where such consider-
ation is required and to analyze the subjective as-
sessment of human evaluators to identify effective
approaches and remaining challenges. Although
consideration is important in a variety of contexts,
such as attending to user needs in task-oriented di-
alogue, this study focuses on scenarios that involve
conversations between friends, where interpersonal
consideration is particularly crucial.

To conduct this analysis, we focus on the 7th
Dialogue System Live Competition (DSLC7) that
we organized (Sato et al., 2025). Using evaluation
results and system logs from the participating sys-
tems in DSLC7, we conduct a cross-system analy-
sis to investigate how interpersonal consideration
is handled in dialogue systems, identify effective
approaches, and highlight remaining challenges.

2 Dialogue System Live Competition

2.1 Specifications of Situation Track

DSLC7 consists of two tracks: a Task Track, where
systems aim to complete a predefined task, and
a Situation Track, where systems compete on the
basis of their ability to engage in human-like inter-
actions tailored to specific scenarios. This study is
based on the Situation Track.

The scenario of DSLC7 simulates a supportive
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System Name: Shizuka Shimizu (female), Age: 20, Occupation: Second-year university student
User Name: Yuuki Yukawa (male/female), Age: 20, Occupation: Second-year university

student
RelationshipChildhood friends attending different universities.
Setting A familiar cafe that both often use, around noon.
Situation Yuuki (the user) arrives first and is already seated when Shizuka (the system) arrives late.

Shizuka listens to Yuuki’s complaints and helps support their decision-making.
System
back-
ground

Yuuki called Shizuka on the phone. Although they have known each other since childhood,
they attend different universities and do not see each other as often as before. Still,
whenever Yuuki needs to talk or vent, they always call Shizuka. What kind of story will it
be today? Yuuki tends to overthink everything—probably doesn’t even know what they
want. I (the system) will help give that final push.

User
back-
ground

Yuuki is frustrated with a university friend named Kobayashi. Although they usually get
along and hang out together, as the relationship has deepened, Yuuki has become more
aware of Kobayashi’s flaws. He is often late, forgets to repay money, and when criticized,
responds with insincere excuses and no apology. Lately, even his tone has started to bother
Yuuki—he often speaks in a condescending manner. While each issue may be minor, they
accumulate, and just thinking about Kobayashi now makes Yuuki uncomfortable. What
should Yuuki do? In times like these, talking to Shizuka is the best option. Yuuki decides
to call her to their usual cafe.

Table 1: Scenario settings used in Situation Track.

dialogue between two long-time friends, in which
the system listens to a university friend expressing
frustration toward a peer. Set in a familiar cafe,
the interaction emphasizes emotional support, em-
pathy, and realistic conversational dynamics in a
socially sensitive context. The specific scenario is
detailed in Table 1.

The scenario was designed to emphasize the as-
pect of interpersonal considerations, particularly
the ability of systems to empathize with and emo-
tionally support users. Rather than merely listening
passively, the system was expected to demonstrate
more advanced social behaviors, such as making
suggestions or thinking together with the user while
being mindful of the interpersonal relationship. To
this end, the scenario required the system to “lis-
ten to complaints and support the user in making
a decision,” necessitating a highly nuanced and
emotionally sensitive interaction.

Systems developed for DSLC7 were evaluated
in two stages: a preliminary round and a live event
(final round). In the preliminary round, each sys-
tem engaged in individual conversations with 23 to
33 human evaluators per system, who subsequently
provided subjective ratings. Systems that received
high scores were selected to participate in the live
event. In the live event, the top three systems held
two conversations each with dialogue system ex-

perts followed by evaluations from researchers and
engineers in the field of dialogue systems. Because
each system engaged in a substantial number of di-
alogues during the preliminary round, the resulting
data provided a valuable basis for in-depth analysis.
Therefore, our analysis in this study is based solely
on the preliminary round data.

2.2 System Requirements

Each dialogue system was implemented as a vir-
tual agent (Figure 1). Specifically, the CG agent
“Uka” running on MMDAgent-EX (Lee, 2023) was
used as the dialogue avatar1, and Remdis (Chiba
et al., 2024)2 was used as the multimodal dialogue
system platform. Remdis is characterized by its
support for asynchronous module execution, par-
allel use of LLMs, and Voice Activity Projection
(VAP) (Ekstedt and Skantze, 2022) for turn-taking
prediction, although the VAP function was emu-
lated by using an LLM with incremental speech
recognition results as input due to the high acoustic
sensitivity of VAP models (Sato et al., 2024).

Participants were required to implement four
distinct prompts for dialogue control: one each
for backchanneling, response generation, timeout
handling, and system-level control. Additionally,

1https://github.com/mmdagent-ex/uka
2https://github.com/remdis/remdis

https://github.com/mmdagent-ex/uka
https://github.com/remdis/remdis
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Figure 1: Virtual agent for multimodal dialogue

they were asked to configure a system settings file.
The settings file allowed participants to modify the
following four parameters: (1) the content of the
agent’s initial utterance, (2) the number of dialogue
turns retained as history, (3) the frequency for gen-
erating responses in incremental speech processing,
and (4) the threshold duration of user silence to be
interpreted as a pause.

The dialogue-related component and VAP com-
ponent both relied on LLMs, and all teams used the
same models: GPT-4o (Version 2024-11-20) for
dialogue control and GPT-4o-mini (Version 2024-
07-18) (OpenAI, 2024) for VAP.

The system had to be capable of maintaining the
dialogue for at least five minutes.

2.3 Evaluation Metrics

The systems were evaluated on the basis of two
criteria:

• Whether the utterance content was appropri-
ate and consistent with the dialogue context
(Utterance Content Score; UCS)

• Whether the gestures, facial expressions, and
other multimodal behaviors aligned with the
dialogue context (Multimodal Expression
Score; MES)

After each conversation with a system, evaluators
were asked to rate the overall interaction on the
basis of the two questions described above. Rat-
ings were given on a five-point Likert scale, where
1 indicated “strongly disagree,” and 5 indicated
“strongly agree.”

The average of these two scores was used as the
final evaluation score for each dialogue.

3 Results of DSLC7 Situation Track

In the Situation Track of DSLC7, 14 teams partic-
ipated, and along with the baseline system devel-
oped by the organizers, a total of 15 systems were
subject to evaluation in the preliminary round.

A wide range of methods were explored by par-
ticipating teams. Notable design choices adopted
by participating teams included the following:

• Dialogue management using phase struc-
tures: TabiToc (Nagao et al., 2025),
CITAR (Hanakawa et al., 2025), NoLee-
way (Ogata et al., 2025), Anonymous3, Pene-
lope

• Use of reflection techniques to guide users
toward positive expressions: KEICHANZ

• Integration of humanities-based insights:
TabiToc, denLab (Mori, 2025), TEAM-
careco (Matsuoka et al., 2025)

• Prompt control based on real conversation ex-
amples: msu, Anonymous2

• Topic control through pseudocode descrip-
tions in prompts: Sat

• System behavior determination based on
sentence-final particles in the user’s utterance:
dsmlRJS (Suzuki et al., 2025)

• Emotion control via label generation: Anony-
mous1

The results of the preliminary round are shown
in Table 2. Anonymous1–4 denote teams that chose
not to disclose their identities. Each system was
evaluated by a number of human evaluators as in-
dicated by the “N1” column. “UCS” and “MES”
represent the average scores for the evaluation met-
rics, and “Mean” is the average of those two scores.
Final rankings were determined using the Mean
score.

4 Quantitative Analysis Using System
Logs

The system logs output by each dialogue system
allowed us to examine the relationship between
system behavior and evaluation scores.

The results are presented in Table 3.
Significant positive correlations were observed

between the number of user utterances (#user_utt)
and all three evaluation metrics, UCS, MES, and
their average (Mean). This suggests that in set-
tings where users express personal concerns and
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Score [1-5] # Positive Comment [%]
Rank Team N1 UCS MES Mean N2 Flow Empathy Multimodal

1 TabiToc 31 3.68 3.81 3.74 31 51.61 9.68 3.23
2 Baseline 24 3.54 3.63 3.58 24 37.50 8.33 16.67
3 denLab 26 3.65 3.50 3.58 25 20.00 8.00 8.00
4 CITAR 28 3.64 3.50 3.57 26 38.46 3.85 26.92

5 Sat 28 3.36 3.50 3.43 27 25.93 3.70 14.81
6 NoLeeway 27 3.41 3.41 3.41 26 23.08 7.69 15.38
7 dsmlRJS 25 3.16 3.56 3.36 24 25.00 8.33 25.00
8 TEAMcareco 33 3.12 3.45 3.29 31 22.58 16.13 16.13
9 KEICHANZ 26 3.19 3.31 3.25 25 40.00 4.00 8.00

10 Anonymous1 25 3.20 3.24 3.22 23 30.43 8.70 8.70
11 msu 28 3.21 3.18 3.20 26 0.00 7.69 11.54
12 Anonymous2 23 2.96 3.17 3.07 21 9.52 4.76 19.05
13 Anonymous3 27 2.67 3.07 2.87 25 12.00 12.00 16.00
14 Penelope 25 2.72 3.00 2.86 25 8.00 12.00 12.00
15 Anonymous4 32 2.59 2.94 2.77 30 6.67 6.67 6.67

Table 2: Results of preliminary round. N1 indicates number of dialogues evaluated. Scores represent averages based
on up to 33 dialogues. UCS denotes Utterance Content Score, MES denotes Multimodal Expression Score. N2
indicates number of comments.

System behavior UCS MES Mean
#sys_utt -0.05 -0.05 -0.05
#user_utt 0.20* 0.18* 0.21*
#backchannel 0.05 0.04 0.05
#emotion 0.10 0.12 0.12
#gesture 0.12 0.13* 0.14*
#multimodal 0.08 0.07 0.09
interval -0.25* -0.21* -0.25*
sys_utt_ratio -0.20* -0.18* -0.21*

Table 3: Correlation coefficients between system log
features and evaluation scores. #sys_utt, #user_utt,
#backchannel, #emotion, and #gesture denote number
of system utterances, user utterances, backchannels,
emotion expressions, and gesture expressions, respec-
tively. #multimodal denotes total number of backchan-
nels, emotion expressions, and gestures. Interval indi-
cates mean time between user utterance and following
system utterance. sys_utt_ratio denotes ratio of #sys_utt
to #user_utt. Asterisk (∗) indicates statistically signifi-
cant correlation at 1% level.

seek emotional support, satisfaction with the dia-
logue tends to increase when they are given more
opportunities to speak. The system-to-user utter-
ance ratio (sys_utt_ratio), defined as the number of
system utterances divided by the number of user
utterances, showed a negative correlation with eval-
uation scores. In the scenario of DSLC7, this fur-

ther highlights the importance of dialogue control
strategies that allow users to speak more than the
system.

The number of gestures produced (#gesture)
showed a significant positive correlation with MES
and Mean. In other words, systems that expressed
more gestures received higher ratings for their mul-
timodal behavior, which is an intuitively plausible
result that was quantitatively confirmed by the data.

All evaluation metrics were negatively correlated
with the interval, which is the average time between
a user utterance and the system’s response. This
indicates that slower response times had a detrimen-
tal impact on perceived quality, revealing response
latency as a key challenge for future system design.

5 Qualitative Analysis of Evaluation
Comments

In addition to UCS and MES, evaluators in the
preliminary round were also asked to provide free-
form qualitative comments on each system. We
conducted a qualitative analysis of these comments
and identified three frequently mentioned aspects:
dialogue flow (Flow), empathy expressed by the
system (Empathy), and multimodal behavior (Mul-
timodal). Each comment was manually annotated
by the authors according to these three categories,
and the proportion of comments that mentioned
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each category positively was calculated for each
system. The results are reported in the “# Positive
Comment” columns of Table 2.

The following subsections examine how the sys-
tem design influenced user impressions along these
three aspects.

5.1 Flow of Dialogue

The “Flow” score indicates the proportion of com-
ments that positively mentioned the progression or
structure of the dialogue. TabiToc, KEICHANZ,
and CITAR received particularly high ratings in
this regard. All three systems implemented multi-
phase dialogue structures to guide the interaction,
as summarized below:

• TabiToc: Six phases (Small talk → Analy-
sis of friend → Questions → Discussion →
Summary → Decision)

• KEICHANZ: Five phases (Empathy → Re-
flection → Situation analysis → Suggestion
→ Positive guidance)

• CITAR: Three phases (Listening to com-
plaints → Decision support → Casual talk)

Although NoLeeway and Penelope also used
phase-based dialogue control, they used only two
broad phases—Situation analysis followed by Role
play, and Empathy followed by Problem solving,
respectively. Compared with the more finely seg-
mented structures used by the top three systems,
they received less positive feedback regarding dia-
logue flow. This suggests that systems with more
finely divided dialogue phases tended to receive
higher evaluations in terms of dialogue flow.

All DSLC7 systems relied on LLMs for dialogue
control, and contextual information based on the
given scenario was provided to the LLMs. How-
ever, our analysis suggests that explicitly managing
dialogue context with a well-defined structure leads
to better results, indicating that LLMs alone may
still be insufficient for context tracking.

5.2 Empathy

The “Empathy” score represents the proportion of
comments that positively mentioned empathetic
responses by the system. Notably, 16.13% of eval-
uators gave positive feedback on TEAMcareco’s
empathy, which was the highest among all 15 sys-
tems. TEAMcareco used a dialogue strategy based
on Cognitive Behavioral Therapy (CBT), a psy-
chotherapeutic approach aimed at developing adap-
tive thoughts and behaviors. Specifically, the sys-

tem used the “Five Column Method” (Beck, 2020),
a CBT technique that helps users identify cognitive
distortions and guides them toward more adaptive
thinking. This strategy appears to have directly
contributed to the high empathy ratings received.

5.3 Multimodal

The “Multimodal” score indicates the proportion
of comments that positively mentioned the sys-
tem’s multimodal features. CITAR and dsmlRJS
stood out in this category, although for different
reasons. CITAR was frequently praised for its ges-
tures, whereas dsmlRJS received positive feedback
for its use of backchanneling and facial expressions.
In particular, dsmlRJS used prompts that explicitly
modeled the likelihood of the continuation of a
user utterance, leveraging examples of incomplete
sentences for in-context learning. This allowed the
system to generate backchannels that encouraged
further user speech, a design choice that proved
effective according to evaluator comments.

6 Conclusion

In this study, we conducted a cross-system compar-
ative analysis of the characteristics and evaluation
results of DSLC7. Through this analysis, we ex-
amined the strategies and techniques used by each
system and confirmed their effectiveness.

We found that explicitly defining detailed phases
in the dialogue was particularly effective, and that
incorporating a psychotherapeutic approach con-
tributed to enhancing perceived empathy. Further-
more, we observed that the use of gestures posi-
tively influenced the evaluation.

In the multimodal dimension, certain systems
received high evaluations specifically for facial
expressions or gestures, and these features were
shown to positively influence overall system rat-
ings. Having confirmed the effectiveness of indi-
vidual multimodal strategies, future research can
explore integrated approaches that combine multi-
ple modalities in a coordinated manner.

Given the wide range of strategies and design
choices available for dialogue systems, competi-
tions that enable cross-system comparative analy-
ses are considered to hold a significant value (Hi-
gashinaka et al., 2025). This study highlights the
importance of such competitions in advancing dia-
logue system research. Further analyses of the col-
lected data are expected to provide deeper insights
into the factors that influence system performance.
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Limitations

While our findings offer valuable insights into
dialogue system behavior in a socially sensitive
Japanese scenario, they may not directly generalize
to different cultural or linguistic contexts. Both
linguistic interpretation and multimodal behavior
are deeply grounded in social background and ex-
perience.

Ethical Considerations

The dataset used in this study includes users’
speech and facial images, necessitating careful con-
sideration of privacy. We have obtained approval
from the ethical review committee for departments
at the Higashiyama Campus, Nagoya University,
concerning data collection, usage, and publication.
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