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Abstract

Understanding how language is processed and
represented cognitively increasingly involves
the use of specialized language models. Yet,
because most models are predominantly trained
on written text, they struggle to reflect the char-
acteristics of language as it naturally unfolds
in spoken interaction. This gap limits their ca-
pabilities in capturing features typical of spon-
taneous speech, such as repetitions, feedback
cues, and hesitations. In this work, we intro-
duce linguistically motivated evaluation met-
rics designed to target these specific spoken-
language phenomena. We apply them to anal-
yse outputs from language models fine-tuned
on spoken English and French, comparing their
behaviour statistically with human dialogue
corpora. Our findings highlight the value of
these metrics for assessing the degree to which
model-generated utterances resemble authentic
human conversation.

1 Introduction

The cognitive bases of human language process-
ing are increasingly being explored using large
language models across various domains, such as
linguistics (Millière, 2024; Piantadosi, 2023) and
cognitive neuroscience (Caucheteux et al., 2023;
Hosseini et al., 2024). We argue that investigat-
ing how humans are capable of producing and un-
derstanding language in natural settings, such as
conversational interactions, first requires the devel-
opment of language models specifically adapted to
spoken conversation. This presents a unique chal-
lenge, distinct from the requirements of classical
dialogue systems, as such studies aim not only to
replicate human spoken language but also to fully
capture all of its dimensions.

Studying the cognitive bases of human language
processing can require the estimation of word prob-
abilities for different linguistic phenomena in a
conversational context, for instance,to assess the

processing difficulty of an event and predict the
associated neuro-physiological signals (brain ac-
tivity, gaze, movements, etc.) (Haller et al., 2024;
Smith and Levy, 2013; Frank and Willems, 2017).
Language models offer a tool for such estimation,
as they are designed to predict word probability
distributions. However, in order to use such mod-
els in these studies, they must first be adapted to
conversational settings, which raises the question
of the methodology that can be used to develop
such models. Given the complexity of the task, this
paper focuses on specific phenomena of spoken
language derived from conversation transcriptions
without incorporating acoustic or prosodic features.
While this is a notable limitation, it represents an
essential first step in a largely underexplored area.

The evaluation of large language models typ-
ically assesses response quality and relevance
within the context. Our objective, however, is dif-
ferent: we seek to determine whether the generated
conversations from these models replicate natural
spoken language, including its specific phenomena
such as pauses, hesitations, and repetitions. To this
end, we employ a set of evaluation metrics that pro-
vide an analytical perspective. The choice of these
metrics is based on different works in descriptive
linguistics focusing on spoken language (Candea,
2000; Cook, 1971; Gósy, 2023), which showed that
the occurrence of such phenomena during a spon-
taneous interaction is not random, but can follow
certain statistical patterns.

To summarize, this paper introduces a set of lin-
guistic metrics designed specifically to assess the
naturalness of the generated conversation. These
metrics aim to improve the evaluation of model
quality from the perspective of studying the cogni-
tive bases of conversation. To do this, we compare a
pre-trained and a fine-tuned language model based
on their performance in generating human-like spo-
ken conversational sequences.



286

2 Related works

The evaluation of large language models is a diffi-
cult task. Previous approaches to language model
evaluation mostly relied on lexical-level metrics
that compare generated sequences to ground-truth
sequences (BLEU (Papineni et al., 2002), ROUGE
(Lin, 2004), METEOR (Banerjee and Lavie, 2005))
and semantic-level metrics like BERTScore (Zhang
et al., 2020) and BARTScore (Yuan et al., 2021),
which leverage embeddings from pre-trained lan-
guage models to assess the quality of generated
sequences. Given the one-to-many nature of hu-
man language and the impressive evolution of large
language models, more recent works have shifted
toward using more sophisticated approaches to
assess models’ performance across different do-
mains, including logical and mathematical reason-
ing (MATH (Hendrycks et al., 2021)), question an-
swering (Mihaylov et al., 2018) and evaluation in
multi-turn settings (MultiChallenge (Sirdeshmukh
et al., 2025)). Human evaluation has also been
widely used to assess the naturalness, coherence,
and factuality of LLM outputs (Van der Lee et al.,
2021). More recently, foundational models like
GPT-4 have been leveraged to evaluate other mod-
els in the "LLM-as-judge" paradigm to overcome
the time and cost limitations of human evaluation
(Chiang and Lee, 2023).

While most of the works focused on in-task eval-
uation of LLMs, other works have proposed evalu-
ating the linguistic features of these models in off-
task settings. In (Reviriego et al., 2023; Martínez
et al., 2024), the authors compared the linguistic di-
versity of LLMs to that of humans, while in (Toro,
2023), the phonological biases of LLMs were stud-
ied, showing that these models tend to favor con-
sonants over vowels when identifying words. In
another study (Muñoz-Ortiz et al., 2024), a seman-
tic and morphosyntactic evaluation revealed that
LLMs still exhibit noticeable differences compared
to human-generated text. In our work, we propose
an off-task linguistic evaluation of models trained
on spoken data by assessing their ability to generate
specific phenomena of spoken language.

3 Method

We propose a set of linguistic metrics more specifi-
cally adapted to the evaluation of linguistic features
of human spoken language in sequences generated
by a language model. Among the different phenom-
ena of spoken language, we will pay attention into

two particular: disfluencies and feedbacks. Disflu-
encies refer to any phenomenon that disrupts the
smooth, ideal word-to-word flow of speech, such
as repetitions, hesitations, and restarts (Corley and
Stewart, 2008; Ferreira and Bailey, 2004a). In our
study, we will focus on two common disfluencies:
repetitions and filled pauses. Repetitions refer to
repeated words and phrases that humans produce
while talking, while filled pauses (FP) refer to vo-
calized hesitation pauses that occur in speech which
are transcribed with words like ’euh’ in French and
’um’ or ’uh’ in English (Rose, 1998; Candea, 2000).

Drawing inspiration from various studies on lin-
guistics research, which have shown that disfluen-
cies tend to occur at specific grammatical locations
or after certain categories of words (Candea, 2000;
Rose, 1998) (see Figure S1 in Appendix F, indicat-
ing that word repetition is more common in certain
categories than others, such as pronouns), we pro-
pose two novel metrics for evaluating disfluencies
generation by language models based on frequency
and on word categories and through comparison to
a human reference corpora. First, we propose to
evaluate the frequency of occurrences of these phe-
nomena to assess potential over-generation by the
model as they are very frequent in human spoken
language (Ferreira and Bailey, 2004b). We define
the frequency of filled pauses (Freq-FP) as the ra-
tio of words that represent a filled pause (words like
’euh’ , ’um’ and ’uh’) in the sequences generated
by a model. For repetition (Freq-Rep), we took
inspiration from Li et al. (2023) and calculated the
ratio of repeated words in a sequence using the
following score:

Rep-Token(seq, n) =
∑n

k=1 k ∗ |Ngram-Rep(seq, k)|
|seq| − n+ 1

Where Ngram-Rep(seq, k) is a function that re-
turns the identical, contiguous repeated n-grams
of size k in a sequence seq, and n (set to 4 for
the study) defines the maximum size of n-grams
considered in the detection of the repetition in the
sequence. The final Freq-Rep was obtained by av-
eraging the Rep-Token score for all the sequences
generated by the models.

Second, to evaluate the pattern of occurrence of
such phenomena, we propose two novel metrics
which compare the distribution of the categories of
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the words (POS tags 1) preceding filled pauses (KL-
FP) or the categories of repeated words (KL-Rep)
in the model-generated sequences to the distribu-
tion found in a reference corpus of human spoken
language. Our metrics can be formalized as fol-
lows:

KL-Rep = exp
(
−
∑

x∈X PRep(x) log
PRep(x)
QRep(x)

)
KL-FP = exp

(
−
∑

x∈X PFP(x) log
PFP(x)
QFP(x)

)
Where PFP and PRep are the distributions of the

word categories of repeated words or words pre-
ceding a filled pause in the sequences generated
by a model, while QFP and QRep are the distri-
butions from a human spoken language reference
corpus which is hypothesized to be large enough
and diverse to reflect the statistical pattern of the
production of disfluencies by a human. The differ-
ent distributions are compared with KL divergence
(Kullback and Leibler, 1951) normalized with a
non-linear transformation to obtain a score between
0 and 1 (a higher score is better).

Additionally, we will consider another phe-
nomenon of human spoken language: feedbacks,
which refer to the expressions a person produces
to convey understanding and interest in what their
interlocutor is saying (e.g., ’ok’, ’yeah’) (Boudin
et al., 2024). We follow the classification of feed-
backs in Boudin et al. (2024) and consider only
generic feedbacks, as they are easier to classify
given that they consist of a finite set of words (see
Appendix C for an example of words that can be
found in a generic feedback). For feedbacks, we
consider only their frequency defined as the ratio of
turns generated by the model that can be classified
as feedback.

4 Experiment

To demonstrate our evaluation approaches, we fine-
tuned two pre-trained language models : GPT-fr
(Radford et al., 2019) and GPT-2 (Simoulin and
Crabbé, 2021), on French and English datasets of
spoken conversation and compared the models be-
fore and after fine-tuning. As our metrics are de-
signed to capture whether sequences follow pat-
terns of spoken language, we expect the scores to
be higher after fine-tuning.

1The POS tags were determined using the spaCy library
(https://spacy.io/), with the fr_core_news_lg pipeline for
French and en_core_web_lg for English.

4.1 Data

For the experiment with the French language, we
used the SMYLE corpus (Boudin et al., 2023),
an audio-visual and neuro-physiological dataset.
SMYLE is a relatively small corpus comprising 30
face-to-face conversations, each conversation in-
volving two French-speaking participants engaged
in a storytelling task followed by a free conversa-
tion. The data used for the experiments on English
conversations comes from the CANDOR corpus
(Reece et al., 2023), which includes a total of 1656
conversations held over video chat. For the French
reference corpora, we considered CID and ESLO.
The CID corpus (Bertrand et al., 2008) is very sim-
ilar to SMYLE with comparable tasks, i.e. open
conversations grounded by storytelling, while the
ESLO corpus (Serpollet et al., 2007) is more di-
verse, including interactive conversations in various
contexts. For English, we use the Switchboard Dia-
log Act Corpus (Stolcke et al., 2000) as a reference,
which is an extensive collection of conversations
held over telephone. More details on the data can
be found in Appendix A.

4.2 Fine-tuning

For the French model, GPT-fr was fine-tuned for
5 epochs using LoRa (Hu et al., 2021) applied to
all layers. The English model is a fully fine-tuned
large GPT-2 model fine-tuned for 10 epochs. More
details on how the models were fine-tuned can be
found in Appendix B.

4.3 Sequence Generation

To generate sequences for the evaluation, we used a
test subset of the fine-tuning corpora and prompted
the models to complete a multi-turn conversation
by providing the first seven turns in a conversa-
tion as context. See Appendix E for examples of
generated turns.

5 Results

The results of the evaluation using the proposed
metrics are illustrated in Tables 1 and 2. We addi-
tionally report the divergence of word category dis-
tributions in the generated sequences, both before
and after fine-tuning, compared to the reference and
training corpora (KL-Token). Overall, we observe
different trends across the two languages and met-
rics. For repetitions, the Freq-Rep scores remain
relatively similar before and after fine-tuning (less
than 3 repeated words per 100 words) and are com-
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Freq-Rep Freq-FP Freq-FB
French

Before 1.01 4.05 3.04

After 3.78 4.78 41.83
SMYLE 2.34 3.43 20.95

Reference 3.09 3.29 4.73

English
Before 12.0 0.33 12.77

After 1.21 0.71 35.53
CANDOR 1.04 1.11 24.01

Reference 1.22 0.25 11.21

Table 1: Results for the repetition frequency (Freq-
Rep), the frequency of filled pauses (Freq-FP), the feed-
back frequency (Freq-FB) for predictions of the models
before and after fine-tuning (the results are reported in
%). The distribution of the base models -Before- and the
fine-tuned models -After- are compared with the train-
ing corpus (SMYLE or CANDOR) and the reference
corpora (ESLO+CID or Switchboard).

parable to the scores from the reference and train-
ing corpora. The exception is the English model
before fine-tuning, which produces sequences with
a high frequency of repetition. However, the KL-
Rep scores significantly improve after fine-tuning,
with the most substantial improvement observed
in the French model. The improvement after fine-
tuning suggests that the models begin to generate
repetitions in patterns more aligned with how hu-
mans produce repetition in speech. A similar trend
is observed for filled pauses. While the overall
frequency Freq-FP remains close to that of the
reference corpora both before and after fine-tuning,
the KL-FP scores improve significantly after fine-
tuning, especially for French, suggesting a better
alignment with the distributional patterns of filled
pause production in spoken language. Regarding
KL-Token, the distribution of word categories in
the sequences generated by the French model dif-
fers considerably from the word categories in the
reference spoken corpora and remains very rela-
tively divergent even after fine-tuning. In contrast,
the English model shows a closer alignment with
the spoken language distributions both before and
after fine-tuning.

6 Discussion

The primary contribution of this work is a set of lin-
guistically inspired metrics to evaluate the extent to
which language models generate specific phenom-
ena of spoken language. Our experimental results

KL-FP ↑ KL-Rep ↑ KL-Token ↑
French

Before/Train 0.336 0.344 0.031

Before/Reference 0.251 0.289 0.028

After/Train 0.899 0.905 0.684
After/Reference 0.804 0.829 0.416
Reference/Train 0.811 0.968 0.338

English
Before/Train 0.730 0.859 0.927

Before/Reference 0.454 0.690 0.903

After/Train 0.964 0.936 0.977
After/Reference 0.670 0.835 0.972
Reference/Train 0.745 0.940 0.993

Table 2: Results of KL divergence of the distribution
of word categories of predicted words (KL-Token), of
word categories preceding filed pauses (KL-FP) and of
word categories of repeated words (KL-Rep). Before :
Before fine-tuning. After: After fine-tuning.

provide insights into the gap between spoken and
written language, and how this gap manifests in
models trained on the two different forms of lan-
guage. The frequency-based metrics show that the
models can generate various spoken language phe-
nomena, such as repetitions and filled pauses, at
rates similar to those found in spoken language cor-
pora. However, when evaluated using divergence-
based metrics (KL-Rep and KL-FP), a more nu-
anced picture emerges: while the frequencies may
align, the placement and distributional patterns of
these phenomena often do not. For example, al-
though the Freq-Rep scores suggest similar rates of
repetition before and after fine-tuning, the low KL-
Rep scores before fine-tuning indicate that these
repetitions are unnatural and likely the result of text
degeneration (Holtzman et al., 2019), where the
model loops or repeats phrases unnaturally. This
issue is particularly visible in the English model,
where frequent repetitions before fine-tuning de-
viate significantly from natural human repetition
patterns. Such observations underscore the utility
of divergence-based metrics in revealing qualita-
tive improvements not captured by raw frequency
scores.

Overall, the results show that fine-tuning on spo-
ken data improves alignment with human-like gen-
eration of repetitions and filled pauses, as reflected
in higher KL-Rep and KL-FP scores. However,
fine-tuning can also lead to over-generation, partic-
ularly of feedback. In the French model, nearly half
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of the generated turns were identified as feedback,
likely due to its high frequency in the training data.
This suggests that while fine-tuning helps align
models with spoken language, regularization strate-
gies may be necessary to avoid the over-generation
of such frequent phenomena. Another key observa-
tion is the difference in KL-Token scores between
the two languages. In French, the initial KL-Token
score before fine-tuning is high, reflecting a mis-
match between the word category distributions in
the generated sequences and those in spoken cor-
pora—likely due to deeper structural differences
between spoken and written French. Fine-tuning
reduces this divergence, though it remains more
pronounced than in English, where spoken and
written language appear to be more similar.

7 Limitations

Our study presents promising results for evaluating
how natural, from a linguistic perspective, conver-
sations generated by language models are. How-
ever, our evaluation remains relatively basic and
additional analysis is needed for a more comprehen-
sive assessment of the fine-tuned models. Future
work could explore other phenomena of spoken
language, such as turn-taking in the generated con-
versations or incorporate more advanced syntactic
analyses, such as syntactic trees, in comparisons
with the reference corpora. Additionally, we ac-
knowledge that the models used in this study are
quite outdated compared to recent models such as
Llama 2, which may have resulted in the genera-
tion of contextually irrelevant sequences or caused
the problem of text degeneration observed in the
sequences generated by the fine-tuned models. We
therefore plan to investigate in future work how
fine-tuning larger models on broader datasets may
improve the results. Furthermore, while the exper-
iment conducted in this study showed that these
metrics can capture hidden aspects of the models
such as the generation of degenerate sequences
rather than human-like repetitions, further study is
needed to assess the robustness of these metrics like
exploring how these metrics correlate with human
judgment and other evaluation approaches.
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A Data

A.1 French
The SMYLE corpus (Boudin et al., 2023), an audio-
visual and neuro-physiological dataset originally
collected to study various phenomena related to lan-
guage production and comprehension and their cog-
nitive processes, is a corpus comprising 30 face-to-
face conversations. Each conversation involved two
French-speaking participants (mean age = 22.77,
SD = 3.29, min = 18, max = 36) engaged in two
tasks: a storytelling task (mean duration = 17.49
min, SD = 8.06 min), where one participant had
to tell three stories (retelling a video clip shown to
the storyteller, describing the plot of a movie or a
series, and sharing their favourite holiday story),
followed by a free conversation with no specific
instructions between the two participants (mean du-
ration = 15.31 min, SD = 3.03 min). For this work,
we used the transcriptions of 25 conversations pro-
vided in the dataset, which were constructed using
a Wav2Vec2 model (Baevski et al., 2020) and man-
ually corrected to add supplementary information
to the transcriptions, such as laughter, pronuncia-
tion, and disfluencies.

A.2 English
The data used for the experiments investigating En-
glish conversations are from the CANDOR corpus
(Reece et al., 2023), which includes a total of 1656
conversations held over video chat. The partici-
pants are 1456 individuals (52.54% female, 44.17%

male, 3.29% other or prefer not to answer, mean
age = 34.32, std = 11.42) which are strangers,
who represented a diverse spectrum of gender, ed-
ucational, ethnic, and generational backgrounds.
The corpus provides a total of 850 h of conversa-
tions, presenting the audio, video, multiple tran-
scriptions and further features. In this work, only
the transcriptions processes by the audiophile al-
gorithm are utilized. To eliminate the impact of
common initial conversation challenges, like start-
ing a call with "Can you hear me?" — which are
unique to non-face-to-face interactions only — the
first five exchanges of each conversation were re-
moved from our data subset.

A.3 Data preparation
For this work, we defined a turn as ’the segment of
speech produced by a person until interrupted by
their interlocutor’ to avoid dealing with the over-
laps of the IPUs (Interpausal Units). Following this
definition, we divided the transcriptions of each
conversation into samples of 10 turns, where a turn
consists of the consecutive IPU of one person un-
til their interlocutor starts talking (see Appendix
D for examples). The turns in each sample were
separated by the special token ’<p>’ and wrapped
between BOS and EOS tokens. Filled pauses where
represented with their transcriptions, i.e. ’euh’ for
French and ’uh’,’um’ or ’uhm’ for English.

For the French corpus, we augmented the dataset
with additional samples constructed using random
sampling. The corpora were then split into train-
ing, validation, and test subsets (80/10/10%). For
unbiased evaluation, we ensured that conversations
from the same participant were placed in the same
subset. Table S1 shows the resulting subsets.

A.4 Reference Corpora
Since no other works use the same evaluation ap-
proach as ours (from a linguistic perspective), we
will compare our models’ results to human spo-
ken language corpora. For French, we consider
two reference corpora: CID and ESLO. The CID
corpus (Bertrand et al., 2008) is very similar to
SMYLE, with comparable tasks i.e., open conver-
sations grounded by storytelling. On the other hand,
the ESLO corpus (Serpollet et al., 2007) is more
diverse, including interactive conversations in vari-
ous contexts, from family discussions during meals
to interviews and conferences, making it a rich
resource for reflecting spoken French in different
situations. For English, we use the Switchboard

https://aclanthology.org/J00-3003
https://aclanthology.org/J00-3003
https://aclanthology.org/J00-3003
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
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Language Subset Size #Tokens

French
Training 2800 554400
Testing 84 14777
Validation 90 16112

English
Training 91072 7959909
Testing 11796 1045596
Validation 11380 1002440

Table S1: The number of samples and tokens in the
training, testing, and validation splits of the fine-tuning
datasets for both languages.

Dialog Act Corpus (Stolcke et al., 2000) as ref-
erence. The Switchboard Dialog Act Corpus is
an extensive collection of telephone conversations,
where callers pose questions to receivers on a range
of topics such as child care, recycling, and news
media.

B Model Fine-tuning

B.1 French

For the French model, we used LoRa (Hu et al.,
2021) to fine-tune GPT-fr (Simoulin and Crabbé,
2021), a French version of GPT-2. We used the
base version of GPT-fr with 1.3B parameters and
applied LoRa to all modules across all layers of
the model. The model was fine-tuned for 5 epochs
using the AdamW optimizer with the following
hyperparameter settings: LoRa rank = 32, α = 32,
learning rate = 2e− 4 with a linear warmup phase
of 500 steps, batch size = 8, dropout ratio = 0.05,
and gradient clipping with a norm of 1.

B.2 English

For the English language, the pre-trained language
model GPT-2 (Radford et al., 2019) is full parame-
ter fine-tuned on the conversational data. We fine-
tuned the large version of GPT-2 with 774M pa-
rameters using AdamW optimizer with a learning
rate of 5e− 5, a batch size of 1, the maximal block
size of 1024 for 10 epochs.

C Generic Feedbacks

Example of words found on a generic feedback :
French: ’d’accord’, ’ouais’, ’ouai’, ’ok’, ’ah’,
’mh’, ’beh’, ’euh’, ’heu’, ’bah’
English: ’mhm’, ’uh’, ’yeah’, ’hmm’, ’mm’, ’huh’,
’um’

D Examples of training samples

D.1 French Model

<p>ok<p>et du coup euh alexandra c’est ça<p>oui

c’est ça<p>du coup tu fais quoi comme étude<p>euh

mh<p>enfin si tu fais des études je sais pas ce

que tu fais dans la<p>j’ ai fini cet été fin j’ ai

arrêté<p>d’accord<p>cet été là je s je commence

euh réceptionniste en hôtellerie<p>d’accord

D.2 English Model

<p>Um<p>Mhm<p>So what’s going on?<p>No,<p>Yeah,

pumpkin.<p>you see a pumpkin, yep. My son<p>Uh

huh.<p>carved that last night. We’re in the

middle of Halloween decorating<p>Sure.<p>our

house.

E Examples of conversations generated
by our models

E.1 French Model

Prompt: <p>salut<p>salut<p>du coup je vais te

parler de la première histoire<p>ok<p>et donc

il y a un monsieur qui est sur un arbre et qui

ramasse des poires

Output Fine-tuned Model: <p>ok<p>et euh

il descend de l’ arbre et il les met dans

des petits paniers<p>ok<p>donc il descend euh

il ramasse les poires il les met dans dans

des petits paniers et puis il remonte à l’

arbre et euh il y a un mec qui passe avec une

chèvre<p>ok<p>et il passe devant lui il regarde

les poires et il voit qu’ il y a trois paniers<p>ok

Output Base Model: mais qui n’en a pas fait un

bon<br />quand il revient en courant il voit le

chapeau de son bonhomme mais il le ramasse et il le

ramasse en criant ""c’est toi qu’on voulait voir!""

mais en fait il se trouve dans la forêt et c’est

son fils qui se fait la belle!<br />Il demande

à son père de lui raconter une belle histoire en

lui disant que son père a eu un chapeau et il lui

répond qu’il est trop beau pour être le fils de

quelqu’un!<br />Le père le remercie et rentre chez

lui avec...

E.2 English Model

Prompt: <p>Yeah, I’m a teacher.<p>Oh,<p>We

started back up on monday.<p>you’re a teacher,

that’s so interesting. So what are you
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teaching?<p>So I

Output Fine-tuned Model: <p>Oh,<p> teach high

school english, that’s my second career, so I’m

a high school english teacher and I went to a

public school for about a year and a half and then

I went back to the public school and now I’m a

high school english teacher um<p>okay.<p>because

my wife was a music teacher, we got her into the

classroom and she did a couple of lessons and she

was a very successful music teacher, so I decided

to do something else.<p>Oh, so you do the same

thing your wife does?

Output Base Model: <p>I’m a teacher, I’m a

teacher, I’m a teacher, I’m a teacher, I’m a

teacher, I’m a teacher, I’m a teacher, I’m a

teacher, I’m a teacher, I’m a ...

F Supplementary Figures

Figure S1: Distribution of the categories of the repeated
words in the training and reference corpora for French
and English.
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