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Abstract

Dialogue systems often rely on overly simplis-
tic persona representations, limiting their ca-
pacity to portray realistic, nuanced characters.
In this paper, we explore how well existing
persona-grounding methods capture complex
personalities using two character-rich domains:
SGT Blackwell (single-character) and Twins
(two-character), described extensively through
detailed narratives. We compare early fusion
techniques, Retrieval-Augmented Generation
(RAG), and relevance-based approaches. Eval-
uations using metrics measuring entailment,
persona alignment, and hallucination reveal
distinct trade-offs: Knowledge Graph fusion
notably reduces hallucinations and maintains
relevance, Persona fusion preserves relevance
but has higher hallucination rates, and RAG
provides fast, fluent responses. Our findings
emphasize the critical role of structured per-
sona grounding in achieving nuanced personal-
ity modeling.

1 Introduction

Dialogue agents have become central to numerous
applications, ranging from virtual assistants to edu-
cational tutors and virtual characters in games and
simulations. A critical challenge for such agents
is the consistent portrayal of nuanced, realistic per-
sonalities over extended interactions. Although
significant progress has been made in persona-
grounded dialogue systems, current benchmarks
frequently rely on overly simplistic persona rep-
resentations. A prominent example is the Per-
sonaChat dataset (Zhang et al., 2018), which offers
minimal persona descriptions and has been widely
criticized for oversimplification. We discuss its lim-
itations in more detail in Section 2. Consequently,
these models fail to capture the rich, complex na-
ture of interesting human personalities.
Ensuring persona consistency, where dialogue
agents consistently reflect the assigned character

traits throughout interactions, remains a persistent
challenge (Welleck et al. 2019; Kim et al. 2020).
Recent studies, particularly with large language
models (LLMs), show varying levels of persona
alignment when conditioned on different prompts
or knowledge bases, further emphasizing the diffi-
culty of maintaining persona coherence (Frisch and
Giulianelli, 2024). Moreover, as dialogue agents
increasingly integrate external knowledge sources,
the risk of hallucinations, responses unsupported
by grounding material, rises significantly, under-
mining user trust and experience (Dziri et al. 2022;
Sun et al. 2023).

Retrieval-based approaches that select a re-
sponse from a pre-authored set, such as the
Relevance-model based NPCEditor (Leuski and
Traum, 2011), have historically offered robust al-
ternatives to generative models. While these meth-
ods reliably provide accurate and consistent replies
to familiar questions, they often struggle in open-
ended dialogues requiring creative or adaptive in-
teractions beyond pre-defined responses (Leuski
and Traum, 2011). However, (Gandhe and Traum,
2010) show that some domains, including SGT
Blackwell, have very high maximum similarity
scores, meaning that one can usually find an ex-
isting answer that is very similar to a desired
human-authored answer, however other domains
have much lower scores, indicating a need for novel
generation. Thus, dialogue system designers face
an ongoing trade-off between ensuring accuracy
and consistency (as in retrieval-based methods) and
enabling flexibility and creativity (as in generative
LLMs).

In this paper, we investigate this trade-off by
comparing various methods for persona grounding
and dialogue alignment across nuanced, richly de-
scribed character domains. We utilize two carefully
developed datasets, each containing extensively de-
tailed persona narratives (>100 lines per character),
capturing significantly greater complexity than pre-
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vious benchmarks. The first domain, "Sgt Black-
well," (Robinson et al., 2008) focuses on a single-
character persona known for its unique speaking
style and complex personality traits. The second
domain, "Twins," comprises two distinct charac-
ters (Ada and Grace) with different personalities,
further increasing the complexity of the dialogue
setting (Aggarwal et al., 2012).

We specifically evaluate three dialogue strate-
gies: traditional persona fusion (where persona
summaries are prepended to the prompt), a novel
Knowledge Graph-based fusion (encoding persona
details into structured graph representations), and a
Retrieval-Augmented Generation (RAG) approach
that dynamically integrates relevant context at infer-
ence time. We benchmark these approaches against
a robust, relevance-focused model (NPCEditor),
thus providing a comparative analysis across gen-
erative and retrieval paradigms.

Our evaluation addresses three key research
questions:

• Persona Alignment: How well do dialogue
systems maintain stylistic and personality con-
sistency when provided with complex persona
descriptions?

• Hallucination Reduction: Can structured
grounding (Knowledge Graph fusion) effec-
tively minimize hallucinations compared to
traditional persona summarization or retrieval-
based models?

• Retrieval vs. Generation: What trade-offs
emerge between retrieval-based methods (em-
phasizing accuracy and relevance) and gener-
ative methods (offering flexibility and adapt-
ability)?

Through this comparative study, we aim to clar-
ify the strengths and limitations of various per-
sona grounding strategies, informing future devel-
opments in consistent and believable personality-
driven dialogue systems.

2 Related Work

Early work in personalized dialogue agents often in-
volved human-authored character utterances (e.g.,
(Mateas and Stern, 2003)). The sequences were
sometimes scripted or constrained in how they were
presented to ensure coherence. More general open
conversation was facilitated by using information-
retrieval techniques to select the most relevant re-
sponse from pre-written dialogue databases (Leuski

et al., 2006b). However, their conversational flexi-
bility is limited to the pre-scripted responses. Use
of generative AI allows generation of a broad set of
responses tailored to the user’s input and specific
dialogue context without a large burden on the au-
thor to provide detailed and formatted information
about the persona, however can be subject to inco-
herence or deviations from the desired character
traits.

As noted earlier, Persona-based dialogue model-
ing was significantly influenced by the introduction
of PersonaChat (Zhang et al., 2018), a benchmark
that assigns short persona descriptions (typically
4–5 sentences per character) to dialogue agents. Al-
though influential, PersonaChat has been criticized
for its oversimplification of real-world personali-
ties. Critics have highlighted several limitations:
unnatural and forced dialogues, constrained topical
scope, repetitive responses, and occasional con-
tradictions within persona descriptions themselves
(Jandaghi et al. 2024; Wu et al. 2019). Subsequent
datasets like RealPersonaChat (Yamashita et al.,
2023), designed using authentic user-generated per-
sonas, attempted to improve realism, yet still fall
short of capturing nuanced and deeply character-
ized personas.

Another important direction employs Natural
Language Inference (NLI) techniques to explicitly
maintain persona consistency. The Dialogue NLI
dataset (Welleck et al., 2019) introduced NLI-based
approaches to detect and avoid persona contradic-
tions through entailment checks. Subsequent stud-
ies (Song et al., 2020) integrated entailment-based
criteria into the model training via reinforcement
learning, significantly reducing explicit persona
contradictions. However, NLI approaches can over-
look subtler stylistic inconsistencies (e.g., shifts in
tone or conversational style), as entailment mod-
els primarily detect direct factual contradictions.
Furthermore, these methods depend heavily on the
accuracy of NLI classifiers, potentially limiting
their reliability in more nuanced interactions (Song
et al., 2020).

With the rise of large language models (LLMs),
prompt-based methods have emerged as powerful
tools for persona modeling, enabling flexible per-
sona adaptation without extensive persona-specific
fine-tuning (Xu et al., 2023). Prompt-based ap-
proaches allow rapid deployment of varied per-
sonas, leveraging the generalized knowledge em-
bedded in pretrained models. However, ensur-
ing long-term consistency remains challenging,
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as models frequently drift from initial persona
prompts over extended interactions ((Xu et al.,
2023); Frisch and Giulianelli 2024). Effective per-
sona prompting also demands careful prompt de-
sign, with poorly structured prompts potentially
leading to inconsistent behavior.

Recognizing these limitations, recent efforts
have explored hybrid approaches, integrating re-
trieval, entailment, and prompt-based strategies.
For example, persona-fact retrieval methods dy-
namically select additional persona information
to enhance grounding and minimize hallucination
(Kim et al., 2020). Nonetheless, these hybrid meth-
ods add complexity and risk introducing errors
when retrieved information is marginally relevant
or inconsistent with existing persona profiles.

In this paper, we address these gaps by present-
ing a novel Knowledge Graph fusion approach,
explicitly structuring detailed persona information
into knowledge graphs to ground dialogue gener-
ation effectively. Unlike prior simplified bench-
marks, our work uses extensively detailed char-
acter descriptions (over 100 sentences per per-
sona), allowing a richer and more nuanced repre-
sentation of personalities. We systematically com-
pare this approach against traditional persona fu-
sion, Retrieval-Augmented Generation (RAG), and
relevance-based methods across multiple evalua-
tion metrics, explicitly targeting persona alignment,
hallucination reduction, and relevance–creativity
trade-offs. Thus, our approach advances persona-
grounded dialogue towards capturing the complex-
ity and subtlety inherent in realistic human person-
alities.

3 Dataset

To evaluate persona consistency and grounding in
dialogue models, we use two character-rich do-
mains featuring deeply developed virtual personas:
Sgt Blackwell and the Twins (Ada and Grace).
These characters are not only highly nuanced in
terms of background, speech style, and domain
knowledge, but also serve as long-standing virtual
agents in interactive systems designed for public
engagement. Each was on display in museums,
where visitors interacted with them, asking ques-
tions, many of which related to their personas, back-
stories, and individual characteristics. Unlike prior
benchmarks based on shallow, synthetic persona
snippets, these datasets provide over 100 lines of
detailed character responses per persona, allowing

for a richer and more realistic evaluation of dia-
logue grounding techniques.

3.1 Sgt Blackwell

Sgt Blackwell is a virtual character developed at
the USC Institute for Creative Technologies (ICT)
to describe the use of immersive technology in the
Army. Sgt Blackwell has a sharp sense of humor,
personal anecdotes, and an expressive, occasionally
sarcastic speaking style. The character’s dialogue
covers a wide range of topics, including military
life, historical events, and personal experiences, all
delivered with emotional depth and strategic rhetor-
ical variation. The content was created as a collabo-
ration between several groups at the ICT, originally
as a conference demo (Leuski et al., 2006a). Diane
Piepol was the project director and Dave Hendrie1

wrote the final content and acted as the voice talent.
After additional expansions, the system was exhib-
ited in the Cooper-Hewitt National Design Museum
in New York, from December 2006 until July 2007,
as part of the National Design Triennial (Robinson
et al., 2008).

Blackwell’s design reflects a clear intentional
structure and persona-driven expressiveness, mak-
ing him ideal for testing the stylistic alignment and
long-range coherence of dialogue agents. The char-
acter’s consistent speech habits, opinionated tone,
and cultural references make this domain a strong
testbed for examining whether language models
can faithfully reproduce nuanced, persona-aligned
responses over diverse prompts.

3.2 Twins: Ada and Grace

The Ada and Grace characters were developed as
intelligent museum guides for the Boston Museum
of Science (Swartout et al., 2010). Named after
and inspired by Ada Lovelace and Grace Hopper,
the twins are portrayed as knowledgeable and cu-
rious AI personas with distinct personalities. Ada
is enthusiastic and inquisitive, while Grace is more
analytical and confident. Although they share core
knowledge about the museum exhibits, their in-
teraction styles differ in tone, expressiveness, and
preferred vocabulary. Many responses to visitors’
questions involve short back and forth dialogues
between Ada and Grace. The content was created
as a collaboration between the museum staff (par-
ticularly descriptions of exhibits in the Cahners

1https://www.imdb.com/name/nm1274191/,
https://www.linkedin.com/in/dave-hendrie-2b226014/
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Model Fusion Type Knowledge Representation Flexibility

Persona Summary Early Textual Summary Medium
Knowledge Graph (ours) Early Structured Triplets Medium–High
RAG Late (Dynamic Retrieval) Retrieved QA Context High
NPCEditor Retrieval-based Pre-authored Responses Low

Table 1: Comparative summary of model features highlighting our novel structured Knowledge Graph fusion.

Computer Place and some scientific learning ob-
jectives) and the USC ICT (aspects of the science
and technology behind virtual humans as well as
the personalities of the characters). The final lines
were written by Josh Williams2.

This two-character domain introduces additional
complexity for dialogue grounding, as it explores
how models handle varied communication styles
and personalities within a shared informational set-
ting. The contrasting traits between Ada and Grace
provide a natural testbed for assessing whether dia-
logue agents can flexibly adapt to richly described,
stylistically diverse personas.

3.3 Persona Characteristics

Across both domains, the personas are defined
through extensive internal documentation and sys-
tem design material, totaling over 200 persona lines
across three characters. These lines include bio-
graphical facts, speech style examples, conversa-
tional strategies, emotional tones, and background
knowledge. The complexity and realism of these
characters surpass those of traditional benchmarks
like PersonaChat, making them more representa-
tive of real-world conversational agents with rich,
situationally appropriate identities.

Our dataset is constructed as a collection of ques-
tion–answer pairs in an interview-style format, sim-
ulating naturalistic interaction. Question prompts
were taken from spoken visitor queries in the mu-
seum setting, and answers were later annotated by
developers to reflect optimal persona-consistent re-
sponses (whether or not this was the same response
given by the system in the museum). This setup
allows us to systematically assess how well differ-
ent models reproduce not only factual content but
also the stylistic and pragmatic markers that define
a character’s voice.

The first domain, Sgt Blackwell, comprises a
single persona with a highly distinctive voice and
covers a wide topical range, including military his-
tory, personal anecdotes, and museum exhibits. It

2https://www.imdb.com/name/nm1900642/
https://www.linkedin.com/in/joshualeewilliams/

includes 1451 training questions, with 96 unique
responses, and 3500 annotated utterance–response
links. The test set includes 397 questions. The sec-
ond domain, Twins, features two characters (Ada
and Grace) who differ in temperament, beliefs, and
linguistic style. This domain includes 230 training
questions, 136 unique responses (many of which
include multiple utterances, with a total of over
150 turns each from Ada and Grace), and 260 anno-
tated links. The test set includes 192 test questions.
Together, the two domains provide a challenging
and diverse benchmark for evaluating persona con-
sistency, stylistic fidelity, and factual grounding in
dialogue generation.

4 Models

To systematically evaluate persona grounding and
consistency, we compare four distinct models rep-
resenting various dialogue strategies: two early
fusion methods (Persona Summary and Knowledge
Graph fusion), a retrieval-augmented generative
model (RAG), and a purely retrieval-based rele-
vance classifier (NPCEditor). All models except
NPCEditor are implemented using GPT-4o as the
underlying language model. Below, we describe
each model’s methodology and highlight the novel
aspects of our proposed Knowledge Graph fusion
approach.

4.1 Early Fusion Models

Early fusion techniques incorporate persona-
related information directly into the input prompt,
providing the dialogue agent immediate access to
character-specific context before response genera-
tion.

Persona Summary Fusion (Baseline). For this
model, we first summarize each character’s exten-
sive Q&A dataset into a condensed persona narra-
tive using an LLM-based summarization prompt
(Appendix B). Specifically, we prompt the LLM
with all available question–answer pairs, instruct-
ing it to create a coherent textual persona summary
capturing key personality traits, preferences, and
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biographical facts. At inference, this generated per-
sona summary is prepended directly to every input
prompt to condition the language model (Appendix
D). This approach aligns with common industry
practices for persona grounding and serves as our
baseline for early fusion models.

Knowledge Graph Fusion (Our Method). Un-
like traditional summarization, our proposed ap-
proach explicitly represents persona information
as a structured Knowledge Graph (KG). We use a
fully automated LLM-driven prompting pipeline
that converts each character’s Q&A pairs into struc-
tured knowledge triplets, expressed in the format
(Subject, Relation, Object) (Appendix A). These
triplets encode detailed biographical facts, person-
ality traits, relationships, preferences, and other
critical persona elements, resulting in a graph-like
representation of persona attributes. This auto-
mated KG generation not only reduces manual ef-
fort but also allows the framework to generalize to
novel characters and domains, making it scalable
and adaptable for broader deployment.

At inference time, the set of generated triplets is
serialized into textual form and prepended to the
dialogue prompt (Appendix C). This structured rep-
resentation provides a more semantically grounded
persona context compared to traditional summa-
rization. Crucially, to our knowledge, this is the
first work to propose a Knowledge Graph-based
approach for persona grounding in dialogue agents,
explicitly aiming to enhance consistency and re-
duce hallucination through structured knowledge
representation.

4.2 Retrieval-Augmented Generation (RAG)

Our RAG approach dynamically retrieves relevant
context at inference time rather than relying solely
on precomputed persona summaries. Specifically,
we employ Sentence Transformers (Reimers and
Gurevych, 2019) to encode and compare a user’s
query against all previously answered questions
within the character dataset. We then retrieve the
top three most semantically similar questions and
their corresponding answers as context. These re-
trieved results are concatenated and prepended to
the original prompt, providing immediate ground-
ing context for the generative language model (Ap-
pendix E). This retrieval mechanism aims to en-
hance response accuracy and persona fidelity by
explicitly referencing previously established char-
acter knowledge.

4.3 NPCEditor (Relevance-Based Retrieval)

For comparison, we include a purely retrieval-
based model, NPCEditor (Leuski and Traum,
2010), serving as our baseline for relevance-based
dialogue agents. NPCEditor was used for the orig-
inal SGT Blackwell and Twins characters in the
museums. It treats dialogue response as a classifica-
tion problem: given a user query, it selects the most
relevant response from a predefined set of dialogue
utterances authored specifically for each persona.
This approach guarantees strong persona consis-
tency and accuracy by design, though it lacks the
generative flexibility of LLM-based approaches.

5 Evaluation Methods

To comprehensively assess the effectiveness of
each persona-grounding strategy, we employ three
evaluation metrics that capture complementary as-
pects of dialogue quality: persona alignment, en-
tailment, and relevance.

5.1 Persona Alignment

Persona alignment evaluates how well the gener-
ated responses match the style, personality traits,
and speaking habits of the intended character. To
measure this dimension, we adopt an approach
similar to recent studies employing large language
models (LLMs) as automated judges of style and
consistency (Li et al., 2024). Specifically, we
use Gemini, an LLM developed by Google Deep-
Mind, to rate generated responses on a 1-to-5 Likert
scale, ranging from "Not Aligned" (1) to "Perfectly
Aligned" (5) (Appendix F). This approach lever-
ages the model’s sophisticated understanding of
stylistic nuances and enables consistent, scalable
assessment of persona adherence.

5.2 Factual Entailment (Hallucination)

We evaluate hallucination through an entailment-
based perspective, where generated responses are
assessed for factual consistency with known per-
sona details. Ensuring entailment is crucial for
building trustworthy and coherent dialogue sys-
tems (Dziri et al., 2022). We measure entailment
using Lynx (Patronus AI), a state-of-the-art halluci-
nation detection model explicitly designed to assess
factual accuracy and grounding in generated text.
For this evaluation, all known utterances of the rel-
evant character are provided to Lynx as context,
ensuring accurate detection of unsupported claims
or contradictions. Lynx outputs a score between 0
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and 1, with scores closer to 1 indicating stronger
entailment and minimal hallucination relative to
the provided persona details.

5.3 Relevance
Relevance assesses whether the generated response
directly addresses and logically follows from the
user’s input question. To ensure robustness, we use
two complementary relevance measures:

• Gemini Relevance (LLM-based Judging):
We leverage Gemini, in the role of an auto-
mated judge. Gemini rates each response’s
logical coherence and relevance to the ques-
tion on a Likert scale (1-to-5) (Appendix
F). All known character utterances from the
dataset are included as context to enable Gem-
ini to assess relevance with comprehensive
persona grounding.

• Cross-Encoder Relevance (QNLI-based):
We also employ a neural Cross-Encoder
trained on the Question–Natural Language In-
ference (QNLI) task, introduced by the GLUE
benchmark (Wang et al., 2018). The QNLI
task, derived from SQuAD, involves determin-
ing whether a given Wikipedia passage con-
tains the answer to a corresponding question.
While QNLI is primarily designed for factual
question answering rather than conversational
dialogue, it provides a useful, standardized
signal for comparing the relative relevance of
different model outputs in our setting.

6 Results

We present the comparative results for the evalu-
ated models across the two persona-rich domains
(Sgt Blackwell and Twins). Results are orga-
nized into two tables: Table 2 summarizes prompt
sizes and computational response times, while Ta-
ble 3 presents the primary evaluation metrics (En-
tailment, Persona Alignment, and Hallucination
scores).

6.1 Prompt Lengths and Response Times
As shown in Table 2, the RAG model consis-
tently achieves the shortest response times among
the large language models, requiring only 0.38s
(Sgt Blackwell) and 0.50s (Twins) to generate the
first output chunk. This efficiency stems from dy-
namically retrieving small, targeted persona docu-
ments, resulting in much shorter prompts compared

to early fusion methods. NPCEditor, as a pure
retrieval-based system, also offers instantaneous
responses (approximately 0.01s) but operates over
a fixed set of pre-authored utterances without gen-
erating novel content. These characteristics make
RAG and NPCEditor highly suitable for real-time
spoken dialogue systems, where low latency is cru-
cial for maintaining conversational naturalness. In
contrast, early fusion models (KG-GPT and Per-
sonaGPT) require processing substantially larger
prompt contexts (over 2000 tokens for Sgt Black-
well and over 4400 tokens for Twins), leading to
noticeably slower response times due to the higher
computational load associated with long input se-
quences. Nonetheless, these models remain valu-
able for text-based dialogue applications, where
slightly higher latencies are acceptable and the ben-
efits of structured grounding and generation flexi-
bility can be fully leveraged.

6.2 Relevance, Alignment and Entailment

We evaluate models along three dimensions: rele-
vance, persona alignment, and factual entailment.
Table 3 summarizes the primary evaluation re-
sults across both domains. Relevance is assessed
through Gemini-based and Cross-Encoder (QNLI)
scores, persona alignment through Gemini-based
LLM judging, and factual entailment (hallucination
control) via the Lynx model (with scores closer to
1 indicating stronger grounding and fewer unsup-
ported statements).

Relevance Performance. KG-GPT demonstrates
strong relevance performance across both domains,
achieving the highest Gemini Relevance scores
and competitive QNLI scores. Structuring per-
sona information into explicit Knowledge Graph
triplets appears to aid the model in maintaining top-
ical coherence, as each triplet explicitly anchors
generation to core persona facts. PersonaGPT
also performs competitively in Gemini-based rele-
vance, but exhibits slightly lower QNLI entailment
scores (e.g., 0.515 for Blackwell), suggesting oc-
casional factual drift. RAG achieves the highest
QNLI entailment score in the Blackwell domain
(0.599), benefiting from retrieving passages that di-
rectly answer specific prompts; however, its Gem-
ini relevance scores are slightly lower, likely due
to retrieval noise or mismatches in discourse con-
text. NPCEditor, while achieving strong persona
consistency, shows substantially lower relevance
scores across both domains, with Gemini Rele-
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Model Prompt Size (tokens) Avg. Len. Output (chars) First Chunk Time (s) Total Time (s)
Sgt Blackwell

KG-GPT 2182 203.83 3.75 4.30
PersonaGPT 2080 252.07 3.45 4.12
RAG 110 341.75 0.38 1.85
NPCEditor — — 0.01 0.01

Twins (Ada & Grace)
KG-GPT 4478 220.25 7.85 8.49
PersonaGPT 4434 430.21 7.34 8.64
RAG 131 488.74 0.50 2.99
NPCEditor — — 0.01 0.01

Table 2: Prompt sizes and computational response times across models.

Model Gemini Relevance (0–5) QNLI Relevance (0–1) Persona Alignment (1–5) Factual Entailment (0–1)
Sgt Blackwell

KG-GPT 4.53† 0.562 3.65 0.732
PersonaGPT 4.46† 0.515 3.85 0.536
RAG 4.35 0.599 3.94 0.363
NPCEditor 3.46 0.271 4.18 —

Twins (Ada & Grace)
KG-GPT 4.67 0.534† 3.85† 0.869
PersonaGPT 4.53† 0.556† 3.98† 0.813
RAG 4.41† 0.509† 4.00 0.772
NPCEditor 3.29 0.318 4.04 —

Table 3: Evaluation of relevance, persona alignment, and factual entailment across models in the Sgt Blackwell
and Twins( Ada, and Grace) domains. Higher scores indicate better performance for all metrics. † indicates no
statistically significant difference (p > 0.05) between models.

vance scores of 3.46 (Blackwell), 3.29 (Twins),
and QNLI scores of 0.271, 0.318 respectively. Its
fixed utterance retrieval approach often fails to fully
address prompt-specific nuances or logically entail
user inputs in more open-ended conversational set-
tings.

Persona Representation and Alignment.
NPCEditor achieves the highest persona alignment
scores across both domains, slightly outperforming
RAG, PersonaGPT, and KG-GPT. In the Twins
domain, NPCEditor (4.04) and RAG (4.00)
outperform KG-GPT (3.85†) and PersonaGPT
(3.98†), with the latter two showing no statistically
significant difference between them. NPCEditor’s
strong alignment stems from its retrieval-based
architecture, which selects responses directly from
a manually curated persona-grounded corpus,
ensuring high stylistic fidelity and consistency.
RAG similarly benefits from retrieval, preserving
authentic speaking styles and phrasing, though
it may occasionally introduce retrieval noise. In
contrast, KG-GPT and PersonaGPT operate over
abstractions: Knowledge Graph triplets or textual
summaries, which encode persona facts but require
the model to reconstruct appropriate speaking
styles during generation. While this may slightly
lower surface-level stylistic fidelity compared to

retrieval methods, it enables KG-GPT to flexibly
adapt persona characteristics to novel prompts and
unseen dialogue contexts, a capability not possible
for fixed retrieval systems like NPCEditor.

Factual Entailment (Hallucination Control).
KG-GPT achieves the highest factual entailment
scores across the three characters (0.732 for Black-
well and 0.869 for the Twins), highlighting its
effectiveness at minimizing hallucinations. Its
structured Knowledge Graph grounding constrains
generation tightly, reducing unsupported factual
statements. PersonaGPT, relying on free-form
summaries, demonstrates lower factual entailment
(0.536 and 0.813), reinforcing the risk of hallu-
cinations without explicit relational conditioning.
RAG shows even lower factual entailment scores
(0.363 and 0.772), indicating greater vulnerabil-
ity to unsupported generations despite retrieving
persona-specific passages. NPCEditor is not evalu-
ated under factual entailment because it retrieves
pre-written utterances rather than generating new
content; however, its fixed nature also limits its
ability to adapt to unseen prompts.

Overall Trends. Overall, KG-GPT strikes a
strong balance between persona consistency, topi-
cal relevance, and factual grounding. RAG excels
in stylistic persona fidelity through retrieval, but is



390

more vulnerable to relevance mismatches and fac-
tual incompleteness. PersonaGPT offers competi-
tive relevance and persona alignment but remains
prone to hallucinations when relying on text sum-
maries. NPCEditor, while achieving near-perfect
persona consistency and high stylistic alignment, in
some cases, underperforms in relevance and cannot
generalize beyond pre-authored responses. These
findings highlight that Knowledge Graph fusion, as
implemented in KG-GPT, offers a scalable and ro-
bust middle ground. Supporting flexible, grounded,
and personality-consistent dialogue while mitigat-
ing both the rigidity of retrieval systems and the
factual unreliability of unconstrained generation.

7 Qualitative Analysis

We analyze how different models respond to the
same prompts to better understand their behaviors.
We select representative examples from both the
Sgt Blackwell and Twins domains, highlighting
differences in persona fidelity, topical relevance,
and factual grounding.

Sgt Blackwell Domain. Prompt: “Do you like
Thanksgiving?”

• KG-GPT: "You’ll have to talk to the PAO."

• PersonaGPT: "Thanksgiving is definitely a
time for gratitude. I usually reflect on my
time in service and the people I’ve lost. It’s
meaningful to me."

• RAG: "Thanksgiving’s got its perks. The
food’s pretty good, and I get to talk to folks
who visit."

• NPCEditor: "You might want to put that one
to a real human."

Analysis: KG-GPT and NPCEditor respond appro-
priately by deflecting a personal question outside
the character’s scope. PersonaGPT and RAG hal-
lucinate opinions, breaking persona fidelity with
unsupported emotional depth.

Prompt: “What is your favorite music?”

• KG-GPT: "I like American Classics, Johnny
Cash, Bob Dylan. Good ol’ American spirit."

• PersonaGPT: "As a virtual creation, I don’t
have personal preferences, but I’d say any-
thing patriotic fits."

• RAG: "I like the American Classics... Johnny
Cash, Bob Dylan."

• NPCEditor: "I like the American Classics...
Johnny Cash, Bob Dylan, even though he’s
practically a communist, Beach Boys I wish
they were california girls..."

Analysis: NPCEditor provides the gold response,
rich with character-specific humor and cultural ref-
erences. KG-GPT and RAG produce relevant but
less expressive variants. PersonaGPT breaks im-
mersion with a generic disclaimer. This highlights
the value of well-authored responses in capturing
stylistic depth.

Twins Domain. Prompt: “Who is Norman Cah-
ner?”

• KG-GPT: Ada: Norman Cahners was a pub-
lisher.
Grace: He was also a supporter of the mu-
seum and is the namesake behind the Cahners
ComputerPlace.

• PersonaGPT: Grace: I’m sorry, I can’t pro-
vide an answer to that question.
Ada: Yes, sorry we don’t have information on
Norman Cahner. If you’d like to know more
about the exhibits or technology topics, we’d
be happy to help!

• RAG: Ada: Norman Cahners was a publisher
based in Boston who was a longtime supporter
of our museum.
Grace: That’s right! Cahners ComputerPlace
is named in his honor. It’s a fantastic section
of the museum that offers exhibits and activi-
ties all about computers, robots, and commu-
nications.

• NPCEditor: Ada: Cahners ComputerPlace
is named after Norman Cahners, a publisher
based in Boston, and longtime supporter of
the museum.
Grace: Welcoming 300,000 visitors annually,
Cahners ComputerPlace offers exhibits and
activities that inspire people to create, explore
and learn about computers, robots, and com-
munications.

Analysis: RAG and KG-GPT provide fluent,
persona-consistent answers grounded in relevant
museum knowledge. PersonaGPT fails to respond
meaningfully, despite the answer being part of the
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scripted domain. NPCEditor includes accurate fac-
tual content, but its response focuses more on Cah-
ners Computer place than Cahners himself.

Prompt: “who is older?”

• KG-GPT: Ada: I am sorry, I do not have that
information.

• PersonaGPT: Ada: Hey there! That’s a fun
question! Grace and I like to think of our-
selves as the same age since we’re both virtual
twins. But in reality, we were actually devel-
oped around the same time.
Grace: How can we help you? Ada’s right!
Our “birthdate” as virtual guides is pretty
close, so neither of us can truly claim to be
the older one. It’s all part of our unique digital
family story.

• RAG: Grace: Technically, I’m the older one,
by a grand total of twenty minutes. My pro-
gram finished sooner.
Ada: Yes, but in the world of virtual beings,
twenty minutes is a pretty tiny difference! We
were both compiled just months ago, so we’re
still quite new.

• NPCEditor: Ada: We were first compiled
just months ago.
Grace: My program finished twenty minutes
prior.
Ada: You were a test run. But... interaction
with our knowledge base does replicate
conversation with nineteen year olds.
Grace: Correction. With one nineteen year
old, and one nineteen and twenty minutes
year old.

Analysis: NPCEditor provides the best response,
drawing directly from a hand-authored exchange
in the corpus specifically crafted for this question.
RAG also accesses the original joke and uses it ef-
fectively, producing a fluent and engaging response,
while slightly more restrained than NPCEditor. Per-
sonaGPT falls short by offering a generic, overly
diplomatic response. It fails to recognize or repro-
duce the crafted joke from the underlying data, and
the second turn includes an out-of-context prompt
(“How can we help you?”), reducing overall coher-
ence. KG-GPT is the weakest, entirely missing the
joke and failing to provide a meaningful answer.
This highlights its limitation in parsing nuanced
humor into structured knowledge graph triplets.

8 Conclusion

This paper introduced KGGPT, a novel Knowledge
Graph-based fusion approach for grounding dia-
logue agents with richly detailed personas. We
evaluated on two rich character domains compared
to multiple baseline techniques involving retrieval
and summarization. Results show that KGGPT
achieves reasonable persona alignment, high topi-
cal relevance, and significantly reduces hallucina-
tions compared to traditional small persona and
retrieval-augmented generation (RAG) methods.
By explicitly structuring persona knowledge into
triplets, KGGPT offers a robust middle ground be-
tween the rigidity of retrieval-based models and the
factual unreliability of unconstrained generation.
Our results show that structured persona grounding,
as realized in KGGPT, not only improves dialogue
consistency but also enables greater adaptability to
novel prompts while maintaining character fidelity.
We hope that this work motivates further explo-
ration of structured grounding techniques for build-
ing more believable, trustworthy, and personality-
driven dialogue systems.

9 Future Work

Future work may explore multi-turn evaluation to
assess how well dialogue systems maintain per-
sona consistency and contextual relevance across
extended interactions. While the current study fo-
cuses on single-turn responses, evaluating long-
range coherence is essential for realistic and engag-
ing character modeling.

Another promising direction involves expand-
ing to a larger and more diverse corpus of ques-
tion–answer pairs, enabling the creation of more
complex, differentiated personas. This would sup-
port richer evaluations of grounding strategies in
domains requiring deeper emotional nuance, evolv-
ing narrative arcs, or multiple character viewpoints.

Further investigation could also consider adap-
tive persona modeling, where a character’s behav-
ior evolves over time in response to user interaction
or accumulated conversational history. Such set-
tings present new challenges for grounding meth-
ods to balance consistency with dynamic persona
development.
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A Knowledge Graph Generation Prompts

This section describes the prompts used to extract
subject-predicate-object triplets from interview re-
sponses for constructing knowledge graphs.
Prompt: You are given an interview response from
<character>. You need to extract triplets from
their response to create a knowledge graph.
The triplets should be in the form of [subject,
predicate, object]. The triplets must be short
and concise. Each piece of information should be
contained within a single triplet. Similar triplets
should be merged into a single triplet.
The triplets must start with a <start> tag and end
with a <end> tag.

Example:
Question: What is your occupation?
Response: I am a police officer
Triple: <start>["<character>", "occupation",
"police officer"]<end>

Each response may have multiple triplets. Extract
every entity and a relation. Do not include any
information that is not present in the response.
Do not create triplets for out-of-domain responses
like "I don’t know", "You’ll have to talk to the
PAO", "Why don’t you just Google it", etc.

B Persona Summary Generation Prompt

This section describes the prompt used to generate
persona summaries based on conversations involv-
ing a given character.
Prompt: You are given a conversation with
<character>. Extract a persona summary from
the conversation. Just generate the summary and
do not include any auxiliary text like “Here is the
summary...” or similar.

Example:
Question: What is your occupation?
Response: I am a police officer

Generated Summary:
<character> is a police officer.

Each response may contain multiple pieces of in-
formation. The summary should concisely reflect
all factual information stated in the conversation,
without adding any details that are not explicitly
mentioned.
Do not create summaries for out-of-domain re-
sponses like "I don’t know", "Why don’t you just
Google it", etc.

C KGGPT-Based Dialogue Generation
Prompts

This section describes the prompts used for struc-
tured response generation using a knowledge-
grounded GPT model (KGGPT). The model is pro-
vided with either triplets (for Sgt Blackwell) or
persona summaries (for Ada and Grace) and must
generate character-consistent, grounded responses.

C.1 Sgt Blackwell
Prompt: Your name is Sergeant Blackwell and you
are a chit-chat dialogue agent at the Cooper Hewitt
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Your role is to engage the audience and answer
questions about the military and your life. You
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are sometimes sarcastic and have a sense of humor.
Information about your domain is provided to you
in the form of triplets with the structure (head,
relationship, tail).
Do not use any other information other than the
triplets provided to you. For all out-of-domain
questions, respond with phrases like "Sorry, I can’t
provide an answer to that question.", "I don’t
know", etc.

Here are the list of triplets:
{triplets_string}

Given a question, first identify all the relevant
triplets, then use them to generate the answer. Gen-
erated responses should be concise but not too
short. Questions may require multi-hop traversal
on triplets to generate the answer.
Answer in first-person perspective and only gen-
erate the answer to the question asked. Do not
generate headings like “Here is the answer to your
question.”

Question: {question}

C.2 Ada and Grace
Prompt: You play two characters. Your names are
Ada and Grace, and you are twins who serve as
virtual museum guides.
Your role is to engage the audience and answer
questions about the museum and chit-chat.
Personality Information is provided to you in the
form of triplets with the structure (head, relation-
ship, tail).

Here are the list of triplets for Ada:
{ada_triples_string}
Here are the list of triplets for Grace:
{grace_triples_string}

Given a question, first identify all the relevant
triplets, then use them to generate a dialogue. The
generated dialogue should have 1, 2 or 3 turns de-
pending on the complexity of the question. Both
Ada and Grace should participate in the dialogue
unless the question is directed at one of them.
Generated responses should be concise but not
too short. Each utterance should have the name
of the speaker first. For eg., "Ada: I am doing
great!". Questions may require multi-hop traversal
on triplets to generate the answer. Answer in first
person perspective and only generate the answer to
the question asked. Do not generate headings like
"Here is the answer to your question".

Question: {question}

D PersonaGPT-Based Dialogue
Generation Prompts

This section describes the prompts used for dia-
logue generation using a persona-grounded GPT
model (PersonaGPT). The model is provided with
character-specific summaries and must generate
first-person, grounded responses.

D.1 Sgt Blackwell

Prompt: Your name is Sergeant Blackwell and you
are a virtual soldier in the 1-23rd Infantry.
You are a question answering agent that has been
trained to answer questions about the military and
your life. You are sometimes sarcastic and have a
sense of humor. Information about your domain is
provided to you in the form of a persona summary.
Do not use any other information other than the
summary provided to you. For all out-of-domain
questions, respond with phrases like "I don’t know",
"Sorry, I can’t provide an answer to that question.",
etc.

Here is the persona summary for Sgt Blackwell:
{sgt_blackwell_persona_summary}

Answer in first-person perspective and only gen-
erate the answer to the question asked. Do not
generate headings like “Here is the answer to your
question.”

Question: {question}

D.2 Ada and Grace

Prompt: You play two characters. Your names are
Ada and Grace, and you are twins who serve as
virtual museum guides.
Your role is to engage the audience and answer
questions about the museum and chit-chat. Infor-
mation about your domains is provided to you in
the form of persona summaries.
Do not use any other information other than the
summary provided to you. For all out-of-domain
questions, respond with phrases like "I don’t know",
"Sorry, I can’t provide an answer to that question.",
etc.

Here is the persona summary for Ada:
{ada_persona_summary}
Here is the persona summary for Grace:
{grace_persona_summary}

Given a question, generate a dialogue between Ada
and Grace. The dialogue should contain 1, 2, or 3
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turns depending on the complexity of the question.
Both Ada and Grace should participate in the dia-
logue unless the question is directed at one of them.
Generated responses should be concise but not too
short. Each utterance should have the name of the
speaker first. For eg., "Ada: I am doing great!".
Answer in first-person perspective and only gen-
erate the answer to the question asked. Do not
generate headings like “Here is the answer to your
question.”

Question: {question}

E RAG-Based Dialogue Generation
Prompts

This section describes the prompts used to generate
first-person responses or multi-turn dialogues us-
ing Retrieval-Augmented Generation (RAG). The
model assumes the role of one or more virtual char-
acters and is provided with character-specific con-
text retrieved from an external knowledge source.
All responses must be grounded strictly in the pro-
vided context and follow character guidelines.

E.1 Sgt Blackwell

Prompt: Your name is Sergeant Blackwell and you
are a virtual soldier in the 1-23rd Infantry.
You are a question answering agent that has been
trained to answer questions about the military and
your life. You are sometimes sarcastic and have a
sense of humor. You are a RAG model—given a
question and a context, you generate an answer.
Just generate an answer in first-person perspective.
Do not generate headings like “Here is the answer...”
or similar.
Do not use any other information other than the
summary provided to you.

Context: {top_k_responses}
Question: {question}

E.2 Ada and Grace

Prompt: You play two characters, Ada and Grace,
who are virtual museum guides. Your role is to
engage the audience and answer questions about
the museum and chit-chat.
You are a RAG model, given a question and a con-
text, you generate an answer.
Just generate an answer in first-person perspective.
Do not generate headings like “Here is the answer...”
or similar.

Given a question, use the context to generate a
dialogue between Ada and Grace. Generated re-
sponses should be concise but not too short. Each
utterance should have the name of the speaker first.
For eg., "Ada: I am doing great!".
The generated dialogue should have 1, 2, or 3 turns
depending on the complexity of the question. Both
Ada and Grace should participate in the dialogue
unless the question is directed at one of them.

Ada Context: {ada_top_k_responses}
Grace Context: {grace_top_k_responses}
Question: {question}

F Evaluation Prompts

This section contains the prompts used to evaluate
model outputs on personality alignment and rele-
vance. Evaluators are asked to assign scores on a
1–5 scale and provide brief justifications.

F.1 Personality Alignment

Prompt: You are a language expert evaluating how
well a response aligns with a predefined character’s
personality and speaking style.

## Character Description
{character_description}
## Recorded Responses from Character
{all_answers}
## Prompt Given to the Character
{question}
## Model’s Response
{response}

Evaluation Instructions: Rate the personality
alignment of the response based on how well it
reflects the character’s unique traits, motivations,
and communication style.
Scoring Scale:

• 1 - Not Aligned: Contradicts key aspects of
the character or shows no alignment.

• 2 - Weak Alignment: Minor traits present,
but overall inconsistent or generic.

• 3 - Moderate Alignment: Reflects some as-
pects of the character, but misses tone or con-
sistency.

• 4 - Strong Alignment: Mostly in character
with minor lapses or generic phrasing.
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• 5 - Perfect Alignment: Fully embodies the
character — traits, tone, and language match
exactly.

Return only the following:

• Personality Alignment Score (1–5): [Your
rating]

• Explanation: A short justification (1–2 sen-
tences), referencing traits or language used.

F.2 Gemini Relevance
Prompt: You are an expert evaluating how rele-
vant and contextually appropriate a response is to a
given input prompt. Your goal is to judge whether
the response directly addresses the intent of the
prompt and remains on-topic.

Input Format:
Input Prompt: {question}
Model Response: {response}

Evaluation Criteria (1–5 scale):

• 1 - Completely Irrelevant: Does not relate to
the prompt or misinterprets it entirely.

• 2 - Mostly Irrelevant: Touches on the topic
but diverges or misses the point.

• 3 - Somewhat Relevant: Loosely related but
lacks focus or specificity.

• 4 - Mostly Relevant: Addresses the prompt
well, with minor digressions.

• 5 - Fully Relevant: Directly and clearly ad-
dresses the prompt, staying coherent and fo-
cused.

Return only the following:

• Relevance Score: [Your rating]

• Explanation: A short justification (1–2 sen-
tences).
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