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Abstract

Knowledge graphs are a rich source of useful
background information for RAG-based dia-
logue systems, but the accidental inclusion of
extraneous information harms model perfor-
mance. Thus, retrieval models must carefully
balance quality and quantity of retrieved infor-
mation. To address this problem, we investi-
gate a method of retrieving relevant subgraphs
of maximum relevance and minimum size by
framing this trade-off as a Prize-collecting
Steiner Tree problem. We evaluate this ap-
proach with an analysis of subgraph retrieval
with existing data along with a user study and
evaluation. The results of our user study and
analysis indicate promising efficacy of a simple
subgraph retrieval approach compared with a
top-k retrieval model.

1 Introduction

Contemporary approaches in NLP using large lan-
guage models (LLMs) often employ retrieval aug-
mented generation (RAG) as a means of improving
LLM output without the need for costly fine-tuning
(Lewis et al., 2020). However, studies have shown
that the inclusion of irrelevant information harms
system performance (Shi et al., 2023; Ding et al.,
2024). LLMs in dialogue systems may also make
use of RAG to include additional context to assist
the model to accurately answer queries or other-
wise provide more interesting conversational con-
tent (Dinan et al., 2018; Chaudhuri et al., 2021).
This information is often drawn from knowledge
graphs (KGs), which are a flexible structure for
representing background information seeing appli-
cation in question-answering and dialogue (Li et al.,
2022; Huang et al., 2019; Peng et al., 2023). Partic-
ularly in task-oriented dialogue, RAG can reduce
hallucinations (Shuster et al., 2021) and retrieve
task-specific information. Systems relying on KGs
often require filtering methods to identify useful
information (Thulke et al., 2021). Thus, RAG re-
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Figure 1: Subgraph retrieval methods in a RAG pipeline
for task-oriented dialogue. Given input dialogue con-
text, the graph elements are scored for relevance to con-
text. Our model using the Prize-Collecting Steiner Tree
(PCST) algorithm then retrieves a subgraph maximizing
the reward (relevance) of nodes while minimizing a cost
assigned to edges yielding the smallest subgraph with
the greatest reward, in contrast to top-k retrieval.

quires methods that flexibly retrieve maximal rele-
vant information with minimal extraneous items.

In light of this challenge, we investigate a graph-
based approach to maximizing relevant information
retrieval from knowledge graphs while constraining
the total amount of retrieved information. Recent
work in question answering suggests that retrieval
methods based on constructing subgraphs within a
knowledge graph are effective for mitigating model
hallucinations (He et al., 2024). Inspired by such
retrieval mechanisms, we present a study of an
approach to subgraph retrieval framed as a Prize-
Collecting Steiner Tree (PCST) problem.

While the information of certain nodes and edges
of the graph have relevance for generating an ap-
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propriate system response at a given turn, it is also
possible for larger structures such as paths to repre-
sent complex interactions in the background knowl-
edge. A sequence of nodes and edges may only
be useful in combination with each other, and the
exclusion of intervening elements between those
that are retrieved may omit important information.
Although the simplicity of a classic top-k informa-
tion retrieval is attractive for many applications,
when it is applied to graphs, structural information
is disregarded in the information retrieval and lost
in translation to the LLLM prompt. For this reason,
we investigate whether subgraph-based retrieval
provides more relevant information compared to
a system retrieving and ranking individual edges
without the specific graph structure.

In this work, we present a study comparing
PCST subgraph retrieval against top-k retrieval of
KG information. Our work presents the three fol-
lowing contributions:

* An implementation of a simple but effective
RAG pipeline for task-oriented dialogue using
PCST-based subgraph retrieval.

* An experimental analysis of the PCST-based
retriever using a task-oriented dialogue dataset
with respect to both retrieval performance on
annotated data and overall relevance of re-
trieved subgraphs.

* A user study comparing task-oriented dia-
logue systems using the PCST-based retriever
against a top-k baseline.

The experimental evaluation focuses on the rela-
tive utility of subgraph retrieval using PCST com-
pared against commonly used top-£ retrieval which
does not make use of graph structure, demonstrat-
ing the utility of the proposed method in a task-
oriented dialogue setting.

The remainder of this paper is structured as fol-
lows: In Section 2, we review related approaches
to retrieval in knowledge graphs within question
answering and dialogue systems. Next, in Section
3 we outline the proposed approach to retrieval
formulated as a Prize-Collecting Steiner Tree, and
how this is implemented. Section 4 then contains
the description of our experiments using the Graph-
WOZ dataset and our user experiment, along with
our analysis of the results. Lastly, we outline the
conclusions of our work in Section 5.

2 Related Work

Dialogue systems using RAG encompass both the
use of large, static KGs of general information such
as ones derived from dumps of Wikipedia (Dinan
et al., 2018) as well as smaller dynamic KGs repre-
senting dialogue-specific information such as men-
tal states or logical inferences (Qiu et al., 2022). An
example of task-oriented dialogue using dialogue-
specific KGs is the Key-Value Retrieval Networks
of Eric et al. (2017). Meanwhile, Ghazvininejad
et al. (2018) used a sequence-to-sequence model
conditioned on dialogue history and background
facts to generate more appropriate responses. Other
models have used directly copied background in-
formation in response generation (He et al., 2023).
To use KG information in an LLM, a conversion to
natural language through the use of templates can
enhance the quality of the model’s responses (Wu
et al., 2023).

Subgraph retrieval specifically is a topic of in-
creasing interest in both question answering (QA)
and dialogue settings. Within QA, the G-Retriever
model of He et al. (2024) made use of PCST sub-
graphs as a component that specifically informed
our approach. Other work includes that of Zhang
et al. (2022), who presented a separate trained sub-
graph retriever to provide results for a QA model.
Additionally, Zhu et al. (2025) presented a sub-
graph retrieval model for QA targeted in part at
reducing ambiguities and redundancies within the
KG during retrieval.

As an example of subgraph retrieval in dialogue
systems, Kang et al. (2022) presented the SURGE
model, which utilized a mechanism to enforce
consistency of embeddings between dialogue con-
text and retrieved subgraphs. Likewise, Park et al.
(2024) evaluated a method of subgraph retrieval on
the OpenDialKG dataset. Some work has also in-
vestigated subgraph retrieval with respect to graphs
incorporating commonsense reasoning (Wu et al.,
2024). In contrast to models using trained com-
ponents, our subgraph-retrieval eschews training
neural models to directly use PCST subgraph con-
struction along with out-of-the-box methods for
scoring relevance in the graph.

3 Subgraph Retrieval

We propose a model of retrieval that constructs
a subgraph using an algorithm to solve a Prize-
collecting Steiner Tree problem (specifically the
Goemans-Williamson algorithm, described in Sec-
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tion 3.2). Let us assume an initial knowledge graph
G = (V,E) where V denotes vertices (nodes)
and E denotes edges across those vertices. The
task of subgraph retrieval is to identify a subgraph
G* = (V*, E*) which is most relevant to the user
query ¢. In the subgraph G*, V* C V. E* C E,
and all edges in E* connect nodes in V'*.

In a Prize-collecting Steiner Tree (PCST) prob-
lem, each node v is associated with a positive re-
ward 7(v) > 0 (also called prize), while each
edge e has a cost ¢(e) > 0. Solving a given
PCST problem then involves finding the subgraph
G* = (V*, E*) that maximizes the total prize mi-
nus the costs of the edges of this subgraph:

argmax Z 7(v') — Z c(e)

G”:(V’CV,E/CE) v’ eV’ e'cE’
(1)

The subgraph extraction can be used as the re-
triever in a RAG pipeline, as shown in Figure 1,
serving to retrieve relevant information from the
knowledge graph that can then be inserted into an
LLM prompt along with dialogue context. In our
experiments, we assign a prize to graph elements
based on a verbalization of their contents compared
against the dialogue context to assess relevance. To
assign these relevance scores, we experiment with
both a neural model and a heuristic model. As a
baseline, we evaluate a method that retrieves graph
nodes and edges independently based solely on
their predicted relevance, without the requirements
of the PCST problem. This approach is concep-
tually similar to other approaches to retrieval in
task-oriented using graph verbalizations (Walker
et al., 2023). For our baseline, we use the same
hyperparameter of £k = 5 top facts retrieved as
evaluated in that work.

G* =

We evaluate these retrieval models using the
GraphWOZ dataset (Walker et al., 2022), which
contains dialogues associated with dialogue spe-
cific, dynamic KGs containing commonsense rea-
soning relations for the dialogue turns. This
dataset contains a set of dialogues paired with task-
specific background information stored in knowl-
edge graphs along with annotations of information
such as user intents. The size of the dataset along
with the existing annotations of e.g. user-intent al-
low us to annotate likely-relevant nodes and edges
at each turn in order to evaluate our approach. Fol-
lowing the analysis with this dataset, we conducted
an experiment using similarly structured tasks in a
live setting to collect user impressions of the sys-

tem’s performance.

3.1 Relevance & Verbalization

At each turn of the dialogue, only a subset of the
KG information is likely to usefully contribute to
the next response in the dialogue. From the sys-
tem’s perspective, we wish to retrieve the maxi-
mum number of relevant elements while minimiz-
ing non-relevant elements. Simple attributes such
as names may easily be retrieved as individual el-
ements without information from their neighbor-
hood. For instance, the question “Who is organiz-
ing the team meeting?” could be answered with
the information in a single edge (“John Smith”
organizing | “team meeting”).

However, more complex interactions might re-
quire multiple edges describing several entities and
their relations. For example, “What times are there
events scheduled in the Omega conference room to-
day?” requires information from a larger subgraph
connecting the conference room, events, times and
the appropriate date. These elements are useful to
the system in combination, and retrieving nodes
and edges in isolation may lose information about
useful long distance relations in the KG. An addi-
tional challenge is the absence of relevance labels.

For modelling relevance in our approach, each
node and edge is assigned an individual relevance
score with respect to the dialogue context. To cal-
culate such scores, we convert the nodes and edges
to text using verbalization templates, which result
in a text form that can be inserted into the system
prompt. This conversion of graph information to
text allows for measures like cosine similarity or
information retrieval heuristics to be used as the
basis for an initial estimate of relevance.

To convert nodes and edges to text, we use tem-
plates based on the node and edge types. Node
verbalization is based on the name (label) describ-
ing the entity, e.g. “John Smith” or “team meeting”
inserted into a pre-defined template associated with
the node type. Thus, the node for “John Smith” is
verbalized as John Smith is a person. For edges,
the verbalization is a pre-defined function which
constructs a simple sentence using the semantic
label of the edge between the start and end node.
An example would be an edge (“John Smith”
attending | “team meeting”’) verbalized as John
is attending team meeting. Each triple in the knowl-
edge graph is thereby converted to text using a
template associated with its semantic label.

This setup for assigning relevance can be viewed
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as a standard document retrieval problem. We test
two models to assign scores: The Okapi BM25
algorithm (Robertson et al., 2009) and a sentence-
BERT model optimized for QA (Reimers and
Gurevych, 2019). Using the scoring model, we
calculate a score based on the the dialogue context
and the verbalization of each node and edge of the
graph. While the user utterance of the current turn
is likely to be the most salient for selecting relevant
entities, previously mentioned entities and infor-
mation may also be useful. For this reason, we
calculate a similarity score using several different
lengths of dialogue history and average them. The
similarity score of a graph element s (node or edge)
to the dialogue context at time ¢, denoted c;, is thus
calculated as:

>ico sim(s, i) )

L
where c;_;+ denotes the dialogue context with the
most recent ¢ turns up to time ¢, sim is a simi-
larity measure, and L is the maximum number of
turns from the dialogue history to include when
computing the similarity score (set to 3 in our ex-
periments).

sim(s,cy) =

3.2 Subgraph Construction

Given a graph, the Goemans-Williamson algorithm
for the PCST problem seeks to construct a con-
nected subgraph G* = (V*, E*) that maximizes
the “prize” (or reward) 7(v) of the nodes in the sub-
graph while minimizing the cost c(e) of its edges,
requiring that the resulting subgraph be connected
(Hegde et al., 2014). This algorithm is designed
for the unrooted PCST problem where no specific
node is required to be a part of the solution. The
details of this algorithm are described in detail by
Hegde et al. (2014). Similarly to the procedure
used by He et al. (2024), we assign prize values
to the nodes and edges of the knowledge graph
as follows. We first calculate the relevance of the
graph verbalizations described in Section 3.1. With
a parameter k for the number of nodes and edges,
we assign a prize of k — ¢ where ¢ is the rank of the
node or edge ordered by cosine similarity. We set
this parameter as £ = 3 nodes and k£ = 5 edges.
In the original PCST problem, only nodes are
assigned to reward values, while edges are given
a cost C' > 0. However, the semantic relation-
ships described by the edge labels are crucial to
understanding the information contained in the KG.
Following a similar approach to He et al. (2024),

we convert each edge to a “virtual” node bearing
label of the original edge and verbalize it as de-
scribed in Section 3.1. This results in two new
edges connecting the virtual node to the original
start and end node of the triple. Therefore, each
of these new edges has half the cost assigned by
an original edge cost parameter C'. It should also
be noted that for the PCST problem, edge direc-
tion is not considered (all edges therefore treated as
undirected, in contrast with our verbalization pro-
cedure). In our experiments, we assign the initial
edge cost C' = 1 (thus each edge connecting the
virtual node receives a cost C' = 0.5). The result-
ing virtual nodes can then be assigned a relevance
score. To implement the subgraph retrieval in our
experiments, we used the pcst_fast library'.

4 Experiments

We assess the performance of proposed approach
in two distinct sets of experiments. We first evalu-
ate the PCST-based approach to subgraph retrieval
by comparing it against a baseline top-k retrieval
on gold-standard annotations of existing data. Ad-
ditionally, we analyze the models with reference
to the overall relevance scores of retrieved graphs.
For the second part of our work, we deploy the
subgraph retrieval method with live users in a task-
oriented setting and obtain their evaluations of the
system relative to a baseline.

4.1 Retrieving gold-standard subgraphs

For the first experiments, we annotate the Graph-
WOZ dataset for relevant triples to the user ques-
tion. While this annotation presents a challenge
in defining which nodes are relevant (and indeed,
whether relevance should be a binary value), the
annotation gives an estimate of which nodes and
edges should be retrieved by the graph given the
dialogue context. As the dataset size is relatively
modest, this annotation extension to GraphWOZ
was performed manually by the first author.

Annotation procedure

We annotate the graph for each turn as follows.
Entities mentioned by the user with a relation to
a second entity which is expressed as an edge in
the graph have this edge along with their start and
end node labelled as relevant. Otherwise, an entity
mentioned individually without specifying any rela-
tions to other entities or attributes has all edges con-
nected to it with their start or end node labelled as

"https://github.com/fraenkel-lab/pcst_fast
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Model Dev Test

Precision Recall F1 Precision Recall F1
Triplesgpos 0.352 0.342 0.347 0.412 0.385 0.398
PCSTgm25 0.444 0.320 0.372 0.496 0.372 0.425
Triplesggrrr 0.317 0.314 0.316 0.320 0.313 0.316
PCSTSBERT 0.383 0.281 0.325 0.351 0.278 0.310

Table 1: Precision, Recall, and F1 on turns of the development and test sets of GraphWOZ containing relevant
nodes and/or edges. These scores are averaged over n = 100 runs due to the possibility of nodes receiving equal
relevance scores, thus resulting in the last node or edge in the top-£ differing in some dialogues. The development
set contained 88 of 181 dialogue turns with at least one relevant node in the KG, while the test set contained 82 of

180.

relevant. A user utterance from the dataset “Right,
do you have Marie’s phone number?” has the
edge (“Marie Shaffer” | phone | “4719170374)
labelled as relevant. Lastly, utterances requesting a
type of entity have all objects of that type and their
immediate neighborhoods annotated as relevant.

Retrieval methods

Using the relevant subgraph annotations in the
GraphWOZ dataset, we evaluate the performance
of PCST-based retriever and top-k retriever with
the use two different relevance scoring methods.
Thus, we evaluate 4 variant approaches to KG re-
trieval for dialogue:

* A top-k triples retriever, ranking individual
triples from the KG with scores from a sparse
retriever (BM25). These triples are then ver-
balized and used as context to the generator
LLM to generate the system response.

* A top-k triples retriever, ranking individ-
ual triples from the KG with cosine similar-
ity scores from a dense retriever (Sentence-
BERT). The triples are used for generation as
with the sparse retriever.

* A PCST-based retriever, constructing a sub-
graph using the scores from a sparse retriever
(BM25) as the prizes assigned to nodes and
edges as described in Section 3.2. The triples
of the retrieved subgraph are then verbalized
and used as context to the generator LLM to
generate the system response.

* A PCST-based retriever, constructing a sub-
graph using the cosine similarity scores from
a dense retriever (Sentence-BERT). The sub-
graph is used for generation as with the sparse
retriever.

To evaluate the retrieval results of these ap-
proaches on the re-annotated GraphWOZ dataset,
we use the standard IR metrics of Precision and Re-
call. Nodes and edges annotated as relevant are the
target class. Because the assigned relevance scores
may be equal or approximately equal, the top-k
nodes and edges may differ slightly in evaluation.
This condition applies both in the triples-retriever
and the PCST-based retriever. For this reason, we
sample the results of each retrieval-scoring model
pair 100 times and average the results.

Results

In our experiments, we observed that the retrieval
models using BM25 relevance scores performed
better than those using the sentence-BERT model,
as shown in Table 1. While the triples retriever
and PCST-based retriever performed similarly in
F1-score when using sentence-BERT, we observed
a slightly higher precision score in the PCST-based
retriever than the triples-retriever, albeit a lower
recall. Qualitatively, the improved precision in the
PCST-based retriever using BM25 appears to result
from turns where the model returns relatively small
subgraphs centered around a core entity under dis-
cussion. In tandem with this effect, the lowered
recall may arise from relatively distant relevant
nodes failing to be included in the subgraph cen-
tered around the core entity. We additionally evalu-
ate the results for statistical significance using the
Mann-Whitney U test and report a p ~ 0.
Comparatively, both retrieval models using rele-
vance derived from sentence-BERT showed similar
performance to each other. Both of these models
underperformed the models using BM25 relevance.
This effect again appeared to relate to the advan-
tage of selecting one or two core relevant entities.
As the verbalizations are comparatively short (in
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Dev Test
Model Sum  PerNode Sum  Per Node
Rel. Rel. Rel. Rel.
Triplesgyys 24.69 1.65 23.21 1.55
PCSTgMm2s 20.91 1.40 20.74 1.35
TripleSqpper  3.54 0.24 3.52 0.23
PCSTsgerT 341 0.21 3.15 0.22

Table 2: Retrieved relevance on the development and
test set of GraphWOZ calculated with respect to the
gold-standard turn responses. The Sum Relevance (Sum
Rel.) is the total of the raw relevance scores in the re-
trieved nodes and edges, while the Relevance Per Node
(Per Node Rel.) divides the sum relevance by how many
nodes are returned.

contrast to an entire document that might be re-
trieved in other applications), the advantage of the
neural model over heuristics may be lessened.

4.2 Relevance to Response

To further understand the relation of the retrieved
graph elements to the dialogue system output, we
can also derive the total prize and prize per node
of the retrieved subgraphs with respect to the gold-
standard response from the dataset. This analysis
yields a second estimate of the retrieval quality
without reference to the annotated labels. At the
outset, we can expect that relevant nodes and edges
will have a higher cosine similarity score to the
system response if they are used in generating that
response and are most likely directly mentioned.
For example, the system response to a user’s ques-
tion such as “What meetings will Mark Williams
attend?” will be highly similar if not identical to
the verbalized fact “Mark Williams is attending sta-
tus update.” This likelihood of graph information
being verbalized directly in the output provides an
indirect signal as to what nodes and edges may help
in generating it. However, this relevance is only
scored with respect to individual graph elements
(nodes and edges), but cannot fully capture paths or
larger structures. Consequently, subgraph retrieval
should reliably include the most relevant elements,
but also include some number of otherwise lower
scored nodes. To investigate the impact of the in-
clusion of nodes on the total relevance, we analyze
the relevance of the subgraphs with respect to the
system response.

The results of this analysis are shown in Ta-
ble 2. For the purposes of this analysis, the rel-
evance scores are relative to the method of rel-
evance scoring used, thus they should be com-

pared between the method of retrieval itself rather
than across scoring methods (that is, the units of
raw BM25 relevance scores are generally higher
than those output by Sentence-BERT). This anal-
ysis showed similar numbers between the base-
line and PCST-based retriever, with the baseline
returning more noticeably higher relevance when
using BM25 relevance scores. Both retrieval mod-
els using Sentence-BERT relevance scores returned
more similar amounts of relevance, with the triples
model returning slightly more. The BM25 function
matches terms as a bag-of-words, thus the scoring
function will miss relevant entities in turns with
indirect references (e.g. pronouns). This limitation
is somewhat mitigated in the PCST-based retriever
using BM25, as a subgraph can be constructed that
contains nodes assigned no relevance by the scor-
ing model.

Our analysis here indicates that, while the PCST-
based retriever returns a lower total relevance to
response as indicated by the scoring model, the
majority of the relevant graph elements (measured
by the relevance scores) are also returned by this
model. The relevant intuition of this decrease in
relevance lies in the fact that the raw relevance scor-
ing mechanism will not capture the relevance of
larger structures such as paths, circuits, or other
subgraph components above the level of triples.
Thus, a retrieval based in subgraph structures will
return nodes and edges which may nominally be
less relevant according to the initial scoring func-
tion, but nevertheless assist in model outputs as
part of a larger context. Notwithstanding this intu-
ition, we should expect the most clearly relevant
elements (more easily identified by a simple rele-
vance scoring model) to be returned regardless.

When comparing the baseline to the PCST-based
retriever, the difference in returned relevance rela-
tive to the scoring method was greater in the models
using BM25. The greater disparity between the two
models when using BM25 indicates less overlap
in which elements are returned, suggesting that the
difference in top-k triples retrieval and PCST-based
retrieval may be most apparent when using BM25
relevance scoring as a basis of comparison.

4.3 User Evaluation

To further compare the models in a practical setting
following our analysis of the subgraph retrieval
with the GraphWOZ dataset, we conducted a user
study with simulated tasks. We recruited a small
group of crowdsourced participants to evaluate the

518



Virtual Agent

Task Description: You're attending a meeting called content project meeting, but you've
realized you need to make sure Jack Roberts attends. As Julia Powell, add them to the
meeting if they aren't already in it.

Hello, my name is Julia Powell. Is Jack Roberts attending the content project meeting?

No, according to my information, you, Julia Powell, are attending the content project
meeting, but | don't have any data indicating that Jack Roberts is also attending it.

Could you please send him an invitation to the meeting?

I'd be happy to help. Unfortunately, | don't have Jack Robert's email address on file.
Would you like me to ask your assistance in getting his contact information?

Do you have other contact information for him?

Figure 2: View of user interface, including task instruc-
tions presented to the user and the initial dialogue turns.

Type your message...

comparative performance of a task-oriented dia-
logue system using subgraph-retrieval versus a top-
k retrieval procedure and asked them to evaluate
system performance according to three statements.
In this section, we describe the details and results
of this study.

Setup

For the user study, we recruited an initial 39 na-
tive English-speaking participants from a crowd-
sourcing platform? to interact with the system, of
which 31 sets of interactions® were retained for our
analysis. The interactions of 8 participants were
ultimately excluded for low quality of interaction
as assessed by a simple attention check during the
experiment to filter for spam. Each participant was
tasked with interacting with the system for four
separate dialogues with a subsequent evaluation of
the system consisting of three statements for the
user to score the system on. At the beginning of
each interaction (shown in Figure 2), the user was
assigned a task to be completed through dialogue
with the system. For each dialogue, the users were
required to complete at least 5 turns of dialogue
with the system. The three statements presented to
the users after each dialogue were:

1. “The system responded to me in a conversa-
tionally relevant way”

2. “The system gave me the information I asked
for”

Zhttps://clickworker.com

*Due to a sampling error, one participant interacted with
the non-verbalized baseline twice without interacting with
the verbalized baseline, resulting in 32 total dialogues for the
former and 30 for the latter; both PCST models have 31.

3. “The system successfully completed my task™

The first two statements asked the user to rate
the system on a 1-5 point Likert scale, while the
task completion statement was a binary answer of
“yes” or “no.” The 1-5 point Likert scale values had
the respective labels: 1) Never, 2) Mostly Not, 3)
Sometimes, 4) Mostly, and 5) Always.

Each task given to the user was drawn from a pre-
generated set of tasks, created by first generating a
graph of data describing the calendar and people of
a fictive organization. The number of people nodes
to be generated was randomly drawn as between
25 and 35 and between 55 and 65 for event nodes.
Every event was given a date between the day of
and one week from the day of the study, and a time
from and time between 8:00 and 5:00. The higher
number of events compared to people in the graph
avoided calendar sparsity and thereby increased
the likelihood of users needing to engage in more
complex dialogue turns such as negotiating avail-
ability in tasks involving scheduling new events.
Along with the generated people and events, details
such as locations (rooms drawn from a fixed set
of names), emails, phone numbers were generated,
and each person and group assigned with a group la-
bel (e.g. “Administration”). Each generated graph
was then paired with a task description randomly
selected from a set of templates containing delex-
icalized scenario descriptions and objectives (see
Appendix A for the full list)

In this study, we evaluated 4 models of retrieval.
The first two are baselines of top-k retrieval with
BM25 scoring (performing best according to the
results of our analysis), one making use of our
verbalization procedure and the other omitting it
by instead simply concatenating labels of triples,
as in other work cf. (Lanchantin et al., 2023). This
comparison allows some estimation of the relative
impact of this component of the pipeline. The
remaining two models made use of PCST-based
subgraph retrieval based respectively on BM25 and
Sentence-BERT (Dense) relevance scoring as used
in our previous analysis (described in Section 3.1).
For all retrieval models, the output of the dialogue
system is generated by an LLM using the retrieval
output as part of a prompt detailing the agent’s
role in helping users find information and schedule
events and instructing the LLM to use the provided
information to do so. For our LLM, we used the
LLaMA 3.1 70B model (Grattafiori et al., 2024)
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Model Rel. Info. Completion
Baselineyy 4.0  3.38 0.56
Baseliney 40 3.13 0.6
PCSTeMmzs 4.19  3.61 0.65
PCSTsperr 4.26  3.58 0.58

Table 3: Average participant scores assigned for the
three statements for each model, corresponding to the
statements assessing Relevance (Rel.), Informativeness
(Info.) and Task Completion (Completion). The first
two models are the baseline top-£ retrieval with non-
verbalized (N'V) and verbalized (V) facts, respectively,
and the latter two are PCST subgraph retrieval using
BM25 and sentence-BERT (SBERT) relevance scores.
Relevance and Informativeness are scored on a 1-5 Lik-
ert scale, while Task Completion is a binary successful /
unsuccessful dialogue.

deployed with Ollama®*.

Results

As shown in Table 3, the study results indicated that
the dialogue model using PCST-based subgraph
retrieval was slightly preferred by the users with re-
gards to the three statements presented. The scores
for informativeness and task completion were over-
all highest with the BM25 retrieval, and highest
for relevance with the PCST retrieval using the
Sentence-BERT retriever scores. The task comple-
tion rates were relatively similar amongst the mod-
els (slightly higher in the baseline using verbaliza-
tion than the PC'STsggrT model), however some-
what the highest when using the PC ST o5 re-
triever. We again evaluated the results of each state-
ment for statistical significance using the Mann-
Whitney U test between the baseline and PCST-
based retrievers, however no comparison of the
baseline models to the PCST-retrieval models re-
turned a value p falling below a threshold of p =
0.05.

Qualitatively, the retrieval methods returned rel-
atively similar core items relevant to the exchange
(typically the highest ranked element). However,
the advantage of the PCST-based retrieval was par-
ticularly visible when retrieving multiple highly rel-
evant entities somewhat removed from each other
in the graph. In a circumstance such as reconciling
availability between multiple people’s calendars,
constraining the KG retrieval to return a connected
subgraph containing the intermediate elements be-

*https://ollama.com/

tween the highest ranked nodes and edges encour-
ages retrieval of useful contextual information. An
example of this scenario is shown in Dialogue 1
in Appendix B. The retrieved subgraph centered
on the Engineering group, which was the common
point of intersection between the two mentioned
people entities and their calendars (both of which
are relevant). Throughout the dialogue, the user re-
lied on information drawn from both their persona’s
calendar and another member of Engineering.

5 Conclusion

In this paper, we have presented a method of KG re-
trieval for task-oriented dialogue. Approaching the
retrieval component of RAG as a Prize-Collecting
Steiner Tree problem, our model retrieves sub-
graphs that maximize dialogue turn relevance while
minimizing retrieved subgraph size. The proposed
subgraph retrieval method has the advantage of
returning a variable number of nodes and edges
that also have a structural relation in the graph.
Subgraph-retrieval with the proposed method can
vary according to dialogue context. Additionally,
the subgraph can contain intermediate elements
that receive no initial relevance score but are still
relevant for the system response. Our experiments
show that despite exhibiting slightly reduced rele-
vance per node with respect to the gold-standard
response, the subgraph retrieval method achieves
a higher F1-score than a baseline top-k retrieval
model when using a heuristic relevance scoring
model. Following this result, our evaluation of
the system with user feedback also indicates that a
task-oriented dialogue system using PCST-based
subgraph retrieval may lead to increased percep-
tions of relevance and informativeness.

6 Limitations

This paper studies the performance of a subgraph-
retrieval method in a task-oriented dialogue dataset.
Our annotations assume that the relevance of nodes
and edges in the graph is a binary value of {relevant,
irrelevant}. However, in practice it may be advan-
tageous to view relevance as a continuous value.
The dataset we use is comparatively small, how-
ever task-oriented nature of the dialogue makes the
annotation task somewhat simpler than for open-
domain dialogue where potentially large classes
of objects might be relevant. Given sufficient an-
notation, subgraph retrieval in other datasets with
potentially larger sets of dialogues in different do-
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mains would aid in understanding the upsides and
downsides of this approach. Additionally, our user
study consists of a relatively small sampling of
participants, which could be expanded upon in fur-
ther work and with further questions, conditions,
or LLMs. As noted, we did not find a statistically
significant result when comparing the user scores
with the Mann-Whitney U Test, thus further study
with additional users would be warranted. Lastly,
with respect to the verbalization procedure, the use
of templates is naturally difficult to scale, therefore
approaches using data-to-text techniques might as-
sist in generalizing our approach to retrieval in
knowledge graphs with different structures
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A Task Templates

You’re a visitor at a new office named _NewPerson_. You’re supposed to meet with
someone named _Person_. Find out if they’re currently available and set up a
meeting with them as soon as they are available.

You’re a new employee named _NewPerson_. You’re supposed to meet with someone
named _Person_. Find out if they are available at _Time_ tomorrow and set up
a meeting with them at or as near to this time as possible.

You’re visiting a research institute and want to find _Person_ today. As
_NewPerson_, find out if they are in a meeting, and if they are available set
up a time to meet with them.

You’ve been invited as _NewPerson_ to talk to members of a local research group
in _Group_. Find out what events this group has tomorrow and who the
organizers are. Set up a meeting with each of them that day

You’re attending a meeting called _CalendarEvent_, but you’ve realized you need
to make sure _Person_ attends. As _NewPerson_, add them to the meeting if
they aren’t already in it.

You’re attending a meeting called _CalendarEvent_. As _NewPerson_, find out when
the event starts, how long it lasts, where it will be, and who is
organizing it.

You’re attending a meeting called _CalendarEvent_. As _NewPerson_, find out who
is organizing the event and what other events are on their calendar.

You’re attending a meeting called _CalendarEvent_. As _NewPerson_, find out
where this meeting will be and what other events will be in that location
that day.

Your name is _NewPerson_, you want to meet with a member of the _Group_ group.

Find someone from this group who is currently available and set up a meeting
with them as soon as possible in an available meeting room.

Your name is _NewPerson_, you want to meet with a member of the _Group_ group.
Find someone from this group who is currently available and set up a meeting
with them as soon as possible in an available meeting room.

Your name is _NewPerson_, you’re supposed to attend a meeting called
_CalendarEvent_. Find out when it is and where it will be held. Then, find
out if you have any meetings after that meeting.

You are _NewPerson_ and have been invited to a meeting called _CalendarEvent_.
Find out when and where this meeting will take place.

You are _NewPerson_, and you want to arrange an hour long meeting called
_NewEvent_. Make an hour long meeting in an available conference room, and
invite _Person_ and _Person_.

Your name is _NewPerson_, and you’d like to talk to _Person_. Find out where
their office is and what floor of the building it’s on.

You are _NewPerson_. Make a meeting with _Person_ in an available meeting room
at _Time_ tomorrow, or at their nearest availability.

You are _NewPerson_. Make a meeting with _Person_ in their office at _Time_
tomorrow, or at their nearest availability.

Your name is _NewPerson_, you want to get in contact with a member of the
_Group_ group. Find a member of this group and get their phone number and
email address.

Your name is _NewPerson_, you want to get in contact with the organizer of
_Event_. Find out their phone number, email address and what group they work
in.

You are _NewPerson_. You’re looking for the contact information of _Person_.
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Find out what group they work in and get their email address.

You are _NewPerson_. Make a meeting at _Time_ tomorrow with two members of the
_Group_ group, or the nearest available time.

You are _NewPerson_, and you want to arrange a meeting called _NewEvent_. Make a
half hour long meeting in an available conference room, and invite _Person_
and _Person_.

You are _NewPerson_, and you want to arrange a meeting called _NewEvent_. Make a
half hour long meeting in an available conference room, and invite _Person_
and at least one member of the _Group_ group.

You are _NewPerson_ and need to find the time and date of a meeting called
_Event_. Find out when what day and time it is and what group is holding it.

You are _NewPerson_. Find out when the meeting called _CalendarEvent_ is, and
make a half hour long meeting with the same attendees immediately after it.

You are _NewPerson_. Find out who is organizing _Event_, and find out the room
number for their office and what group they work in.

You are _NewPerson_. For tomorrow, arrange a meeting with a member of the
_Group_ group and a member of the _Group_ group.

Your name is _NewPerson_, and you need to join a meeting called _Event_. Ask the
robot to add you to the meeting, then make a new meeting afterwards with
the organizer of that event and one other attendee.

Your name is _NewPerson_, and you need to make a meeting called _NewEvent_ after
your meeting _CalendarEvent_. Create the new meeting the same attendees of
that event, excluding the organizer.

As _NewPerson_, find out what events you are organizing, if any. If you are
organizing any events today or tomorrow, cancel them. Then, set up a meeting
called _NewEvent_ with one member from the _Group_ group.

As _NewPerson_, find out what events you are attending, if any. Set up a meeting
called _NewEvent_ with the organizer of one of these events at _Time_, or
with anyone else if you have no events.

Your name is _NewPerson_, and you need to make sure that _Person_ attends a
meeting of yours. Find out what events are on your calendar, and add them to
one of them. If there are no events, create a meeting with the other person
called _NewEvent_.

You are _NewPerson_, and you need to postpone your meetings from today to
tomorrow. Find out what events you have today, and move them to tomorrow at
the same time slots, or the nearest possible time slots.

As _NewPerson_, cancel any morning meetings on your calendar today, and cancel
any afternoon meetings you have tomorrow.

As _NewPerson_, find a meeting on your calendar and move it to one day later at
the same time, then add _Person_ if they are available at that time.

You are a new employee named _NewPerson_. Find out what your new office is, then
set up an introductory meeting with _Person_ in your office tomorrow
morning.

You are _NewPerson_, and you want to invite _Person_ and two members of the

_Group_ group to a meeting. Arrange a meeting called _Event_ tomorrow
morning with these three people.

You are _NewPerson_, and you need to set up a two hour long meeting called
_NewEvent_ tomorrow morning. Invite three available members from the _Group_
and _Group_ groups. If you have any conflicting events on your calendar,
cancel them.
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B Dialogue Examples

Here, we provide some example dialogues taken from the user experiment, both samples taken from
the same user interacting with the system. The first of these was generated by the LLM model using
PCSTp)ro5 retrieval, the second by the Baseline retriever using verbalized facts: Line-breaks in the
verbalized subgraphs are converted to spaces for these transcripts.

Dialogue 1: PCST-retriever (BM25 Scoring)

1 USER: hello I am cameron harvey, I am here to meet Naomi Burton, can you help me set up a
meeting with them?

2 SYSTEM: I’d be happy to assist you, Cameron. As Naomi Burton is also a member of the Engineering
group, I can check their availability. Would you like to schedule a meeting at your earliest convenience,
perhaps after your content status update or communities seminar?

SUBGRAPH: (Cameron Harvey is attending content status update. Cameron Harvey is attending
communities seminar. Cameron Harvey is a member of the Engineering group. Cameron Harvey’s
email address is cameron.harvey @ company.email. Naomi Burton is a member of the Engineering
group.)

3 USER: yes schedule a meeting with their earliest availability.

4 SYSTEM: I’'ve checked Naomi Burton’s calendar and their earliest availability is actually right now,
as they are the organizer of meeting 191e401bb8 which has just started. Shall I let them know you’re
here to meet with them?

SUBGRAPH: (Cameron Harvey is attending communities project meeting. Naomi Burton is the
organizer of 191e401bbS. Cameron Harvey is a member of the Engineering group. Naomi Burton is a
member of the Engineering group.)

5 USER: yes, where is there location so I can start going there now

6 SYSTEM: Content status update, which Naomi Burton is currently attending, will be held in Meeting
Room Beta. You may head to Meeting Room Beta to meet with them.

SUBGRAPH: (Naomi Burton is attending content status update. content status update will be held in
Meeting Room Beta. Naomi Burton is the organizer of 191e401bb8. Naomi Burton is the organizer of
a562641218.)

7 USER: can you give me a map to meeting room beta or tell me where to find a map?

8 SYSTEM: I'm afraid I don’t have the ability to provide physical maps. However, there are digital
display screens located at each floor’s elevator lobby that show the building layout and meeting room
locations, including Meeting Room Beta. You can refer to those for directions.

SUBGRAPH: (applications workshop will be held in Meeting Room Beta. technologies status update
will be held in Meeting Room Beta. mindshare conference will be held in Meeting Room Delta.
Mindshare conference is on 2025-04-12. schemas status update will be held in Meeting Room Beta.
Schemas status update is on 2025-04-12. mindshare conference will be held in Meeting Room Beta. )
9 USER: you did a great job, thank you so much for your help

10 SYSTEM: You're welcome! If you need any more assistance or have any other questions, feel free
to ask. Have a great day and I hope you find Meeting Room Beta easily.

SUBGRAPH: (Jessica Fisher is attending info-mediaries team meeting. info-mediaries team meeting
will be held in Meeting Room Zeta. Jessica Fisher is attending convergence seminar. convergence
seminar will be held in Meeting Room Beta. applications team meeting will be held in Meeting Room
Beta. schemas status update will be held in Meeting Room Beta. interfaces project meeting will be
held in Meeting Room Beta.)

Scores: Relevance: 5, Informativeness: S, Task Completion: 1
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Dialogue 2: Triples-retriever (verbalized facts)

1 USER: I am william jackson. I need to attend a meeting called bandwidth status update. Can you tell
me where this meeting will be and what other events will be in that location that day?

2 SYSTEM: Hello William Jackson, the Bandwidth Status Update meeting (event ID: 7464667393)
does not have a specified location. However, I can inform you that the Communities Seminar and
Initiatives Follow Up meetings will be held in Meeting Room Delta on the same day as your scheduled
event.

SUBGRAPH: (58ab600be7 is an event named bandwidth project meeting 7464667393 is an event
named bandwidth status update communities seminar will be held in Meeting Room Delta. initiatives
follow up will be held in Meeting Room Delta. info-mediaries workshop will be held in Meeting Room
Omega.)

3 USER: What other meetings are that day in any location?

4 SYSTEM: In addition to the Communities Seminar and Initiatives Follow Up meetings, there will
also be a Deliverables Discussion meeting on the same day. However, I do not have information about
the location of this additional meeting.

SUBGRAPH: (initiatives follow up will be held in Meeting Room Delta. deliverables discussion will be
held in Meeting Room Delta. communities seminar will be held in Meeting Room Delta. bandwidth
status update will be held in Meeting Room Delta. initiatives team meeting will be held in Meeting
Room Delta.)

S USER: who is leading the bandwidth status update meeting?"

6 SYSTEM: I don’t have information on who is leading the Bandwidth Status Update meeting (event
ID: 7464667393).

SUBGRAPH: (58ab600be7 is an event named bandwidth project meeting 7464667393 is an event named
bandwidth status update 602168ab8d is an event named communities project meeting 09b5688676 is
an event named initiatives team meeting bcOf0af667 is an event named communities seminar)

7 USER: do you have any other information about this meeting?

8 SYSTEM: No, I don’t have any additional information about the Bandwidth Status Update meeting
beyond its event ID (7464667393) and name.

SUBGRAPH: (58ab600be7 is an event named bandwidth project meeting 7464667393 is an event
named bandwidth status update 09b5688676 is an event named initiatives team meeting Oa9ac3eebf is
an event named networks team meeting al9b168ee? is an event named synergies conference)

9 USER: what do you suggest I do to find out where the meeting is?

10 SYSTEM: I don’t have information on the location of the Bandwidth Status Update meeting.
However, I can tell you that the bandwidth project meeting (event ID: 58ab600be7) does not seem
to be related to the Bandwidth Status Update meeting. You may want to try contacting the meeting
organizer or checking other sources for more information on the location of the Bandwidth Status
Update meeting.

SUBGRAPH: (58ab600be7 is an event named bandwidth project meeting models project meeting will be
held in Meeting Room Beta. initiatives follow up will be held in Meeting Room Delta. info-mediaries
workshop will be held in Meeting Room Omega. vortals seminar will be held in Meeting Room Omega.)

Scores: Relevance: 4, Informativeness: 2, Task Completion: 0
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