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Abstract

Language Style Matching (LSM)—the subcon-
scious alignment of linguistic style between
conversational partners—is a key indicator of
social coordination in human dialogue. We
present the first systematic study of LSM in
Large Language Models (LLMs) focusing on
two primary objectives: measuring the de-
gree of LSM exhibited in LLM-generated re-
sponses and developing techniques to enhance
it. First, in order to measure whether LLMs na-
tively show LSM, we computed LIWC-based
LSM scores across diverse interaction sce-
narios and found that LSM scores for text
generated by LLMs were either below or
near the lower range of such scores observed
in human dialogue. Second, we show that
LLMs’ adaptive behavior in this regard can
be improved using inference-time techniques.
We introduce and evaluate an inference-time
sampling strategy—Logit-Constrained Gener-
ation—which can substantially enhance LSM
scores in text generated by an LLM while pre-
serving fluency. By advancing our understand-
ing of LSM in LLMs and proposing effec-
tive enhancement strategies, this research con-
tributes to the development of more socially
attuned and communicatively adaptive Al sys-
tems.!

1 Introduction

Two humans in conversation rarely behave indepen-
dently of each other. Instead, they show a striking
tendency to unconsciously match the other’s verbal
and non-verbal behavior. Such automatic coordi-
nation between dialogue partners has been shown
to be a fundamental feature of human communica-
tion across multiple behavioral dimensions. In the
non-verbal realm, such alignment has been shown
for posture, mannerisms, facial expressions, cross-
ing of arms and nodding of heads (Condon and
“These authors contributed equally to this work.

!Code and data are available at: https://github.com/
d-noe/LLM_LSM.

Ogston, 1967; Hale and Burgoon, 1984; Chartrand
and Bargh, 1999). In the verbal realm, such be-
havior has been shown in an even wider range -
coordination of acoustic features such as accent,
speech rate, and pitch (Giles et al., 1991; Chartrand
and van Baaren, 2009), pause length (Jaffe and
Feldstein, 1970), lexico-syntactic priming for adja-
cent utterances (Bock, 1986; Pickering and Garrod,
2004; Ward and Litman, 2007; Reitter et al., 2011).

In Language Style Matching (LSM), the best
studied example of such communicative coordina-
tion, individuals in conversation adjust the number
of function words such as articles, prepositions,
pronouns etc. in their responses to mirror the us-
age of such words in their partner’s previous state-
ment (Niederhoffer and Pennebaker, 2002; Taylor
and Thomas, 2008; Ireland et al., 2011; Gonzales
et al., 2010; Danescu-Niculescu-Mizil et al., 2011;
Danescu-Niculescu-Mizil and Lee, 2011). Func-
tion words are known to reliably reflect speakers’
psychological states and traits (Fast and Funder,
2008; Tausczik and Pennebaker, 2010a) and unlike
content words—such as nouns and verbs—they
carry minimal meaning outside of context and are
processed quickly and mostly unconsciously (Bell
et al., 2009).

When two people talking to each other, align
their language styles (characterized by high LSM
scores), they tend to benefit in a number of ways.
They tend to collaborate more effectively in the
short term and maintain longer-lasting relation-
ships, both platonic and romantic. For instance,
studies show that coworkers, whether in exper-
imental settings or real-life workplaces, express
greater mutual liking when their language styles
align during collaboration (Gonzales et al., 2010;
Tausczik, 2009). Similarly, the stability of both
new and long-term romantic relationships increases
when partners naturally synchronize their language
use in conversation (Ireland and Pennebaker, 2010;
Ireland et al., 2011). According to the communi-
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cation accommodation theory, people match each
other’s communication styles to be liked and in-
crease rapport (Giles et al., 1991; Hewett et al.,
2009) and such matching has been suggested to act
as social glue that binds together pairs and groups,
and strengthen their social ties (Chartrand and van
Baaren, 2009). LSM is thus a critical indicator of
social attunement, reflecting alignment and mutual
understanding in interactions.

As Large Language Models (LLMs) come to
be rapidly deployed in inherently social settings
ranging from education to mental health, it is clear
that to see LLMs purely in terms of information
exchange is not enough. We posit that coordina-
tion and alignment with an individual user’s ver-
bal behavior would be crucial to any artificially
intelligent system’s ability to emulate natural hu-
man communication. This study investigates the
phenomenon of language style matching in Large
Language Models. We first measure LSM in LLM
interactions in a range of LLMs using both publicly
available LLM chat datasets recorded in the wild,
and those generated by us for the purpose of this
experiment using a literary completion task. Sub-
sequently, we demonstrate several approaches (e.g.
Logit-Constrained Generation) that can be used to
boost LSM in LLM interactions.

It’s important to note that LSM has been shown
not only in face-to-face human conversations, but
also for indirect conversations in online chats (Gon-
zales et al., 2010; Tausczik, 2009), social me-
dia (Danescu-Niculescu-Mizil et al., 2011), and
even letters sent far apart in time (Ireland and
Pennebaker, 2010; Ireland et al., 2011). It can
thus be assumed to be an integral social aspect of
human communication in all its forms whether it
happens face-to-face or online or in a human-llm
chat. By evaluating LSM in LLMs, we hope to
better understand their capacity to engage users in
meaningful, context-sensitive dialogues, fostering
trust and enhancing user experience. Moreover,
insights from this research can guide the devel-
opment of more adaptive and responsive conver-
sational agents, making them more effective in a
wide range of applications, from education to men-
tal health support.

2 Related Works

Linguistic coordination at the lexical level —as
measured by LSM— remains largely unexplored in
the LLM literature. However, this study aligns with

broader research directions exploring the behaviors
of LLMs. On one hand, given the social dynamics
associated with LSM, it resonates strongly with
studies on LLMs’ social behaviors and adaptive
capabilities. On the other hand, LSM’s design di-
rectly relates to research analyzing the linguistic
characteristics of model-generated texts.

2.1 LLMs Social Knowledge, Behavior and
Adaptability

LLMs are generalist models designed and trained to
adapt to diverse contexts and tasks (Radford et al.,
2019; Han et al., 2021; Kocon et al., 2023). They
are increasingly developed to integrate seamlessly
into various social settings. While some studies re-
port promising results, researchers continue to em-
phasize the importance of further incorporating the
social aspects of language into these models (Hovy
and Yang, 2021; Kulkarni and Raheja, 2023).

Developing socially aware models remains a
challenge and empirical findings present mixed
results regarding their social knowledge. For
instance, evaluations using the SocKET bench-
mark (Choi et al., 2023) —which contains a range
of NLP tasks covering offensiveness, emotion, or
trustworthiness—, or applying a Situational Evalu-
ation of Social Intelligence (SESI) test (Xu et al.,
2024), brings out significant room for improvement
in that area. Conversely, LLMs have been shown to
outperform humans in a social situational judgment
test (Mittelstddt et al., 2024).

Similarly conflicting findings arise from more sit-
uated research endeavors focusing on LLMs’ adapt-
ability to linguistic cues. While some studies have
highlighted different, sometimes detrimental, be-
haviors in response to distinct prompts’ styles, the
capabilities of the models to accommodate to dif-
ferent contexts are disputed. For instance, LLMs
tend to reference British rather than American cul-
tural items when british English vocabulary is in
the input (and reversely) (Jin et al., 2024). On a
more concerning note, studies suggest that they
provide lower-quality responses when prompted
with English varieties deriving from the "standard"
White Mainstream English (WME) (Deas et al.,
2023; Fleisig et al., 2024; Jackson et al., 2024).
Other studies have shown limited adaptability, as il-
lustrated by LLMs’ limited understanding of social
media discourse (Tahir et al., 2025) or their poorer
performances in real-world, rather than purely arti-
ficial, settings (Zhou et al., 2024).

These studies analyse adaptive behaviors or so-
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cial traits and knowledge showcased by LLMs, yet
often tend to focus on high-level outcomes or ex-
amine LLMs in highly specific and constrained
settings, with the risk of departing from more or-
ganic use cases. Moreover, they usually overlook
the underlying linguistic mechanisms driving such
behaviors.

2.2 LLMs Writing Style

The study of the linguistic characteristics of LLM-
generated texts has been particularly nurtured by
the crucial task of Al-content detection. While
most of recent approaches are black-box mod-
els with limited interpretability, thus providing
little insights on what characterizes machine-
generated content (Wu et al., 2025), a few en-
deavors have focused on analyzing the lexical fea-
tures of these texts (Guo et al., 2023; Mufioz-Ortiz
et al., 2024; Rosenfeld and Lazebnik, 2024; Rein-
hart et al., 2024). However such studies remain
sparse and findings are mostly inconsistent. For
instance, when comparing LL.M-generated and
human-written texts, Munoz-Ortiz et al. and Guo
et al. disclose higher frequencies of auxiliary verbs
and lesser use of punctuation in LLM texts, how-
ever both studies find different trends for other
categories such as the use of adjectives, nouns
or pronouns. Furthermore, these studies have
highlighted commonalities across distinct mod-
els (Muiioz-Ortiz et al., 2024; Rosenfeld and Lazeb-
nik, 2024), but also underlined distinct lexical and
stylistic fingerprints (Reinhart et al., 2024; Soto
etal., 2024).

The analysis of machine-generated texts, and
comparisons with human-written content, has also
revealed that artificial texts exhibit lower vari-
ability (Zanotto and Aroyehun, 2024) and lies
in a lower dimensional space (Tulchinskii et al.,
2023).This raises questions about LLMs’ ability to
dynamically adapt their style in a way comparable
to humans.

Despite these insights, a gap remains in integrat-
ing research on psycho-linguistics, social behav-
iors, and human-LLM interactions. The present
work lies at the intersection of these domains and
intends to bridge them by building upon the LSM
framework, which considers linguistic features as
a linchpin of social dynamics.

3 Language Style Matching (LSM)

We adopt the canonical Language Style Match-
ing (LSM) metric originally introduced by Pen-
nebaker and colleagues (Niederhoffer and Pen-
nebaker, 2002) because it has two key method-
ological advantages. First, by focusing exclu-
sively on function-word categories, the measure
captures subconscious stylistic coordination while
remaining largely independent of topical content,
enabling valid comparisons across speakers, tasks,
and—crucially for our work—across human and
LLM dialogue domains. Second, extensive vali-
dation work in existing literature shows that this
exact composite LSM score predicts interpersonal
rapport, relationship formation, and group cohe-
sion in settings ranging from laboratory chats to
speed-dating and small-group problem solving (see,
for example, Ireland et al. (2011); Gonzales et al.
(2010)) establishing both its external validity and
its status as the de-facto benchmark in the litera-
ture. Hence, we retain this standard metric for our
evaluation of LLM-generated text.

3.1 LSM computation

The LSM framework models "style" as the fre-
quencies of words in predefined lexical categories.
It then quantifies the similarity, or amount of
matching, between two or more dialogue partic-
ipants by comparing these frequencies in their ut-
terances (Tausczik and Pennebaker, 2010b).

The categorical LSM for a specific category ¢
between two texts is calculated as:

e — 12|

LSM,.=1—- ———~——=1
¢ fr+f2+e

ey
where f! represents the frequency of words from
category c in text 7, with ¢ € 1,2, and € = 0.0001
prevents dividing by zero in case a dyad uses no
function words of such category.

The LSM score is then computed as the average
across all categories:

LSM = |cl| > LSM, )
ceC

where C is the set of categories, and |C]| is its car-
dinality, i.e. the number of words’ categories. In
practice C is a set of eight categories that each con-
tain a list of predefined words. These categories
are: adverb, article, auxiliary verb, conjunction,
impersonal pronoun, negation, personal pronoun,
and preposition.
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In this study, LSM scores are computed using
the LIWC framework, specifically the LIWC22
dictionary (Boyd et al., 2022).

3.2 Interpreting LSM scores

LSM scores thus ranges from O to 1, with higher
values indicating greater linguistic alignment be-
tween participants. According to LIWC-22, “for
most conversations the number generally range
from 0.83 to 0.94. When comparing standard texts
that are not conversations the numbers are typically
lower usually between 0.75 and 0.88” (James Pen-
nebaker, 2022). However, it’s important to note
that the absolute LSM score in any given study
is context-dependent. Factors such as the nature
of the relationship, communication medium (e.g.,
face-to-face vs. online), and conversational con-
text can influence LSM scores. Interpretation of
absolute LSM scores must consider the specific
circumstances of the interaction and is hence best
understood in comparative analysis between care-
fully controlled situations.

3.3 Conversation- vs. turn-wise LSM

The LSM score for a conversation between two
participants can be computed either for the entire
conversation or on a turn-by-turn basis. Consider
a conversation between speakers s; and sa consist-
ing of n turns, represented as {%172}}?:1’ where
u® and u} are the i-th utterances from s and s,
respectively.

To compute an overall LSM score, word frequen-
cies are aggregated across all utterances of each
speaker. This approach provides a single score
representing the degree of LSM across the entire
conversation.

For a turn-wise LSM score, the calculation is
performed on each pair of utterances (uf, u5), for
k =1,---,n, yielding a separate score for each
turn. This approach enables the analysis of tempo-
ral patterns and conversational dynamics. However,
turn-wise LSM may be less reliable for shorter ut-
terances due to limited word counts.

Unless mentioned otherwise, the overall LSM
score will be used in the ensuing experiments.
Moreover, in the following sections, the mean LSM
scores across conversations are disclosed together
with 95% confidence intervals computed through
bootstrapping. The LSM score (Equation 2) be-
ing considered as a measure per say, the errors are
not propagated from the categorical LSMs to the
averaged score.

4 Observed LSM behavior

The availability of datasets collecting real-world
conversations between users and chat assistants
offers a compelling framework to study LSM in
organic settings. However, these datasets are inher-
ently diverse, encompassing a wide range of topics,
writing styles, user behaviors, etc. Plus, conversa-
tions in such contexts often involve code-switching
—shifts between languages, styles, and/or topics—
which poses challenges in interpreting LSM scores
reliably. To alleviate these complexities, this study
complements the analysis of "in-the-wild" conver-
sations from publicly available datasets of LLM-
Human chats with controlled experiments inspired
by traditional LSM research. This dual approach
aims at providing a more comprehensive under-
standing of LSM in interactions with LLMs.

4.1 LSMin the wild

The behavior of LLMs is first studied using natural
conversations collected online between users and
LLM-powered chatbots. Two large scale human-
LLM interaction datasets are leveraged to this end:
LMSYS-Chat-1M? (Zheng et al., 2023) (referred
to as LMSYS) and WildChat® (Zhao et al., 2024).
LMSYS gathers 1M conversations between real-
world users and 25 different models, with nearly
50% involving Vicuna-13b model. WildChat, used
here in its detoxified version, contains over 800K
conversations between users and endpoints’ vari-
ants of GPT-3.5 and GPT-4 powered chatbots. Both
datasets were originally collected by providing free
access to chatbots in exchange for user consent to
record their conversations.

The datasets are further filtered to include only
conversations in English, with at least two turns and
a minimum of twenty words per utterance. This
yields respectively 23’411 and 29’037 conversa-
tions for LMSYS and WildChat.

4.1.1 Conversation-based LSM

Within LMSYS dataset, the LSM scores exhibit
considerable variance across models, with a median
score across models’ means of 65.7% LSM. Scores
range from a mean LSM of 62.9% (]60.9, 64.8])
over 395 conversations for llama-13b, to 71.6%
([68.7,74.4]) over 59 conversations for claude-2.
Figure 1 displays the highest mean LSM score for

2https://huggingface.co/datasets/lmsys/
Imsys-chat-1m

3https://huggingface.co/datasets/allenai/
WildChat-1M
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llama-2-13b-chat
RWKV-4-Raven-14B
mpt-30b-chat
vicuna-33b

Il fastchat-t5-3b
I chatgim-6b
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W oasst-pythia-12b
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ppron '#:‘M
negate :?
ipron é
conj 'ﬁﬁ:
auxverb ':?
article £H
adverb '::
0.0 0.2 04 0.6 08 10
LSM

Figure 1: Average and categorical LSM scores with
95% bootstraped confidence intervals per model, within
LMSYS dataset. Models sorted by size, only best model
per size selected.

each model size among models with known number
of parameters (detailed scores are further provided
in Table 3).

In the WildChat dataset, LSM scores fall within
the upper range of those observed in LMSYS.
Mean scores are respectively 68.2% ([67.8, 68.6])
and 68.5% ([68.1, 68.8]) across 10’808 and 18’229
for GPT-4- and GPT-3.5-based variants.

4.1.2 Turn-wise LSM

LMSYS and Wildchat, being real-world datasets
comprising multi-turn conversations, also enable
the analysis of turn-wise LSM, as described in sub-
section 3.3. Figure 2 displays the averaged differ-
ence over consecutive turn-wise LSM scores. For
each conversation the difference of the LSM scores
for one pair of utterances and the preceding one is
computed. These changes in LSM are then aver-
aged across all conversations at the conversational
turn level. Note that the confidence interval be-
comes larger as the number of turns increases partly
because the number of data points decreases expo-

nentially: the filtered version of WildChat goes
from 29’037 conversations with at least two turns
to 13’161 for three turns, 4’139 for five, 613 for
ten and only 66 conversations with at least twenty
turns.

Interestingly, Figure 2 discloses that only the
first data point, representing the LSM difference
between the initial turn and the following one has
confidence intervals that do not cross zero. This
means that, while there is no significant improve-
ment, or decline, in LSM scores between the con-
secutive turns from the second one and further, the
initial negative value underlines that there is, on
average, a decrease in LSM from the first pair of
utterances to the second one.

0.10

— gpt-4

=3
=)
o

LSM difference
o
=Y
o

—0.05

—0.10

1 5 10 15 20 1 5 10 15 20
Turn number Turn number

Figure 2: Mean consecutive turn-wise LSM scores’ dif-
ferences with 95% confidence intervals within WildChat
dataset. The differences are computed between the LSM
score of the current turn and the preceding one within
the same conversations.

Thus, Figure 2 suggests that there is no dynam-
ical accommodation between the LLMs and the
users’ lexical style along the conversations.

4.2 Laboratory-setting LSM

The LSM behavior of LLMs is further studied in a
more controlled scenario, through a literary com-
pletion task. This setting aligns closely with early
experiments in the LSM literature, in which partici-
pants were asked to continue a narrative based on a
novel’s excerpt (Tausczik and Pennebaker, 2010b).
Similarly, in this study this process is applied to
LLMs. Furthermore, while earlier results extracted
from real-world conversations naturally contained
different scenarios for the different models, in this
section the tested models are consistently evalu-
ated under parallel conditions, using the same input
data.

4.2.1 Data

In this setting, a selection of LLMs are tasked
with extending 571 novel excerpts from a corpus
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introduced by Chang et al. (Chang et al., 2023).
The completions are generated with models span-
ning from 0.5B to 72B parameters sizes. It in-
cludes Meta’s Llama 2 chat models (7B, 14B and
70B) (Touvron et al., 2023) and Llama 3 instruct
models (8B and 70B) (Dubey et al., 2024), Mis-
tral’s instruct models (7B, 8x7B) (Jiang et al., 2023,
2024), and Qwen 2.5 instruct models (3B, 7B, 14B
and 72B)* (Yang et al., 2024). LSM scores are then
calculated between the excerpts and the models’
generated texts.

4.2.2 Results

Figure 3 presents the LSM outcomes with re-
lation to the models’ sizes. The scores are
consistently high, lying in the vicinity of 80%.
The highest mean score is achieved by Llama-2-
14B-chat (81.6% €< [80.9, 82.4]), while the low-
est is observed for Llama-3-70B-inst (77.2% ¢
[76.5,77.9)).

Mistral-inst
-4 Qwen2.5-inst

- Llama2-chat
-4 Llama3-inst

0.82 1 %
0.81 I, '

LSM

0.77 1

0791 , ‘
0.78 \ """ [ {

3 a 5 6 7
Model size lel0

Figure 3: Literary Completion Task. Mean LSM score,
and 95% bootstrapped confidence intervals, per model
size. Models from the same families are connected with
dotted lines.

4.3 Discussion

4.3.1 Empirical observation of low LSM
values

The LSM scores measured in LLM generated text,
across various models, tasks and experimental con-
texts appear quite low or close to the lower range of
such scores observed in human interactions (James
Pennebaker, 2022). This is especially true for the
LSM scores observed in real-world conversations

*Results from smaller models, namely Qwen-2.5-0.5B and

Qwen-2.5-1.5B, are excluded from the analysis due to poorer
outputs quality.

between organic users and LLM-powered chatbots
(subsection 4.1). Indeed, for all models except
claude-2, the mean LSM score across conversa-
tions between users and LLMs are below 70%, and
can be as low as 63%, while this score is usually
expected to be above 83% in human conversations,
or at least above 75% in other modalities. Nonethe-
less, in the literary completion setting, LLLMs reach
the latter score, exhibiting LSM scores around 80%,
but still fall within the lower end of expected out-
comes when compared to reference human values.

4.3.2 Model size effect

The experiments reveal that LSM is not a behav-
ior emerging, nor intensifying, with larger models.
Indeed, in real conversations there is no signifi-
cant difference in terms of LSM scores between
smaller and larger models, as can be seen in Fig-
ure 1. While not shown on the figure, this result
applies also to proprietary models (such as gpt-4
or palm-2) with unknown but larger number of pa-
rameters. To go further, in the case of the literary
completion task, the LSM score even appears to
decrease with bigger models (see Figure 3). This
result is particularly striking for Llama-2-chat mod-
els, but can also be observed, to a lesser extent, with
Qwen-2.5-instruct and Llama3-instruct families.

4.3.3 Categorical variance & LSM pattern

A closer look at the LSMs scores per function-
word category reveals interesting patterns across
categories (see e.g., Figure 1, Figure 5).

This observation is further generalised by apply-
ing a non-parametric one-sided Wilcoxon signed-
rank test on pairs of function words’ categorical
LSMs in each experimental context (i.e. for each
dataset: LMSYS, WildChat and LitComp, and each
distinct LLM within these settings). This statistical
test aims at assessing if the categorical LSMs for
two categories are different (here, one greater than
the other) in a precise experimental context. The
aggregated results are displayed in Figure 4, which
discloses the proportion of contexts (out of the 45
distinct pairs of tasks and models) yielding signif-
icant differences per categories’ pairs. For each
entry, or row, Figure 4 shows the proportion of con-
texts in which the associated category’s LSM was
significantly greater than the one of the columns
according to the Wilcoxon signed-rank test with
a 5% confidence level. It reveals strong patterns
across tasks and models. Strikingly, scores are
consistently higher for prepositions than any other
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category, and reversely, the LSM for negation func-
tion words is most of the time significantly lower
than for any other category. Among other cate-
gories, adverbs and impersonal pronouns generally
disclose the low LSM scores, while articles and
conjunctions lie on the upper range.

However, it is important to acknowledge that the
categories disclosing comparatively lower LSMs
tend to be associated with least occurrences. For
such categories, the LSM computation is more sen-
sitive to slight absolute differences (as the denomi-
nator would be smaller), supported by the LSM ra-
tionale that these categories may also bear stronger
signal than more frequent ones. Hence, this result
highlights the potential difficulty of aligning with
function words frequencies with a fine granularity.

adverb -

article - 0.98
auxverb - 0.91
0.13 1 0.44

conj- 1

ipron A 0 0.022

0.022 0.18 0.044 0.38

prep- 1 1 1

0.98 1 1

=

adverb -
article -
auxverb -
conj -
ipron -
ppron -
prep -

Figure 4: Pairwise proportion of one-sided Wilcoxon
signed-rank tests between categorical LSM scores yield-
ing significant differences (with a 5% confidence level)
across all 45 distinct tested experimental contexts.

5 Increasing LL.M’s LSM scores

Finally, this section explores methods to enhance
the LSM score of model-generated responses. The
presented endeavors focus on inference-time strate-
gies, covering two main approaches: prompt en-
gineering and model engineering. The ensuing
strategies are evaluated in diverse scenarios.

5.1 Methods

Here, two types of inference-time strategies are de-
veloped with the goal to boost the exhibited LSM
scores. These complementary approaches either

rely on engineering the prompts, inspired by the ex-
tensive literature describing the potential of prompt-
based methods (e.g. White et al., 2023; Sahoo et al.,
2024), or the model, by implementing heuristics in
the sampling algorithms based on the LSM calcu-
lation.

5.1.1 Prompt Engineering Approach

First, two prompt templates are designed to spur
models to match the language style of the inputs
(detailed templates for both prompting strategies
are provided in Appendix B).

Persona Prompting (PP) This strategy leverages
persona-based prompting by crafting a custom as-
sistant persona designed to embody the specific
traits and characteristics that are associated with
higher LSM scores in the literature. The LLM is
instructed to demonstrate these properties —such
as being sensitive, others-focused, empathetic and
supportive— during the conversations.

Objective-Focused Prompting (OFP) This
method explicitly stipulates the LSM computation
process within the prompt. The model is then
prompted to optimize its responses to achieve the
highest possible LSM score.

5.1.2 Model Engineering Approach

On the other hand, to enhance the stylistic align-
ment of generated texts, we propose a lightweight
inference-time model-engineering strategy called
Logit-Constrained Generation (LCG). Unlike re-
training or supervised fine-tuning, LCG directly
acts on the model’s generation dynamics by alter-
ing the logits to nudge categorical word frequencies
within the generated text towards predetermined tar-
get distributions. This approach aims to reinforce
stylistic alignment, as measured by LSM, while
preserving the model’s capabilities, and ensuring
minimal costs in terms of technical adaptation.

LCG operates by altering the logits distribution
before each sampling step. These modifications
are computed based on the divergence between the
current and desired frequencies of word categories.
Based on the output logits of the model [, € RNvoe,
LCG adjusts the logits into [,, according to the
following rule:

lNo — lo + f w (5)
Here, f, applies a scaled transformation to d,
which quantifies the divergence between the cur-
rent (f.) and desired (f*) frequencies of a word
category.
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This strategy increases the likelihood of gener-
ating tokens associated with underused categories
and decreases that of overused ones as the genera-
tion unfolds, while remaining highly modular and
allowing for either predefined or trained modules
(be it the deviation metric ¢, the transformation
function f,,, or the scaling hyperparameter w).

Nonetheless, in this experiment, the choice of
the parameters were guided by theoretical con-
siderations and manually tuned based on qualita-
tive assessment, ensuring that the generated texts
maintained textual quality while exhibiting the in-
tended accomodative behaviors. Thus, in practice,
the deviation metric is computed in a LSM man-
neras 6 = L :jrf <, the transformation function is
fu(z) = wtanh(ax) (where « is calibrated to
have | f,(x)| &~ 1 when |z| = 1), and w is set to 30.
Additional details can be found in Appendix D.

5.2 Experiment

Due to resource constraints, this section focuses on
evaluating the proposed methods on a single model:
Llama 3 8B Instruct, one of the leading models at
the time of the experiments. Yet, these methods
are general and remain broadly applicable to any
open-weight LL.M (with minimal, model-specific,
adaptations). Moreover, it can be reasonably hy-
pothesized that the trends and patterns observed
here can be extrapolated to other LLMs with com-
parable performances.

5.2.1 Data

For this experiment, 100 prompts are randomly
sampled from three datasets covering diverse in-
teraction contexts: WildChat, UltraChat (a dataset
of multi-turn dialogues between ChatGPT Turbo
instances, framed around three domains: questions
about the world, writing and creation, and assis-
tance on existing materials (Ding et al., 2023)), and
LitComp; from the most natural to the most syn-
thetic setting. For the first two datasets, the first
initial message from the users are used, while in
the latter, 100 narratives excerpts are randomly se-
lected. This sampling results in a set of 300 input
prompts spanning over large ranges of topics and
writing styles.

5.2.2 Results

Table 1 summarizes the results, showcasing the
mean LSM scores obtained with the different strate-
gies across each dataset’s samples. The results
demonstrate the efficiency of the LSM boosting

methods, with LCG yielding the highest mean im-
provement in the different contexts, and an average
increase of 13.2% per response compared to the
base model.

Note that the generated texts’ quality is con-
trolled by computing their perplexity with an out-
sider model (see details in subsection C.1).

5.3 Discussion

We were able to substantially increase the linguistic
coordination in LLM generated texts, measured
as a higher LSM score, across the board. While
Prompt Engineering techniques led to modest gains,
model engineering in the form of logit-constrained
generation showed very promising improvements
(Table 1).

We had chosen to focus on inference-time strate-
gies for a number of reasons. Inference-time tech-
niques don’t require existing models to be retrained
and can be deployed with existing models at low
compute costs. In addition, these techniques would
let LSM-boosting measures to be deployed on a
case by case basis, where high social trust and en-
gagement is critical to their use.

6 Conclusions and Discussion

Human to human communicative behaviors are
“patterned and coordinated, like a dance” (Nieder-
hoffer and Pennebaker, 2002). Human-LLM com-
munication has, on the other hand, been modeled
mostly as asocial information exchange. A range
of researchers have emphasized the importance of
incorporating social aspects of language, especially
now as LLM are increasingly being deployed in
real world settings (Hovy and Yang, 2021; Kulka-
rni and Raheja, 2023). This study furthers that
objective by examining Language Style Matching,
the best known example of human communicative
coordination, in Large Language Models, and by
developing techniques to enhance it.

First, we examined whether LLMs natively show
LSM in state-of-the-art LLMs across diverse inter-
action scenarios, ranging from real-world dialogues
to controlled experimental settings. We measured
LSM scores for both publicly available datasets of
Human-LLM interactions, and also for text com-
pletion tasks in a controlled laboratory setting. We
found LSM scores in text generated by a range of
LLMs to be either quite low or at the lower range
of such scores observed in human dialogue and
writing (James Pennebaker, 2022) (Figure 1). LSM
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WwC ucC LC Avg. Avg. Increase
Base 56.4 574 79.1 64.4 .
52.5,60.3] [54.5,60.0] [77.3,80.8] | [62.3,66.3]
60.0* 62.5% 79.1 67.2%
%
OFP | 1057 64.1] [59.6,65.3] [77.1,80.9] | [65.1,69.3]  T/5%
59.8 60.3 79.6 66.7
%
PP 1 (558,634 [57.4,63.3] [77.9.81.2] | [64.5,68.7] 027
61.1% 66.7* 85.3+ 71.1% .
LCG | 1573 65.0] [63.5,69.6) [83.7,86.7] | [69.0,73.2] 152

Table 1: Mean LSM scores, and 95% bootstraped confidence intervals, obtained with the different strategies on
samples of three datasets: WC (WildChat), UC (UltraChat) and LC (LitComp). Avg. Increase is the mean of
the relative difference between the LSM scores obtained by the base model and the different strategies across
all prompts. * indicate statistically significant improvement compared to the base model (based on a Wilcoxon

signed-rank test with p < 0.01).

for individual function-word categories revealed
a conserved pattern for specific categories — e.g.
LSM score for prepositions was consistently higher
while that for negations was lower across various
models and contexts (Figure 4). We found no effect
for model size - larger models don’t show better
LSM scores - suggesting LSM is not a behavior
emerging with scale (Figure 3). This might be be-
cause larger instruction-tuned models come to have
stronger intrinsic style with diminished flexibility
for communicative coordination.

Second, we introduce and evaluate several
inference-time strategies to improve LSM scores of
LLM generated text. We evaluated Persona Prompt-
ing (by crafting an ideal persona that embodies the
ideal characteristics associated with higher LSM
scores based on extensive psycho-linguistic litera-
ture) and Objective-focussed Prompting (describ-
ing the LSM computation and instructing the model
to generate text that would show the highest possi-
ble LSM scores). We found both prompt engineer-
ing approaches to improve LSM scores (Table 1).
But the highest improvement was achieved through
a subsequent model engineering approach — Logit-
Constrained Generation, in which an inference-
time module acts directly on the logits outputted
by the model at each generation step.

Human cognition treats linguistic style elements
that are aligned to match the other as a useful behav-
ioral marker of social and psychological alignment
in various interpersonal and group dynamics. We
believe incorporating such communicative coordi-
nation in LLM text generation would make them a
better fit for Al systems designed to interact with
humans.

Limitations

This study builds upon the LSM framework to
study LLLMs adaptive behavior in context. Thus,
while benefiting from the rich literature in the
psycho-linguistic field, it also embraces the pos-
sible limitation of the LSM measure and suffers
from its shortcomings. Firstly, LSM computation
is based on a dictionary approach that computes fre-
quencies based on lists of predefined words which
propose a representation of the function words cat-
egories, but may lack comprehensiveness, thus po-
tentially making it better suited for particular dis-
course types and lexical usages. Furthermore, it
is essential to keep in mind that LSM models a
very specific notion of "style" based on lexical cues
related to the frequencies of categories of function
words. It provides valuable insights on this particu-
lar perspective but does not capture other ranges of
stylistic adaptation that LLMs may perform during
conversations.

Moreover, the data used in this study allows to
cover a large range of contexts and provides in-
sights into LL.Ms behavior in organic conversa-
tions. However, this comes with the difficulties of
working with real-world data. For example, and as
previously mentioned, the conversations recorded
in WildChat and LMSYS datasets include noise,
comprising code-switching, passages in other (or
programmatic) languages, etc., which might im-
pact the results obtained through LSM computation,
originally designed to be applied in more context-
consistent settings. Also, the LSM notion has been
shown to reflect various social dynamics and might
be highly beneficial in social interactions, or in the
context of the tasks introduced in subsection 4.2,
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but users might also use LLMs to perform tasks
that do not call for such adaptation.

Finally, the methods explored to enhance the
LSM in LLM conversations were developed as
inference-time modules, either relying on prompt
engineering techniques, or by altering the next-
token sampling mechanism. However, while these
methods enable to significantly boost the LSM
scores, they might be over-simplistic in some set-
tings and may lack the depth of strategies including
a training stage. For instance, it is left to future
work to explore the use of Reinforcement Learn-
ing (RL) to boost this behavior. Indeed, the LSM
calculation could be used as a straight-forward loss
during a RL training stage aiming at aligning gen-
erated function words’ frequencies with those of
the prompts.

Ethical Considerations

While the ability of Al systems to dynamically
adapt to a user’s linguistic style enhances the nat-
uralness and effectiveness of interactions, it also
introduces some ethical concerns. First, greater
personalization in Al-driven communication in-
creases the potential for misuse, such as in ma-
nipulative or coercive persuasion tactics. Second,
highly human-like Al systems risk blurring the
distinction between human and machine interac-
tions, potentially causing users to unconsciously
attribute human traits to Al and diminishing their
awareness that they are engaging with an artifi-
cial entity. This could lead to issues of misplaced
trust, reduced accountability, and unintended influ-
ence over users’ decisions. To mitigate these con-
cerns, transparency in LLM personalization mech-
anisms should be paramount, ensuring that users
are explicitly informed when and how an LLM is
individually adapting its linguistic style to a user.
Furthermore, advancing research on interpretable
explanations of LSM mechanisms can help build
safeguards against it’s use in deceptive or overly
persuasive Al-generated interactions, which can
ultimately contribute to fostering responsible Al
deployment.
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A Computational details

A.1 Machines

The LLM text generation for the original data in
this study (i.e., data for the literary completion
task in subsection 4.2, and boosting LSM behav-
ior section 5), was performed on a single machine
equipped with NVIDIA GeForce RTX 3090 Ti
GPU (24GB).

Using this machine and the developed experi-
mental framework, it took approximately 20 hours
to generate texts for the literary completion task
(see subsubsection 4.2.1) and 4 hours for the LSM
boosting experiments (see section 5).

A.2 Implementation

The text generation using LLMs is handled using
the Transformers’ library” for models up to 13B
parameters, and the Llama-CPP® implementation
for larger models. The models used for generation
are quantized, loaded in 8 bits with HuggingFace,
or converted to 4-bits for Llama-CPP. By default,
the maximum number of generated tokens was set
to 512, and the sampling strategy was chosen as
deterministic as possible, meaning that the tokens
generated are the one with the higher probabilities
(which is similar to setting the temperature or the
top-p parameters to 0).

B Prompts

The template prompts used throughout this exper-
iment are disclosed in this section. Prompt 1 is
the prompt used for the literaray completion task.
Prompt 2 and Prompt 3 are the templates used as
prompt engineering boosting strategies in section 5,
respectively for OFP and PP.

Shttps://github.com/huggingface/transformers
®https://github.com/ggerganov/llama.cpp

Prompt 1: LitComp

Please finish the story. Be
realistic about what likely
happened in the scene after the
one you just read.

{excerpt}

Prompt 2: OFP

Your task is to respond
appropriately to the following
prompt while ensuring high
Language Style Matching (LSM)
score. LSM is a metric computed on
text pairs (here the prompt and
your answer) based on the
frequency of function words. LSM
is a score that aggregates
measures across 8 words categories

- adverbs (almost, even, just,
ultimately, etc.)

- articles (a, an, the)

- auxiliary verbs (be, become, do,
have, etc.)

- conjonctions (also, how, when,
etc.)

- impersonal pronouns (anything,
that, who, etc.)

- negates (not, never, nor, etc.)
- personal pronouns (I, you, he,
she, we, they, my, etc.)

- prepositions (about, before, on,
with, etc.)

In order to achieve the highest
LSM, please generate an answer
that contains the same frequencies
of the different categories of
function words as in the prompt.

Prompt:

{instruction}
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Prompt 3: PP

Your role:

You are a conversational AI
designed to emulate a persona that
subtly conveys a gentle sense of

lower self-esteem while
maintaining a foundation of secure
attachment in your interactions.
You focus more on others than on
yourself, consistently expressing
positive views of them. In every
response, you demonstrate genuine
empathy and social engagement,
striving to build rapport and
foster cooperation with those you
converse with.

Your language style should reflect
a desire to mimic and adapt to
the person you're speaking with,
to increase feelings of attraction
, liking, and group cohesion. You
take on a supportive role in which
you prioritize emotional and
informational support, and seek to
promote agreement in negotiations
or shared decision-making.
Throughout your responses,
maintain an undercurrent of polite
humility (consistent with lower
self-esteem), yet offer warmth,
care, and acceptance.

In essence, you are:

1. Sensitive & Secure: Show lower
self-esteem but a healthy, secure
attachment style.

2. Others-Focused & Positive:
Speak more about others, using a
positive and encouraging tone.

3. Empathetic & Collaborative:
Always aim to build rapport,
express empathy, and foster
cooperation.

4. Mimicking & Adaptive: Subtly
mirror the language style and
emotional tone of the user,
promoting relational harmony.

Instruction:

{instruction}

5. Supportive & Agreement-Seeking:
Provide consistent emotional
support, seek common ground, and
celebrate collaborative solutions.

C Additional Results

Model | #conv. LSM CI
fastchat-t5-3b | 476 64.3 [62.5,65.9]
chatglm-6b | 671 65.7 [64.5,67.0]
llama-2-7b-chat | 144  66.7 [64.3,69.2]
mpt-7b-chat | 386 65.0 [63.3,66.7]
stablelm-tuned-alpha-7b | 249 63.6 [61.7,65.5]
vicuna-7b | 631 65.3 [63.9,66.6]
dolly-v2-12b | 449  64.9 [63.2,66.5]
oasst-pythia-12b | 429 65.5 [64.0,67.0]
alpaca-13b | 1082  64.3 [63.2,65.3]
gptdall-13b-snoozy | 169 66.5 [63.7,68.8]
koala-13b | 1305 65.3 [64.2,66.2]
llama-13b | 395  62.9 [61.0,64.5]
llama-2-13b-chat | 918  68.6 [67.6,69.6]
vicuna-13b | 12232 67.5 [67.2, 67.8]
wizardim-13b | 340  67.6 [66.0,69.2]
RWKV-4-Raven-14B | 344  65.2 [63.3,67.1]
mpt-30b-chat | 310 66.9 [65.0,68.6]
guanaco-33b 493 68.6 [67.4, 70.0]
vicuna-33b | 1063 69.0 [68.0,70.0]
claude-1 660 67.3 [66.1,68.6]
claude-2 59 71.6  [68.6,74.4]
claude-instant-1 105 64.8 [61.7,67.7]
gpt-3.5-turbo 182 65.8 [63.4,68.1]
gpt-4 176 64.0 [60.8,66.9]
palm-2 143 67.0 [64.4,69.6]

Table 2: LMSYS LSM mean scores (%) per model.
Results ordered by size in above middle line. Proprietary
models below middle line.

C.1 Altered LLM perplexity

The perplexity score measures the likelihood of a
sequence of tokens to occur. Here, the input prompt
is not included in the computation of perplexity,
it is solely used as a proxy to measure generated
texts’ fluency or language quality. While perplexity
merely computes the cross entropy of a sequence
of tokens based on a probabilistic language model
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Figure 5: LitComp detailed LSM scores by model.

Model | #conv. LSM CI wWC UC LC | Avg.
gpt-3.5-turbo-0125 | 779  69.9 [68.5,71.2] Base | 429 85 8.7 | 20.1
gpt-3.5-turbo-0301 | 5165  67.2 [66.6,67.7] OFP | 32.7 10.2 123 | 184
gpt-3.5-turbo-0613 | 12285  68.9  [68.5,69.2] PP 148 7.2 84 | 10.1

gpt-4-1106-preview | 4171  69.1 [68.5,69.7] LCG | 360 149 9.5 | 20.1
gpt-4-0125-preview | 3249  66.7 [65.9,67.6] . )
gpt4-0314 | 3388 685 [67.9,69.1] Table 4: GPT-2 based perplexity. Mean perplexity of

Table 3: WildChat LSM mean scores (%) per model.

—and is therefore not suited to evaluate the writ-
ing fluency in every context—, it serves here as an
indicator of the output quality. Particularly, con-
sidering that the base model is a good natural text
generator, a significant increase in perplexity in
modified variants could indicate that the strategies
used to boost the LSM scores hurt the generated
texts’ quality. However, as shown in Table 4, each
of the tested strategies pass this sanity check, show-
casing perplexity values close (or lower) to the ones
computed for the base model.

D Logit-Constrained Generation

This section describes the theoretical foundations
and concrete implementation details underlying
the Logit-Constrained Generation (LCG) module.

answers generated in section 5. Lower is better.

LCG is an inference-time method that adjusts
model logits to dynamically guide word category
usage towards target frequencies.

D.1 Theoretical Motivation

LCG stems from the need to control the frequencies
of certain word frequencies during LLLM’s genera-
tion process with minimal model adaptation cost.
It adjusts the logits at each generation step, before
sampling, to ultimately modify the next token’s
probabilities, and encouraging the global alignment
with target categorical frequencies.

D.1.1 Notation and Category Mapping

Consider a set of n categories {C*}™_,, where
each category is associated with a set of m; words:
{w§ }7%,. Based on a tokenizer, Tok, each word
w maps to one or more tokens ¢, so that, by
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association, each category C* corresponds to a
set of token indices in the model’s vocabulary:
T = {k|k € Tok(wé-)}. For simplicity, category
indices ¢ are omitted in the following.

The sets of tokens 7" are used to compute the
frequency of each predefined category within a to-
kenized text string. In particular, it allows the com-
putation of the observed frequency f. of a given
category, in the generated text. Frequencies are
compared to a desired frequency f*, that is either
defined a priori or based on the observed frequen-
cies in the input, to compute an adjustment factor
for the logits.

For a language model LL.M with logits output
LLM(S) = I, € RNvee, where S is a sequence
of tokens, LCG modifies the logits [, to produce
altered logits [, which drives the sampling process.

D.1.2 Inference-Time Adjustment Mechanism

The altered logits l; are computed as follows:

lo = lo + fw(é) (3)

where 0 is computed based on the observed and
desired frequencies: 6 = A(f*, f.), and f,(x) is
a real-valued scaling function which preserves the
sign of its argument x and depends on a dilating
hyperparameter w.

This mechanism is motivated by the rationale
that:

e If fo < f*, then § > 0, causing f,(9) > 0 =
lo > l,, thus increasing the logits for tokens
in the corresponding category.

» Conversely, if f. > f*, the logits for tokens
in that category are diminished.

* The scaling factor w is included to be able
to explicitly control the trade-off between the
model’s native abilities and the distributional
objective.

With such implementation, this mechanism dy-
namically steers the generation process to bring
observed frequencies closer to the desired ones,
while endorsing probabilistic diversity.

D.1.3 Modularity and Extensions

Proposed LCG strategy is a simple and general
method designed to allow for modularity.

First, the two main components of LCG, ie. the
computation modules f,, and A as well as the scal-
ing hyperparameter w, can be chosen to match de-
sired behaviors. They can be manually picked, but

they could also be optimized using task-specific
data to maximize performance on metrics like co-
herence or stylistic consistency for instance.

Moreover, the desired frequency f* used to con-
strain the generation at inference time can either
be based on the frequencies within the prompt (as
used in the core of this article) or be set a priori to
achieve particular generative goals (e.g., hindering
the generation of harmful word categories).

D.2 Practical Considerations

D.2.1 Implementation

Algorithm 1 outlines the implementation of LCG
within the generation loop.

Algorithm 1 Constrained generation pseudocode.

while n < N4, do
[ LM(ty,--- ,tp)
for T € {T"} do

> generate next token
> logits outputs

fe= i (ti €T)/n > curr freq.
6 < A(f*, fe)
L1+ fu(6) > alter logits
end for
tnt1 < Sample(l) > sample next token
n+<n+1
end while

In practice, it is implemented thanks to the
transformers’ Python library, through the defi-

nition of a custom LogitsProcessor’.

D.2.2 Tokenizer-Specific Discussion

The LCG approach employs a naive heuristic con-
sidering all tokens within predefined categories of
words without distinction. Thus, the logits will be
altered the same way for all tokens that are con-
tained within any word of a category, regardless
of their position in a word or the current token to
be generated. Moreover, it is important to note
that it can be interesting to include variants of the
words to be considered depending on the tokenizer.
For example, the strings ‘a’ and ¢ a’ (without or
with a whitespace preceding the word) might be
associated with different single tokens, the same
might be true for line breaks, capitalization or other
particular features.

D.2.3 Modules and Hyperparameter Selection

While all the parameters at play in LCG could be
learned, here, to limit the costs and complement
the straight-forward motivation of this method, the

"https://huggingface.co/docs/
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different functions and parameters were manually
selected in a preliminary phase.

In accordance with the desired behaviors de-
scribed above, the LCG experiments presented
in section 5 use the following parameters:

o b = A(fr feo) = %, is calculated in a

LSM-inspired fashion.
* fu(x) = wtanh(ax). a is calibrated so that
| fw(x)| =~ 0.99w when |z| = 1.

Finally, w = 30 was hand-picked based on qual-
itative inspection (or “vibe checks"). This choice
ensured that the model displayed the desired ac-
comodative behavior without impairing its writing
quality.
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