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Abstract

Large Language Models (LLMs) hold promise
for addressing the shortage of qualified ther-
apists in mental health care. While chatbot-
based Cognitive Behavioral Therapy (CBT)
tools exist, their efficacy in sensitive contexts
remains underexplored. This study exam-
ines the potential of LLMs to support ther-
apy sessions aimed at reducing Child Sex-
ual Abuse Material (CSAM) consumption.
We propose a Retrieval-Augmented Genera-
tion (RAG) framework that leverages a fine-
tuned BERT-based retriever to guide LLM-
generated responses, better capturing the multi-
turn, context-specific dynamics of therapy.
Four LLMs—Qwen2-7B-Instruct, Mistral-7B-
Instruct-v0.3, Orca-2-13B, and Zephyr-7B-
Alpha—were evaluated in a small-scale study
with 14 domain-expert psychotherapists. Our
comparative analysis reveals that, in certain sce-
narios, LLMs like Mistral-7B-Instruct-v0.3 and
Orca-2-13B were preferred over human thera-
pist responses. While limited by sample size,
these findings suggest that LLMs can perform
at a level comparable to or even exceeding that
of human therapists, especially in therapy fo-
cused on reducing CSAM consumption. Our
code is available online. 1

1 Introduction

Over the last few years, the rise of Large Lan-
guage Models (LLMs) has led to significant ad-
vancements in different and varied applications
of online therapy. Within the domain of therapy,
Motivational Interviewing (Bundy, 2004) which is
aimed at enhancing motivation to change problem-
atic behaviors, and Cognitive Behavioral Therapy
(CBT) (Beck, 1963), which focuses on altering neg-
ative thought patterns, are two notable techniques
explored by therapy chatbots (Na, 2024; Bill and

1https://git.tu-berlin.de/neha.deshpande/
therapy_responses/-/tree/main

Eriksson, 2023). Some CBT-based chatbots, in par-
ticular, use LLMs to address user queries on online
forums or through therapy platforms that connect
users with mental health professionals (Na, 2024;
Lai et al., 2023). While LLM-powered chatbots
can deliver helpful, empathetic, and structured re-
sponses based on CBT principles, they tend to be
limited to pre-defined queries and struggle with dy-
namic, multi-turn conversations as highlighted by
(Berdowska and Zdanowicz-Cyganiak, 2024; Bell
et al., 2019). These chatbots sometimes lack the
empathy required for more specialized assistance,
particularly for patients with severe mental health
issues. The deployment of such fully automated
mental health chatbots also raises significant ethical
concerns, including risks of inadequate or harmful
advice, exploitation of vulnerable users, and po-
tential biases in recommendations (Khawaja and
Bélisle-Pipon, 2023; Ke et al., 2024; Shen et al.,
2024).

2 The Present Study

This study is part of a broader initiative exploring
online psychological intervention via chat for indi-
viduals seeking to reduce or stop consuming Child
Sexual Abuse Material (CSAM) (Gannon et al.,
2023). In this intervention, conducted over four
weeks, mental health professionals (referred to as
"Therapists") guide individuals (referred to as "Pa-
tients") through weekly 50-minute sessions while
monitoring CSAM use. This approach presents
unique challenges, including ethical and legal con-
cerns, stigma, and high dropout rates.

In this paper, we present an important aspect
of the study: testing the use of an AI assistant
to support therapists in chat-based therapy ses-
sions for consumers of CSAM. The goal is not
to replace therapists but to use AI as a support-
ive tool to reduce their cognitive load and enhance
the overall therapy experience. Specifically, we

https://git.tu-berlin.de/neha.deshpande/therapy_responses/-/tree/main
https://git.tu-berlin.de/neha.deshpande/therapy_responses/-/tree/main
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focus on improving AI’s human-like qualities by
using ideal dialogue examples to generate therapist-
like responses. Our approach aims to replicate key
therapist behaviors—such as appropriate response
length, open-endedness, balanced empathy, and ef-
fective emotional support—critical for maintaining
patient engagement in live-chat sessions especially
in the domain of CSAM prevention.

3 Related Work

3.1 LLMs for Mental Health Support

LLMs have been explored for mental health sup-
port, with studies demonstrating their ability to
engage in therapeutic tasks. For example, (Cho
et al., 2023) highlights LLMs’ effectiveness in
therapy for high-functioning autistic adolescents,
while (Nie et al., 2024) presents a Conversational
AI Therapist combining LLMs with smart devices
for personalized mental health interventions like
Cognitive Behavioral Therapy (CBT). Addition-
ally, LLMs have been tested to simulate full ther-
apy sessions, showing potential in delivering CBT-
based responses (Xie et al., 2024; Lee et al., 2024).
However, challenges remain, as LLMs often lack
human-like empathy, collaboration, and cultural
sensitivity (Iftikhar et al., 2024), which are essen-
tial for effective therapy. These limitations empha-
size the need for human-AI collaboration, partic-
ularly to avoid "deceptive empathy" in AI-driven
therapies (Syed et al., 2024). Efforts to address
these shortcomings include enhancing LLMs with
domain-specific knowledge, such as a CBT knowl-
edge base implemented by (Yeom et al., 2024),
which significantly improved the therapeutic utility
of LLMs.

3.2 LLMs for Role-Playing and User
Simulation

An emerging area of research involves using LLMs
to simulate user personas, such as therapists or pa-
tients, to support mental health interventions. Prior
studies have demonstrated how LLMs can role-play
individuals with complex needs, enabling more tai-
lored interactions in therapy settings (Sun et al.,
2024). Similarly, research has explored LLMs as
AI-driven patients for training novice therapists, in-
troducing a principle-adherence prompting pipeline
that improves response quality by 30% (Louie et al.,
2024). Additionally, LLMs have been designed to
simulate both doctor and patient personas, facilitat-
ing controlled experiments in healthcare dialogues

(Chen et al., 2023).
Beyond healthcare, structured approaches to

LLM-driven role-playing have been proposed to en-
hance persona consistency and realism. RoleLLM
(Wang et al., 2023) introduces a multi-stage frame-
work for role simulation, comprising role pro-
file construction, context-based instruction gen-
eration, role-specific prompting, and fine-tuning.
This method yields RoleLLaMA, an open-source
model fine-tuned for role-playing, achieving per-
formance comparable to GPT-4 in character-level
benchmarks. Such advancements reinforce the po-
tential of persona-based AI interactions for both
therapist augmentation and therapist training.

3.3 Prompt Engineering for LLM-Controlled
Dialogue

Prompt engineering plays a crucial role in shaping
LLM responses for various applications, includ-
ing mental health and therapy. Effective prompt-
ing strategies define the desired response structure,
tone, and conversational flow, ensuring the AI ad-
heres to professional and ethical guidelines (Mar-
vin et al., 2023). Studies show that well-structured
prompts can outperform fine-tuned models in tasks
like conversational support and comment genera-
tion (Shin et al., 2023), although fine-tuning re-
mains preferable for highly specialized tasks like
clinical diagnoses.

Recent advancements include zero-shot, one-
shot, and few-shot prompting to improve gener-
alization across conversational tasks (Mann et al.,
2020), as well as Chain-of-Thought (CoT) prompt-
ing, which enhances reasoning and coherence in
multi-turn interactions (Wei et al., 2022). Further-
more, instruction tuning has been applied to op-
timize response control, particularly for empathy-
driven tasks like mental health support (Ranaldi
and Freitas, 2024).

Our work expands on the above mentioned tech-
niques of carefully choosing a prompt that align
LLM responses with professional therapist behav-
iors in this specialized therapy intervention, im-
proving the effectiveness of AI-assisted interven-
tions.

4 Methods

4.1 Overview

To preserve data privacy during therapy sessions,
we restricted our use to LLMs that could run lo-
cally on our organization’s infrastructure. Our
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Dialog property Value

Total utterances (turns) 15,918
Total words 477,232
Minimum turns per dialogue 10
Average turns per dialogue 49.74
Average words per utterance 30.60
Median conversation length (min) 57.42

Table 1: Overview of the properties for the 320 (after
cleaning) therapist-patient dialogues in the dataset used
in the study.

objective was to generate responses that emu-
late human-like therapeutic dialogue. However,
we found that LLMs frequently struggled with
multi-turn conversations, often producing close-
ended replies that disrupted the natural flow of in-
teraction. To mitigate this issue, we adopted a
three-step retrieval-augmented approach inspired
by Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020). First, a fine-tuned BERT-based model
(Kenton and Toutanova, 2019) was used to retrieve
relevant responses from a database of historical
therapist–patient interactions. These responses
were ranked using similarity, and the top 10 were
provided as contextual input to the LLMs. This
retrieval step helped ground the model’s outputs,
resulting in more coherent and context-aware re-
sponses. The BERT-based retriever was fine-tuned
on a corpus of domain-specific therapist–patient
conversations collected over a seven-month period.
The following sections describe the dataset and
pre-processing pipeline in detail.

4.2 Dataset and Pre-processing

The dataset consisted of 567 therapist-patient chat
sessions, collected to monitor and reduce CSAM
consumption. Sessions with fewer than 15 mes-
sages were excluded (indicating patient dropout),
leaving 320 unique sessions, each lasting 50 min-
utes to 1 hour. Patient usernames were removed,
and messages were rearranged to address overlap-
ping responses. These multi-turn interactions were
conducted via an anonymous online chat service.
Table 1 summarizes the dataset properties.

The structure of our dataset is similar to the
Ubuntu dialogue corpus (Lowe et al., 2015), both
consisting of goal-oriented conversations and ca-
sual chit-chat, making them equally challenging
to model (Muise et al., 2019). Both datasets are
extracted from text-based conversations, further

Property Count

Number of context-response pairs 102362
Avg context word count 34.48
Max context word count 2,347
Min context word count 1
Avg response word count 20.07
Max response word count 189
Min response word count 1
Number of true labels (1) 10281
Number of false labels (0) 92081

Table 2: Summary of properties for the pairs of context-
repsonses from the cleaned dialogue dataset with a label
of either 0 or 1.

Figure 1: Example from the cleaned dataset after creat-
ing pairs of the contexts (1-5 utterances) and responses
with their labels (0 or 1)

aligning their characteristics.
For model fine-tuning, dialogues were split into

context-response pairs, with the context consisting
of 1 to 5 randomly selected messages, and the sub-
sequent therapist message as the response. From
this, we created 102,362 context-response pairs,
labeled as 0 (random responses) or 1 (gold stan-
dard responses). The dataset was split into train-
ing (92,126 pairs), testing, and validation sets (5%
each). Detailed statistics are in Table 2, with an
example in Figure 1.

4.3 Dialogue Retrieval and Ranking

For retrieval, we selected a BERT-based model
(Kenton and Toutanova, 2019) called bert-base-
uncased2 that has already been fine-tuned and
tested on dialogue datasets such as the Ubuntu
dialogue corpus using different model architec-
tures and fine-tuning techniques. We evaluated two
such state-of-the-art approaches: Dial-MAE (Su
et al., 2023) and Uni-Encoder (Song et al., 2021),
both of which demonstrated strong performance
in multi-turn dialogue retrieval when tested on the

2https://huggingface.co/google-bert/
bert-base-uncased

https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/google-bert/bert-base-uncased
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Model R10@1 R10@2 R10@5
Dial-MAE 0.918 0.964 0.993
Uni-Encoder 0.916 0.965 0.994

Table 3: Performance comparison of Dial-MAE (Su
et al., 2023) and Uni-Encoder (Song et al., 2021) on the
Ubuntu Dialogue Corpus

Ubuntu dialogue corpus. Both approaches involve
two stages: post-training and fine-tuning. Table 3
presents the retrieval accuracy of the models, as
reported in their original papers, on the Ubuntu
Dialogue Corpus. Performance is measured using
R10@1, R10@2, and R10@5 metrics, which eval-
uate how often a relevant response appears among
the top 1, 2, or 5 of the top 10 retrieved candidates.
For instance, R10@1 indicates the percentage of
times the correct response is ranked first. The two
retrieval approaches used in our study are detailed
below:

• The first approach, Dialogue Contextual
Masking Auto-Encoder (Dial-MAE), a
post-trained BERT-based model (bert-base-
uncased) for dialogue retrieval (Su et al.,
2023). We fine-tuned it using therapist-
patient dialogue data, following the original
methodology with a learning rate of 5e-5 for
5 epochs and a batch size of 64.

• The second approach, Uni-Encoder (Song
et al., 2021), introduced Arrow Attention to
optimize context-response interaction. We
used the same BERT model (bert-base-
uncased), post-trained and fine-tuned for 20
epochs with a batch size of 8 and a learning
rate of 2e-4.

Both approaches were assessed using key met-
rics including R10@1, R10@2, R10@5, and Mean
Reciprocal Rank (MRR) (Wu et al., 2011). The
models were tested with a modified test set, where
each context was paired with 10 responses (9 false
and 1 true) to evaluate their ranking performance.
The results are summarized in Table 4, highlighting
the performance improvement with post-training +
fine-tuning of the BERT model compared to only
fine-tuning.

Due to its superior performance, the post-trained
+ fine-tuned Dial-MAE model was selected for the
process of retrieval and ranking responses before
response generation by LLMs. This model uses dot
product (a standard measure of similarity between

Model R10@1 R10@2 R10@5 MRR
Dial-MAE (fine-tuned) 84.05 91.67 98.1 89.47
Dial-MAE (post-trained + fine-tuned) 92.14 97.14 98.93 96.04
Uni-Encoder (fine-tuned) 39.28 60.71 76.78 57.47
Uni-Encoder (post-trained + fine-tuned) 46.42 58.92 78.57 60.76

Table 4: Performance metrics of different models based
on R10@1, R10@2, R10@5, and MRR.

vectors) (Su et al., 2023) to measure the similarity
between the context vector and the response vector.
Based on these dot product scores, the responses
from a bank of cleaned therapist messages were
ranked in a descending order. The top 10 ranked
responses were then used as examples in the final
prompt provided to the LLMs.

4.4 LLMs and Prompting Techniques
We selected Large Language Models (LLMs) based
on two primary criteria: their task-specific fine-
tuning and supported context lengths, ensuring
alignment with our experimental objectives. A ma-
jor constraint was the inability to use large-scale
models such as GPT-3.5 or GPT-4, due to strict data
privacy and security requirements. This was par-
ticularly important given the highly sensitive and
anonymized nature of the data, which involved in-
dividuals consuming Child Sexual Abuse Material
(CSAM). As a result, we chose smaller models—up
to 13 billion parameters, that could be run locally
on our secure infrastructure, despite some compu-
tational limitations. All models were accessed via
the Huggiång Face library3, and are listed below:

• Qwen2-7B-Instruct: This 7-billion-
parameter model 4 from the Qwen series (Bai
et al., 2023; Yang et al., 2024) is fine-tuned on
diverse instruction-based datasets, enhancing
accuracy and contextual understanding. The
Qwen2 series offers models ranging from
0.5B to 72B parameters and consistently
outperforms many previous open-weight
models.

• Mistral-7B-Instruct-v0.3: This instruction
fine-tuned variant of Mistral-7B-v0.35 excels
in reasoning, mathematics, and code gen-
eration, outperforming Llama 2 13b—Chat
model in both human and automated bench-
marks (Jiang et al., 2023).

3https://huggingface.co/
4https://huggingface.co/Qwen/

Qwen2-7B-Instruct
5https://huggingface.co/mistralai/

Mistral-7B-Instruct-v0.3

https://huggingface.co/
https://huggingface.co/Qwen/Qwen2-7B-Instruct
https://huggingface.co/Qwen/Qwen2-7B-Instruct
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
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• Orca-2-13b: A 13-billion-parameter model
optimized for complex reasoning tasks6. It
matches or surpasses the performance of
much larger models, excelling in zero-shot
tasks and diverse contexts (Mitra et al., 2023).

• Zephyr-7b-alpha: A fine-tuned variant of
Mistral-7B-v0.1 optimized for dialogue7.
Trained on Ultrachat and Ultra Feedback,
it sets a new standard for 7B models in
chat benchmarks, outperforming Llama2-
Chat-70B without human annotation (Tunstall
et al., 2023).

4.5 Retrieval, Ranking and Generation
Pipeline

The pipeline (baseline setup) involved retrieving
and ranking the top 10 responses using the Dial-
MAE model (post-trained + fine-tuned), based on
their dot scores as mentioned in the subsection 4.3.
Following this, a prompt was crafted for the LLMs
for generation of a response. This prompt was it-
eratively refined to align with therapists’ conversa-
tional style, ensuring responses were open-ended,
concise, and therapeutic. To ensure consistency,
the same prompt was used across all four selected
LLMs. Thirty randomly chosen dialogue contexts
were employed to compare model performance un-
der identical conditions, using a temperature setting
of 0.7 to limit response novelty (Peeperkorn et al.,
2024). Each model generated responses for all
the dialogues being tested, which were then used
in the user study (see next subsection). Full de-
tails of the final prompt are provided in Figure 2
in Appendix A. Additionally, an example dialogue
history with subsequent responses from a therapist
and an LLM is provided in Appendix B.

4.6 Experimental Setup

For our experiments, we randomly selected 30
dialogue snippets from the test set of the thera-
pist–patient dataset described in Subsection 4.2.
Each dialogue consisted of approximately 5–10
utterances exchanged between therapist and pa-
tient, always concluding with a patient message.
To ensure diversity, the dialogues were drawn from
different patients and sessions. The selection also
captured a range of conversation types, including
dialogues from the beginning, middle, and end of

6https://huggingface.co/microsoft/Orca-2-13b
7https://huggingface.co/HuggingFaceH4/

Zephyr-7b-alpha

sessions. These dialogues served as input to our re-
trieval, ranking, and generation pipeline, which pro-
duced four responses—one from each of the LLMs
described in Subsection 4.4 and one response from
the original human therapist, referred to as the
"Therapist Response." This "Therapist Response"
was the message immediately following the dia-
logue context. In total, we created a database of 30
dialogues, each with 5 responses, for evaluation.

4.7 Evaluation Setup
The evaluation comprised two stages: automatic
(through an ablation study) and manual, explained
in the following subsections.

4.7.1 Automatic Evaluation: Ablation Study
To assess the contribution of different components
in the RAG framework, we conducted an ablation
study by systematically removing or simplifying
key elements. The study focused on evaluating
the retrieval mechanism and the generative model
through the following configurations:

• Baseline Setup: The complete RAG frame-
work (Section 4.5), consisting of the BERT-
based retrieval model, DIAL-MAE for rank-
ing responses, and an LLM for response gen-
eration.

• Ablation 1 - No Retrieval: The retrieval step
was removed, leaving only the LLM to gen-
erate responses. To compensate, the dialogue
context was directly inserted into the prompt
(Figure 3 in Appendix A), allowing the LLM
to generate responses without retrieved exam-
ples. This setup isolates the retrieval mecha-
nism’s impact on performance.

• Ablation 2 - No Generator: The LLM was
removed, and responses were derived solely
from retrieved documents. The post-trained
and fine-tuned DIAL-MAE retriever selected
the top-ranked response, which was then eval-
uated against other configurations.

• Ablation 3 - Simplified Retriever: The
DIAL-MAE retriever was replaced with
all-MiniLM-L6-v28, a sentence-transformers
model without fine-tuning. Unlike DIAL-
MAE, which ranks responses using dot prod-
uct scores, this model employed cosine sim-
ilarity (a common metric that measures the

8https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

https://huggingface.co/microsoft/Orca-2-13b
https://huggingface.co/HuggingFaceH4/Zephyr-7b-alpha
https://huggingface.co/HuggingFaceH4/Zephyr-7b-alpha
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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angle between two vectors) (Rahutomo et al.,
2012) to compare dialogue history embed-
dings with therapist responses, assigning sim-
ilarity scores between 0 (no similarity) and 1
(highest similarity).

For each configuration, the models were evalu-
ated on the same task of response generation us-
ing the same dataset (explained in Subsection 4.6).
The performance of each setup was measured us-
ing BERTScore (Zhang et al., 2019), which uses
contextual embeddings to capture semantic simi-
larity between generated and reference texts. Un-
like ROUGE, which relies on exact word overlap,
BERTScore better evaluates the nuanced and di-
verse responses typical in therapeutic dialogue. By
conducting an ablation study, we were able to as-
sess the contribution of each part of the RAG frame-
work to its overall performance.

4.7.2 Manual Evaluation
The 14 participants included 11 professional ther-
apists with varying levels of experience in CSAM
therapy, all with at least one year of experience.
Additionally, 3 students specializing in sexual
medicine also took part in the study. The fund-
ing for this study was provided through as part of
the larger project mentioned in Section 2.

Each of the 30 selected test dialogues was paired
with five responses for evaluation: four gener-
ated by the four selected LLMs (Section 4.4) and
one provided by a human therapist (Therapist Re-
sponse). The participants assessed the appropriate-
ness of each response using a 5-point Likert scale,
with the labels "Least appropriate," "Inappropri-
ate," "Neutral," "Appropriate," and "Most appropri-
ate." The therapists were not aware of the hidden
"Therapist Response" among the five options as the
chats came from another therapist who was not a
participant in this study. In addition to rating each
individual response on a scale of appropriateness,
the participants also selected their most preferred
response out the five options provided. A screen-
shot of the questions used in the study can be found
in Appendix C. Each participant rated responses
for 10 randomly selected dialogues from a pool of
30, resulting in 50 ratings per participant.

To analyze the ratings for each model and the
Therapist Response, we calculated the mean and
standard deviation. We first assessed the normal-
ity of the distribution using the Shapiro-Wilk test
(Shapiro and Wilk, 1965). Since the distribution

did not meet the normality assumption, we em-
ployed the Kruskal-Wallis test (Kruskal and Wallis,
1952) to determine significant differences among
the models. For any significant findings (p < 0.05),
we conducted Dunn’s post-hoc test with Bonferroni
correction (Dunn, 1964) to identify specific model
pairs with significant differences.

5 Results

5.1 Automatic Evaluation: Ablation Study

Table 5 presents the BERTScore (F1, Precision, and
Recall) for each model across the baseline setup
and two ablation configurations: Ablation 1 (No
Retrieval) and Ablation 3 (Simplified Retriever).
Table 6 separately reports results for Ablation 2
(No Generator).

Mistral-7B-Instruct-v0.3 achieves the highest F1
in the baseline, while Orca-2-13b used in the base-
line setup leads in Recall across all models. For the
Zephyr-7b-alpha model, the setup used in Ablation
1 improves the F1 score unlike in other models.
This shows that Zephyr-7b-alpha model generates
similar responses as in the baseline setup even with-
out a retriever. In Ablation 3 (Simplified Retriever),
performance differences across models are gener-
ally small and variable, with some decreases in F1,
Precision, and Recall. These variations suggest a
subtle effect of the retriever component, though
Dunn’s post-hoc tests show no statistically signifi-
cant differences (p > 0.05), suggesting that while
performance variations exist, they are not statisti-
cally meaningful. Table 5 summarizes the results,
highlighting the complementary roles of both re-
trieval and generation for optimal performance. On
the other hand, Ablation 2 (Retriever-only, Dial-
MAE model) shows a notable decrease in F1, Pre-
cision, and Recall (see Table 6), emphasizing the
importance of the generator component in achiev-
ing balanced performance.

5.2 Results on a similar dataset

To assess generalizability, we evaluated our base-
line setup (see 4.5) on the CACTUS dataset (Lee
et al., 2024), a GPT-4o-generated multi-turn coun-
seling dataset in English. While synthetic and con-
textually different, it shares structural traits (e.g.,
turn count, message length) with our primary data.
Only automatic evaluation was performed using
BERTScore, following a similar approach as de-
scribed in Section 4.6. As shown in Appendix D,
overall BERTScore values on CACTUS are notably
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Model Setup F1 Precision Recall
Mistral-7B-Instruct-v0.3 Baseline 0.8552 0.8568 0.8540

Ablation 1 0.8544 0.8551 0.8538
Ablation 3 0.8549 0.8579 0.8523

Zephyr-7b-alpha Baseline 0.8515 0.8519 0.8514
Ablation 1 0.8528 0.8546 0.8513
Ablation 3 0.8428 0.8351 0.8512

Orca-2-13b Baseline 0.8541 0.8517 0.8567
Ablation 1 0.8485 0.8469 0.8502
Ablation 3 0.8448 0.8413 0.8485

Qwen2-7B-Instruct Baseline 0.8544 0.8586 0.8506
Ablation 1 0.8490 0.8516 0.8466
Ablation 3 0.8540 0.8563 0.8519

Table 5: Summary of BERTScore (F1, Precision, Recall)
for all models across the baseline and ablation configu-
rations 1 (No retrieval) and 3 (Simplified retriever).

Model F1 Precision Recall
Dial-MAE 0.8100 0.8022 0.8275

Table 6: Performance metrics for the retriever-only
(post-trained+fine-tuned DIAL-MAE model) model
(Ablation 2: No Generator).

lower than our baseline results in Table 5, highlight-
ing the challenge of generalizing across datasets.
However, consistent trends persist—Mistral-7B-
Instruct-v0.3 achieves the highest F1 and recall
(tied with Orca-2-13b), and Qwen2-7B-Instruct re-
tains the highest precision.

5.3 Manual Evaluation

Manual evaluation was conducted using user rat-
ings for four LLMs: Mistral-7B-Instruct-v0.3,
Orca-2-13b, Qwen2-7B-Instruct, Zephyr-7b-alpha,
and the "Therapist Response" where the responses
evaluated were generated using the baseline setup
(section 4.5). The statistical test results are summa-
rized below:

Table 7 displays the mean and standard devia-
tion of ratings. Mistral-7B-Instruct-v0.3 received
the highest average rating (3.34), while Zephyr-7b-
alpha had the lowest (2.76). The standard devia-
tions indicate variability in user evaluations. This
variability is also depicted in Appendix E, which
illustrates the distribution of user ratings. Mistral-
7B-Instruct-v0.3 and Orca-2-13b received higher
ratings (4.0 and 5.0) more frequently, while Zephyr-
7b-alpha and Qwen2-7B-Instruct had a greater pro-
portion of lower ratings (1.0 and 2.0).

A Shapiro-Wilk test, as shown in Table 8, re-
vealed that the ratings for all models, including
the "Therapist Response", deviate from normal-
ity (p < 0.05). Therefore, non-parametric testing
was used. A Kruskal-Wallis test was conducted,

Model Mean Std Dev
Therapist Response 3.06 1.24
Mistral-7B-Instruct-v0.3 3.34 1.16
Orca-2-13b 3.26 1.25
Qwen2-7B-Instruct 2.91 1.15
Zephyr-7b-alpha 2.76 1.19

Table 7: Model rating summary showing the mean and
standard deviation of ratings for each model.

giving the following values: H-statistic: 21.2020,
p-value: 0.0003, indicating statistically significant
differences among the ratings for the five types of
responses.

To further examine these differences, a post-
hoc Dunn’s test with Bonferroni correction was
conducted (see Appendix F). The results indicate
significant differences between Zephyr-7B-alpha
and several other models, including Mistral-7B-
Instruct-v0.3 (p = 0.0012) and Orca-2-13b (p =
0.0054). Qwen2-7B-Instruct also showed a sta-
tistically significant difference from Mistral-7B-
Instruct-v0.3 (p = 0.0387). No significant differ-
ences were found among most other model pairs,
suggesting broadly similar performance in the con-
text of this study.

Table 9 indicates that Orca-2-13b was the most
preferred (42 times), while Zephyr-7b-alpha was
the least preferred (17 times). The Chi-square test
(Chi-square statistic: 19.3750, p-value: 0.0007)
reveals significant preference differences among
the models.

Due to the limited sample size, no differences
were observed between the ratings provided by
student raters and experienced raters.

Model W-stat p-value
Therapist Response 0.9063 7.04719e-08
Mistral-7B-Instruct-v0.3 0.9020 4.07591e-08
Orca-2-13b 0.8913 1.08807e-08
Zephyr-7b-alpha 0.8914 1.10034e-08
Qwen2-7B-Instruct 0.9016 3.86513e-08

Table 8: Normality Test (Shapiro-Wilk) results for
model ratings.

6 Discussion

This study investigates the use of Large Language
models (LLMs)(specifically those with up to 13
billion parameters) in generating therapeutic re-
sponses for multi-turn, chat-based interventions
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Model Preferred Responses
Therapist Response 26
Mistral-7B-Instruct-v0.3 35
Orca-2-13b 42
Qwen2-7B-Instruct 20
Zephyr-7b-alpha 17

Table 9: Preferred responses count for each model.

aimed at preventing the use of child sexual abuse
material (CSAM). Unlike prior research that relies
on larger LLMs like GPT-4 (Inaba et al., 2024),
our approach prioritizes data privacy and safety,
aligning with ethical concerns and ensuring that
sensitive content is handled with care. We em-
ployed a Retrieval-Augmented Generation (RAG)
approach, integrating a post-trained, fine-tuned
BERT-based retriever model alongside an LLM
to generate therapist-like responses. To evaluate
the effectiveness of this setup, we conducted an
ablation study, which was evaluated automatically
using BERTScore. Despite observing variations in
performance, statistical tests indicated no signifi-
cant differences, suggesting that the differences in
scores may not be meaningful. This lack of signifi-
cant difference may partly be due to limitations of
BERTScore in capturing the nuanced benefits of
retrieval-guided responses. Based on these findings,
we selected the baseline setup for further evaluation
through a manual review by 14 psychotherapists.
The manual evaluation revealed that Mistral-7B-
Instruct-v0.3 and Orca-2-13b were preferred over
the therapist response in most cases. Despite the
small sample size, our human evaluation involved
domain experts in a highly specialized therapeutic
context, providing clinically meaningful insights.

While the study focused on evaluating model per-
formance and did not delve deeply into the impact
of different fine-tuning techniques, the findings em-
phasize the importance of choosing the right model
architecture and setup. Furthermore, the observed
discrepancies between automated and expert evalu-
ations highlight the limitations of automatic metrics
like BERTScore in assessing the therapeutic value
of responses. As noted in previous studies (Filienko
et al., 2024), BERTScore may not fully capture the
nuances required to evaluate the effectiveness of
therapeutic interventions. The lower BERTScore
values for the CACTUS dataset (see Appendix D)
may result from its fully LLM-generated nature, in
contrast to the authentic therapist–patient interac-

tions in our primary data. As the prompt was specif-
ically designed for the CSAM context to capture
the linguistic characteristics of therapist messages,
it may be less effective when applied to synthetic
datasets like CACTUS. This highlights the distinct
nature of real therapeutic dialogues.

Our model’s creativity and coherence were also
influenced by hyperparameters, such as tempera-
ture settings. We chose a temperature of 0.7 to
strike a balance between creativity and coherence,
minimizing excessive randomness while ensuring
some degree of variability in the responses. Re-
search suggests that temperature settings subtly
affect creativity (Zhao et al., 2024), with higher
temperatures fostering more novel outputs (Peep-
erkorn et al., 2024). This aspect of model behavior
requires further exploration in future work.

7 Conclusion and Future Work

This study highlights the feasibility of using LLMs
for chat-based therapy in the context of CSAM pre-
vention, emphasizing the need to balance model
performance with privacy and safety considerations.
The results suggest that models such as Mistral-
7B-Instruct-v0.3 and Orca-2-13B are capable of
generating contextually appropriate and therapeu-
tically relevant responses. These findings offer
valuable insights into LLM applications in sensi-
tive domains, where patient messages may contain
explicit content that many models struggle to inter-
pret. Although not yet suitable for direct patient
use, the approach shows promise as a supportive
tool for therapists, offering AI-generated sugges-
tions to reduce their workload.

Our work emphasizes the importance of com-
bining both retrieval and generation components
to optimize model performance in therapy settings.
The ablation study showed that the retrieval mecha-
nism plays a crucial role in enhancing the effective-
ness of response generation, while the generation
component is essential for producing contextually
appropriate responses that mimic therapists. These
findings highlight the potential of LLMs to repli-
cate or mimic therapist responses, emphasizing the
importance of balancing both retrieval and genera-
tion in therapeutic applications, rather than relying
exclusively on therapy principles. This was largely
possible due to the availability of domain-specific
therapy dialogues, which provided concrete exam-
ples that guided the LLMs in producing contextu-
ally appropriate responses.
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Looking ahead, future work could improve re-
trieval via better data labeling or intent detection,
and further explore prompt engineering, given its
strong impact on model outputs. Temperature set-
tings for generating responses with LLMs also need
investigation (especially in this domain), as they
affect response creativity and coherence. Expand-
ing the study with larger, more diverse samples can
offer deeper insights into model behavior across
therapeutic contexts. Using LLM-as-a-judge ap-
proach could be valuable where expert therapists
are scarce, but due to the sensitive nature of the
dialogues, this would also require smaller locally
run LLMs rather than GPT, which has strict content
moderation. While LLMs show promise in areas
like CSAM prevention, continued research is re-
quired to address challenges and ensure their safe
and effective use.

8 Limitations

Using AI and LLMs in therapy for sensitive topics
like Child Sexual Abuse Material (CSAM) involves
strict privacy and ethical considerations, which pre-
vented the use of third-party APIs for handling
patient data. To address this, we employed lo-
cally hosted models, which required working with
smaller-parameter LLMs and a fine-tuned BERT-
based embedding model. While these models may
be considered limited compared to the latest large-
scale architectures, this choice was necessary to
ensure data privacy, faster inference, and real-time
responsiveness, all of which are key requirements
for potential deployment in therapeutic settings.
Additionally, many state-of-the-art LLMs, such as
GPT-4 or newer LLaMA variants impose content
moderation policies that prevent them from pro-
cessing explicit language. These constraints made
them unsuitable for our application, where the abil-
ity to interpret and respond to sensitive content
is essential. Although this limited our access to
the very latest model capabilities, it enabled the
development of a responsible, privacy-preserving
system aligned with the considerations of working
in high-risk clinical domains.

9 Ethical Considerations

Ethical approval for using patient data, including
dialogue data, was granted for research purposes
and the training of AI models, with strict adherence
to ethical guidelines and proper consent protocols.
Approval was obtained from the relevant institu-

tional review board. To ensure the protection of pa-
tient data, all AI models were run locally, keeping
the data confined to the study environment. Prior
to any publication, the data will undergo thorough
anonymization to safeguard patient privacy, which
is why it cannot be published at this time. Although
if required a sample of the dataset can be shared
upon request. Additionally, further ethical consid-
erations will be necessary for the deployment of an
automated chatbot based on these findings.
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A Prompt for LLMs

This section describes the uniform prompt applied
across all LLMs for generating responses for the
baseline setup and the Ablation 1.

Figure 2: Prompt used for LLMs to generate responses
with retrieved examples (Baseline setup)

Figure 3: Prompt used for LLMs to generate responses
without retrieved examples (Ablation 1)

B Example Responses from an LLM and
a Therapist in a Therapy Dialogue

Figure 4: Example dialogue excerpt from the study,
showing the subsequent responses from both a ther-
apist and an LLM (Mistral-7b-Instruct-v0.3). These
responses were obtained using the baseline setup ex-
plained in section 4.7.1. Here, "Client" refers to "Pa-
tient" or consumers of Child Sexual Abuse Material
(CSAM).

C Example Item from User Study

This figure illustrates a sample dialogue item pre-
sented to therapists during the user study. The
interface displays multiple response options for a
given conversation history. Next to each response
is a radio button allowing the participant to select
the most preferred response. Additionally, each re-
sponse can be rated on a 5-point Likert scale based
on its appropriateness within the conversation con-
text.

Figure 5: An example dialogue item used in the user
study with therapists. Here, "Client" refers to "Patient"
or consumers of Child Sexual Abuse Material (CSAM).

D Result on Another Multi-turn
Counseling Dataset

This section presents evaluation results on the CAC-
TUS dataset (Lee et al., 2024), using BERTScore
to compare model responses to real counselors, re-
porting F1, Precision, and Recall scores.

Model F1 Precision Recall
Mistral-7B-Instruct-v0.3 0.6075 0.6058 0.6093
Orca-2-13b 0.5999 0.5909 0.6093
Qwen2-7B-Instruct 0.6068 0.6083 0.6053
Zephyr-7b-alpha 0.5885 0.5809 0.5965

Table 10: BERTScore evaluation on the CACTUS
dataset: precision, recall, and F1 scores comparing
model responses to real counselor replies.
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E Stacked bar chart comparing four
LLMs and real therapist response
across manual ratings

This section presents a stacked bar chart comparing
the ratings of four LLMs and a real therapist re-
sponse, visualizing how each was evaluated across
various appropriateness levels, based on participant
ratings (average results in Table 7).

Figure 6: Stacked bar chart depicting a comparison of
the models and therapist response across the ratings.

F Post-hoc Dunn’s Test Results with
Bonferroni Correction

This section reports p-values from pairwise compar-
isons between model and therapist responses using
Dunn’s test, with Bonferroni correction for multi-
ple comparisons, assessing statistical significance
in therapist ratings.

Model Mistral-7B-Instruct-v0.3 Orca-2-13b Qwen2-7B-Instruct Therapist Response Zephyr-7b-alpha
Mistral-7B-Instruct-v0.3 1 1 0.0387 0.6825 0.0012
Orca-2-13b 1 1 0.1215 1 0.0054
Qwen2-7B-Instruct 0.0387 0.1215 1 1 1
Therapist Response 0.6826 1 1 1 0.4370
Zephyr-7b-alpha 0.0012 0.0054 1 0.4370 1

Table 11: Post-hoc Dunn’s Test Results with Bonferroni
Correction: p-values for pairwise model comparisons.
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