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Abstract

Multilingual proficiency presents a significant
challenge for large language models (LLMs).
English-centric models are usually suboptimal
in other languages, particularly those that are
linguistically distant from English. This per-
formance discrepancy mainly stems from the
imbalanced distribution of training data across
languages during pre-training and instruction
tuning stages. To address this problem, we pro-
pose a novel approach called CrossIn, which
utilizes a mixed composition of cross-lingual
instruction tuning data. Our method lever-
ages the compressed representation shared by
various languages to efficiently enhance the
model’s task-solving capabilities and multilin-
gual proficiency within a single process. In
addition, we introduce a multi-task and multi-
faceted benchmark to evaluate the effective-
ness of CrossIn. Experimental results demon-
strate that our method substantially improves
performance across tasks and languages, and
we provide extensive insights into the impact of
cross-lingual data volume and the integration
of translation data on enhancing multilingual
consistency and accuracy.1

1 Introduction

The advancement of large language models (LLMs)
like ChatGPT (Achiam et al., 2023) and Gemma
(Team et al., 2023) has been a game-changer in
the field of natural language processing (NLP),
revolutionizing tasks such as language genera-
tion and commonsense reasoning (Naveed et al.,
2024). Nevertheless, most state-of-the-art LLMs
are English-centric, and their performance on non-
English languages is usually suboptimal, especially
on languages that are dissimilar to English (Blevins
and Zettlemoyer, 2022; Mehrabi et al., 2022; Gao
et al., 2024). This challenge mainly stems from the
imbalanced distribution of multilingual data at both

1Our datasets and models will be released after the
anonymity period.

the pre-training and instruction tuning stages. The
exposure bias toward major languages results in an
imbalanced capability, where models excel in lan-
guages with plentiful data while under-performing
in those with limited resources (Dac Lai et al.,
2023; Feng et al., 2023). Bridging the language
gap is a fundamental step to unlock the full poten-
tial of these general-purpose models and ensure
that the benefits are accessible to people across the
linguistic spectrum (Zhu et al., 2023a).

Efforts to improve the multilingual capabili-
ties of English-centric LLMs have included con-
tinue pre-training using extensive language-specific
datasets. Yet, mastering languages through ad-
ditional pre-training could require vast amounts
of data and significant computational resources
(Workshop et al., 2022). On the other hand, despite
the limited proportion of non-English data at the
pre-training stage, their absolute volume builds a
solid knowledge base of various languages. In each
iteration, LLMs are exposed to samples in several
languages simultaneously, and the compressed rep-
resentation encourages models to share linguistic
features and generalize across different languages
(Workshop et al., 2022). However, this ability is
not fully retained through the use of datasets that
only include English in follow-up tuning steps.

In this work, we propose an efficient approach
based on a mixed composition of cross-lingual
instruction tuning data to exploit LLMs’ under-
lying multilingual capability, which particularly
improves the cross-lingual knowledge alignment
(Qi et al., 2023; Wang et al., 2023). Instruction
tuning is to boost the task solving capability of
pre-trained language backbones (Taori et al., 2023;
Luo et al., 2023; Touvron et al., 2023b). The task
and prompt diversity are crucial in both data prepa-
ration and the training process, and a small high-
quality set is sufficient to achieve state-of-the-art
zero-shot performance (Ouyang et al., 2022). How-
ever, the language diversity of instruction tuning
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is often overlooked in English-centric LLMs. We
thus aim to enrich instruction tuning from the lan-
guage perspective. Since all languages share the
compressed representation space, cross-lingual in-
struction tuning can efficiently boost the model’s
task-solving and multilingual capabilities within a
single process. Unlike previous work that involved
a multi-task setting by adding machine translation
and mixing monolingual samples of each language
(Zhu et al., 2023b), we integrate two languages at
the sample level and combine various languages at
the corpus level. Moreover, we compare various
mixing strategies to identify the impact of different
data formulations.

To extensively evaluate the cross-lingual knowl-
edge alignment (Qi et al., 2023; Wang et al.,
2023), we establish a benchmark of three tasks (i.e.,
reading comprehension, commonsense question-
answering, and logic reasoning). Consistency is
measured by analyzing an LLM’s responses to
the same question in different languages, and our
benchmark encompasses multiple ability aspects
and difficulty levels. Moreover, since exact match
and F1 score cannot precisely evaluate system out-
puts in the generative setting, we unify all three
tasks in a multiple-choice format for quantitative
and reproducible evaluation. The experimental re-
sults demonstrate that our mixed cross-lingual tun-
ing can significantly improve performance in all
aspects (up to 40% relative gain), followed by a
detailed analysis of the influence of data quantity
on language consistency and knowledge accuracy.

The main contributions of our research are:

• A Multi-faceted Benchmark. We present
a multi-lingual, multi-capability benchmark
for assessing the cross-lingual knowledge con-
sistency of language models. In particular,
we build a parallel multiple-choice version of
the XQuAD dataset (Artetxe et al., 2019) -
Cross-XQuAD for machine comprehension,
and combining it with commonsense QA and
logic reasoning.

• Mixed Cross-Lingual Instruction Tuning.
We introduce CrossIn, a cross-lingual in-
struction tuning approach aimed at aligning
knowledge across languages to stimulate the
model’s full multilingual capability after pre-
training. It offers a more efficient way of im-
proving the model’s performance in various
linguistic contexts.

• CrossIn Data Insights. We conduct exten-
sive experiments with representative LLMs
on three tasks, and show the effectiveness
of our proposed approach. We provide de-
tailed analysis to study the optimal amount of
cross-lingual data and the necessity of sample
translation in enhancing models’ cross-lingual
consistency.

2 Related Work

2.1 Multilingual Large Language Model

Multilingual Large Language Models (MLLMs)
have experienced significant advancements in re-
cent years. Recently, Qin et al. (2024), as a compre-
hensive review, summarizes various methodologies
for training MLLMs. BLOOM (Workshop et al.,
2022), Jais (Sengupta et al., 2023), and Sailor (Dou
et al., 2024) are representative models that target
improved multilingualism in the pretraining stage.
For fine-tuning, ChatGLM employs a reward model
trained under a multilingual setting (Zeng et al.,
2022), while the x-LLM utilizes a translated ver-
sion of the Alpaca dataset, combined with super-
vised translation data and instruction finetuning, to
enhance the model’s multilingual capabilities (Zhu
et al., 2023b).

Instruction tuning on English datasets can intro-
duce zero-shot capabilities in other languages as
well (Wei et al., 2022; Chung et al., 2022). Fur-
ther studies have explored the use of diverse train-
ing sets in multiple languages can improve cross-
lingual generalization, suggesting that incorporat-
ing data from various languages can significantly
enhance the model’s ability to generalize across lin-
guistic boundaries (Muennighoff et al., 2023; Kew
et al., 2023; Shaham et al., 2024). In our work, we
build upon these findings and focus on improving
multilingual consistency through targeted instruc-
tion finetuning. By refining the instruction process-
ing mechanism, we aim to enforce the alignment
across different languages to improve multilingual
capabilities.

2.2 Multilingual Evaluation Benchmark

Evaluating the multilingual capabilities of LLMs
is crucial for their global applicability, as it en-
sures that these models can understand and gen-
erate text effectively across different languages.
Benchmarks such as MMLU (Hendrycks et al.,
2021), TruthfulQA (Lin et al., 2021) have been
developed to access the general capability of the
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Context: 
The Panthers defense gave up just 308 
points, ranking sixth in the league, while 
also leading the NFL in interceptions with 
24 and boasting four Pro Bowl …

Question: 
How many points did the Panthers 
defense surrender?

Reference Answer: 
308

Metrics: 
(1) Exact Match
(2) F1 Score

Large Language 
Model

Biased 
Judgement

(a) Original XQuAD Dataset

Context: 
The Panthers defense gave up just 308 
points, ranking sixth in the league, while 
also leading the NFL in interceptions with 
24 and boasting four Pro Bowl …

Question: 
How many points did the Panthers 
defense surrender?

Choices:
(A) 308
(B) ?
(C) ?
(D) ?

Generate distractive choices 
& multilingual paralllism

Parallel Samples
(In multiple languages)

Choices: (in multiple languages)
(A) 24
(B) 308
(C) 309
(D) 405

Metrics: 
Multi-choice Question

Good for LLM 
evaluation & Cross-
Lingual Consistency

(b) Cross-XQuAD Dataset Creation

Figure 1: An illustration of the dataset construction process of the Cross-XQuAD dataset. The original XQuAD
dataset, although multilingual, is not adapted specifically to evaluate LLMs and their cross-lingual consistency.

LLMs in English. XQuAD (Artetxe et al., 2019)
and MLQA (Lewis et al., 2019) are popular extrac-
tive question-answering datasets that have been de-
veloped to evaluate the models’ multilingual perfor-
mance. However, they focus on language-specific
performance without considering the knowledge-
sharing capabilities. Recently, Cross-MMLU and
Cross-LogiQA (Wang et al., 2023) are proposed
to assess the multilingual capability of LLMs with
an emphasis on cross-lingual consistency. How-
ever, the number of samples is limited which could
generally lead to less stable evaluation results.

3 Cross-Lingual Consistency Benchmark

Since traditional multilingual evaluations often fail
to cater specifically to LLMs or overlook the assess-
ment of cross-lingual consistency in multilingual
contexts, in this section, we present a targeted mul-
tilingual evaluation benchmark for cross-lingual
knowledge alignment.

3.1 Datasets and Metrics

Even though there are multilingual evalua-
tion datasets with parallel samples including
MLQA (Lewis et al., 2019) and XQuAD (Artetxe
et al., 2019), they are tailored for supervised extrac-
tive question-answering tasks and are unsuitable
for less structured outputs of LLMs (Schuster et al.,
2023). Therefore, recently, two evaluation datasets
have been developed for multilingual evaluation
with cross-lingual consistency measures (Wang
et al., 2023). Specifically, Cross-MMLU and Cross-
LogiQA are designed to use multiple-choice ques-
tions, presenting parallel samples to assess the
knowledge alignment capability of LLMs. These
datasets focus on commonsense question answer-
ing and logical reasoning. However, as they are

crafted by humans, the number of parallel samples
they offer is relatively limited due to the high cost
of human labor involved. This limitation could lead
to less robust evaluation results.

Considering this, in our work, we enhance the
cross-lingual consistency evaluation benchmark by
introducing another task type: reading comprehen-
sion. Furthermore, we utilize existing high-quality
parallel datasets to automatically generate new ones
that are tailored for LLM evaluation. Table 1 sum-
marizes the complete benchmark.

For evaluation metrics, we leverage the same
concept as presented in Wang et al. (2023). In ad-
dition to assessing the overall accuracy of each lan-
guage, we also integrate cross-lingual consistency
metrics, measured by “Consistency” and “AC3”.
The consistency score is designed to determine
whether the model provides consistent responses
to parallel questions across different languages. A
higher consistency score suggests that LLMs can
apply common knowledge across languages and
deliver uniform responses, regardless of correct-
ness. Specifically, for the Cross-XQuAD dataset
that spans four languages, the multilingual consis-
tency metric is defined as

M{l1,l2,...,ls} =

∑N
i=1 1{a

l1
i = al2i = ... = alsi }

N
(1)

where alsi is the answer for sample index i from
language s. Then, the consistency is computed as:

Consistencys =

∑
{l1,l2,...,ls}∈C(s,gi)

M{l1,l2,...,ls}

Cs
4

(2)
Similar to Wang et al. (2023), we use s = 3 as

the default tolerant for consistency metrics, where
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Dataset MCQs Number of Samples Supported Language Consistency Metric
MLQA (Lewis et al., 2019) ✗ 5,500 (36×) 7 - Eng, Zho, Spa, Vie, ... NA
XQuAD (Artetxe et al., 2019) ✗ 1,190 (7.9×) 10 - Eng, Zho, Spa, Vie, ... NA
Cross-MMLU (Wang et al., 2023) ✓ 150 (1×) 7 - Eng, Zho, Spa, Vie, ... ✓

Cross-LogiQA (Wang et al., 2023) ✓ 176 (1.2×) 7 - Eng, Zho, Spa, Vie, ... ✓

Cross-XQuAD (ours) ✓ 1,190 (7.9×) 4 - Eng, Zho, Spa, Vie ✓

Table 1: A list of multilingual datasets. Multi-choice questions (MCQs) are more suitable for quantitative evaluation
of large language models and evaluation for multilingual consistency. Traditional metrics such as the F1 score or
Exact Match for extractive question answering can introduce unintended biases in evaluating large language models.

the consistency between any three languages is
computed. AC3 enhances the traditional accu-
racy metric by incorporating consistency, offering
a more comprehensive evaluation. This approach
is adopted because relying solely on consistency or
accuracy does not yield a robust assessment.

AC3s = 2 · Accuracy · Consistencys
Accuracy + Consistencys

(3)

By converting the datasets into MCQ (Multiple
Choice Question) format, we can better quantify
the model’s ability to select the correct answer from
a set of options, thereby offering a clearer measure
of its understanding and reasoning capabilities.

3.2 Cross-XQuAD Construction
Figure 1 indicates the process of constructing the
Cross-XQuAD dataset from the original XQuAD
dataset. It involves three steps, 1) English MCQ
construction with distractive choices, 2) Parallel
MCQ construction, and 3) Post-processing and
quality check.

First, the original ground-truth answer from the
XQuAD dataset can directly be used as the correc-
tion choice. As the XQuAD is for an extractive
question-answer task, we extract the incorrect op-
tions from the provided context corpus as much as
possible. Otherwise, the solution would be highly
trivial with simple matching techniques. To achieve
this, we prompt ChatGPT-3.5 to get the other three
choices as shown in Figure 1b.

Second, using the prepared English sample as
a base, we prompt the generation of equivalent
samples in the other languages. We discovered that
direct translation without specific context can result
in deviated interpretations due to polysemy, poten-
tially leading to a biased evaluation. To counter
this, we prompt the model with the English sample
alongside its contextual counterpart in the target
language to generate new samples. This approach
has resulted in samples that are highly aligned
across multiple languages.

Third, although LLMs can perform as a reason-
able automated method for creating parallel sam-
ples (Li et al., 2023), we found that human inter-
vention is essential to ensure higher accuracy. Con-
sequently, each constructed sample undergoes a
round of human review to confirm its integrity.

Following the above procedure, we construct the
Cross-XQuAD dataset with 1,190 parallel samples
in four languages which results in 4,760 samples in
total. It is by far the largest multilingual evaluation
dataset with cross-lingual consistency assessment
capabilities.

4 CrossIn Method

To address the imbalance across languages in
English-centric LLMs pre-training and fine tun-
ing, we explore strategies to enhance multilingual
proficiency through cross-lingual instruction tun-
ing. Typically, instruction tuning relies on mono-
lingual training samples (e.g., English) (Zhu et al.,
2023a), which limits the potential of massive mul-
tilingual exposure at the pre-training stage. There-
fore, we aim to enrich instruction tuning from the
language perspective. Since all languages share
the compressed representation space, cross-lingual
instruction tuning can efficiently boost the model’s
task-solving and multilingual capabilities within a
single process. Specifically, we propose CrossIn
approach to mix language compositions at the sam-
ple level to enforce the information flow across
languages. We hypothesize that our method can
further boost multilingual performance by encour-
aging language-level generalization.

The training data can be divided into three main
aspects: Base, CrossIn, Trans.

• Base: This part includes the foundational in-
struction tuning datasets, where the model is
relying on to learn all basic capabilities. Given
that English datasets are the most resource-
rich and of the highest quality, we focus
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Type Instruction Output

Original Sample Explain what a ”food desert” is and why they are a problem. A ”food desert” is an area with little or no access to afford-
able, healthy food options....

CrossInen2x Explain what a ”food desert” is and why they are a problem. “食物沙漠” 是一个几乎没有或根本没有负担得起的健
康食品选择的地区...

CrossInx2en 解释什么是“食物沙漠”，以及为什么它们是一个问题 A ”food desert” is an area with little or no access to afford-
able, healthy food options....

CrossInx2x 解释什么是“食物沙漠”，以及为什么它们是一个问题 Un ”desierto alimentario” es un área con poco o ningún
(zho-spa) acceso a opciones de alimentos saludables y asequibles...

CrossInx2x Explain what a ”food desert” is and why they are a problem. Un ”desierto alimentario” es un área con poco o ningún
(eng-spa) acceso a opciones de alimentos saludables y asequibles...

CrossInx2x Explique qué es un ”desierto alimentario” y por qué son un “食物沙漠”是一个几乎没有或根本没有负担得起的健
(spa-zho) problema. 康食品选择的地区...

Translation Translate the following sentence into English.
解释什么是“食物沙漠”，以及为什么它们是一个问题

Explain what a ”food desert” is and why they are a problem.

Table 2: One example from the Alpaca dataset. It is further transformed into cross-lingual instruction tuning datasets
and translation tasks.

on using common English instruction tuning
datasets.

• CrossIn: It comprises cross-lingual instruc-
tion tuning datasets, where instruction and
output are featured in two different lan-
guages. The dataset aims to align represen-
tations across languages, thus enforcing the
knowledge-sharing ability of LLMs.

• Trans: It consists of translation pairs for in-
structions. We hypothesize that if the model
concurrently learns these translation tasks, it
could facilitate the transfer of knowledge be-
tween languages.

For Base, we leverage existing datasets, we cre-
ate the CrossIn and Trans datasets, where we use
the Alpaca (Taori et al., 2023) dataset as the source.
Examples are shown in Table 2.

For CrossIn dataset, we create three variants as
the following recipes:

• CrossInen2x: Instructions are provided in En-
glish, and we choose the output language ran-
domly. Given the rich prior knowledge avail-
able in English, this approach aims to transfer
English knowledge to other languages.

• CrossInx2en: Instruction language is chosen
randomly, and output is fixed in English. This
approach aims to unify multilingual instruc-
tions into responses centered around English.

• CrossInx2x: The languages for both the in-
struction and the output are selected randomly.
This approach seeks to facilitate bi-directional
alignment across all languages.

Algorithm 1 CrossInx2x with translation
S ← Total number of samples
L ← {”English”, ”Spainish”, ”Chinese”,

”Vietnamese”}
D ← Seed Parallel Instructions Dataset
C ← ∅
T ← ∅
tp ← Translation Prompt
for i← 1 to S do

s← Random sample from D
lin, lot ← Random sample from L
C ← C ∪ (D[lin][s],D[lot][s])
lt ← Random sample from L
T ← T ∪ (tp, D[lt][s], D[“English”][s])

end for

Previous work shows that incorporating sample
translation helps map English to other languages,
allowing the model to generalize English knowl-
edge in a broader space (Zhu et al., 2023b). For
an extensive comparison, we also investigate how
adding a separate translation task might enhance
the multilingual abilities of LLMs, compared with
using cross-lingual instruction tuning alone. More
specifically, aside from the CrossIn data, we add
a direct translation task of instructions from En-
glish to other languages. The influence on model
performance of additional instruction translation is
discussed in Section 5.3.

Algorithm 1 illustrates the complete algorithm to
create CrossInx2x with translation dataset, where
S is the desired number of samples to be added
with the Base. C, T , lin indicate CrossIn, Trans
and the sampled language, respectively.
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Models Cross-XQuAD Cross-MMLU Cross-LogiQA
Acc Consis AC3 Acc Consis AC3 Acc Consis AC3

General LLMs
ChatGPT-3.5 90.6 83.7 87.0 66.8 51.8 58.4 53.3 40.5 46.0
LLaMA-2-7B-Chat (Touvron et al., 2023b) 74.9 67.5 71.1 40.1 42.0 41.1 36.8 43.5 39.9
Mistral-7B-Instruct-v0.2 (Jiang et al., 2023) 84.6 72.2 77.9 49.0 26.2 34.1 46.0 38.5 41.9
LLaMA-7B (Touvron et al., 2023a) 40.3 21.5 28.0 29.8 27.8 28.8 27.6 23.0 25.1
m-LLaMA-7B (Zhu et al., 2023b) 46.8 41.1 43.8 26.7 22.3 24.3 28.1 22.0 24.7
Base Model: Gemma-2B (Team et al., 2024)
Tuning w/ Alpaca 42.0 49.7 45.5 36.0 59.8 45.0 28.3 63.8 39.2
Tuning w/ Platypus 60.8 55.8 58.2 36.5 29.7 32.7 36.4 47.9 41.3
CrossInen2x 60.1 62.8 61.5 39.2 43.0 41.0 39.5 37.8 38.6
CrossInx2en 54.2 64.7 59.0 41.2 57.8 48.1 36.8 48.3 41.8
CrossInx2x 53.3 64.3 58.3 37.0 54.5 44.1 39.6 46.2 42.6
Base Model: Mistral-7B-v0.1 (Jiang et al., 2023)
Tuning w/ Alpaca 62.2 52.9 57.2 36.2 43.5 39.5 35.7 33.8 34.7
Tuning w/ Platypus 61.1 33.2 43.0 38.8 20.2 26.5 47.9 29.8 36.8
CrossInen2x 74.9 64.0 69.0 41.0 41.5 41.2 44.6 40.1 42.2
CrossInx2en 77.4 63.8 69.9 34.8 47.2 40.1 45.3 42.5 43.8
CrossInx2x 78.6 67.9 72.9 41.0 42.3 41.7 48.9 48.3 48.6

Table 3: Experimental results on three cross-lingual consistency datasets: Cross-XQuAD, Cross-MMLU, Cross-
LogiQA. Three metrics presented are Accuracy (ACC), Consistency (Consis), and AC3 as introduced in Section 3.

5 Experiments

5.1 Experimental Setting

In our experiments, we selected four languages:
English, Chinese, Vietnamese, and Spanish across
all three datasets. We utilized two representative
open LLM as base model: Mistral-7B-v0.1 (Jiang
et al., 2023) and Gemma-2B (Team et al., 2024).
For base models, we employed the Platypus (Lee
et al., 2023) corpus as the Base dataset for instruc-
tion tuning, since previous work shows that it can
enable models’ higher diverse and robust general-
ization capabilities than the Alpaca dataset.

For the CrossIn instruction tuning data, we uti-
lize the Alpaca (Taori et al., 2023) corpus as the
seed dataset. This dataset is expanded into a mul-
tilingual format to four languages using an off-
the-shelf translation engine, producing a total of
(52k×4) samples. From the enriched datasets, both
the CrossIn and Trans parts can be formulated in
a variant number of samples. While the Alpaca
dataset lacks the complex problem-solving capa-
bilities of the Base set from Platypus, it contains
English instructions without complex elements like
coding and math, which results in a higher trans-
lation quality. Meantime, this setup allows us to
investigate whether a dataset of simple instructions
can adequately support effective knowledge align-
ment across languages.

In model training, we leverage LoRA (Hu et al.,
2022) with rank = 64 as a parameter-efficient
way to train LLMs. For fair comparison, we fine-
tune base models with either the Platypus or Al-
paca dataset with the same set of hyperparam-
eters. Besides, following standard benchmarks,
we also compared several representative general-
purpose LLMs including ChatGPT-3.5, LLaMA-2-
7B-Chat, Mistral-7B-Instruct-v0.2, m-LLaMA-7B
and its base model, LLaMA-7B.

5.2 Main Results and Analysis

Table 3 shows the benchmark results of current gen-
eral LLMs and models tuned with Alpaca, Platypus
and different CrossIn variants. Our findings can
be summarized as follows.
English-centric LLMs do not perform well on
our multi-lingual benchmark. First, we evaluate
the performance of representative LLMs using our
benchmarks and observed that ChatGPT-3.5 ex-
hibits outstanding performance across all three test-
sets, indicating strong multilingual capabilities and
consistency. For open-source models, we observe
that models after instruction tuning (e.g.,LLaMA-
2-7B-Chat, Mistral-7B-Instruct-v0.2) significantly
outperform the non-tuned models (e.g., LLaMA-7B,
m-LLaMA-7B) on all fronts, while their accuracy
and cross-lingual consistency lag behind that of
ChatGPT-3.5. Moreover, m-LLaMA-7B demon-
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Figure 2: Consistency score between languages on
Cross-XQuAD with CrossInx2x method

strated some improvements over LLaMA-7B in
the Cross-XQuAD dataset, but it only managed
to achieve similar results on the Cross-MMLU and
Cross-LogiQA. This suggests that a purely mono-
lingual data mix may not be adequate for training
models on complex multilingual tasks, highlighting
the importance of our proposed approach.
English-centric instruction tuning is limited. We
analyzed the performance of base models fine-
tuned on different original instruction datasets (i.e.,
Alpaca and Platypus). Our findings indicate that
models exhibit distinct characteristics depending
on the instruction tuning corpus. Fine-tuning with
Platypus results in higher accuracy, potentially due
to the diversity of tasks in the dataset. Conversely,
models fine-tuned with Alpaca shows a higher con-
sistency across most benchmark datasets, albeit
with marginally lower accuracy. These observa-
tions suggest that Alpaca may be less effective than
Platypus in augmenting LLMs with task-solving
and reasoning. In addition, fusing a wide range of
knowledge in English could potentially lead to a
forgetting of information in other languages, thus
affect the consistency. This results show a trade-off
between accuracy and consistency from fine-tuning
on different English-centric instruction tuning cor-
pora. We aim to bridge the gap of both datasets,
thereby enhancing both accuracy and consistency.
CrossIn is simple but effective. We further re-
view the results from our CrossIn instruction tun-
ing method, which leverages the strengths of both
the English-centric Platypus and the diverse Mul-
tilingual Alpaca datasets. By implementing the
CrossIn augmentation, we successfully raised the
AC3 score by 30% on the Cross-XQuAD bench-
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Cross-XQuAD Cross-MMLU Cross-LogiQA
Baseline CrossIn-en2x CrossIn-x2en CrossIn-x2x

Figure 3: Results of different cross-lingual instruction
tuning methods compared with baseline.

mark and by about 12% on both the Cross-MMLU
and Cross-LogiQA testsets. This improvement was
achieved using the CrossInx2x approach with the
Mistral-7B-v0.1 as the foundational model. En-
hancements were evident in the model’s accuracy
and consistency across various languages, con-
tributing to the higher AC3 scores. Our findings
highlight the effectiveness of the CrossIn method
in enriching a model’s performance on multilin-
gual tasks. By starting with a task-diverse, strong
instruction set from the Platypus dataset and in-
tegrating simpler, language-varied data from Al-
paca, we crafted a cross-lingual knowledge base
that significantly improve accuracy and consistency
in multilingual understanding.
Language discrepancy affects consistency. We
investigate the consistency scores across all pairs
of languages. As shown in Figure 2, Spanish and
English exhibit the highest consistency, potentially
due to their linguistic similarities, among all other
language pairs. On the other hand, Chinese and
Vietnamese have the lowest correlation, which may
be attributed to their completely distinct charac-
ter sets. Apart from the linguistic discrepancies,
this could also stem from language bias during the
pre-training phase of language models. When con-
sidering the consistency score between English and
other languages, Vietnamese, typically categorized
as a low-resource language in pre-training, shows
the least consistency with English. This points to
the importance of diversifying the data used in train-
ing language models to ensure fair and effective
language representation, particularly for languages
that are typically categorized as low-resource.

5.3 Ablation Study
We conduct three comprehensive ablation studies
to systematically assess the effects of various data
formations, the integration of translation data, and
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Figure 4: Comparison of AC3 score of adding transla-
tion data in cross-lingual instruction tuning.

the influence of different alignment dataset sizes on
the performance of our models, aiming to identify
key factors that enhance or inhibit their effective-
ness.

Data Formulation Comparison. Figure 3 shows
the AC3 scores from three tests when the lan-
guage backbone is the Mistral-7B-v0.1. The re-
sults make it clear that methods designed for cross-
lingual instructions work better than the basic
method, which only uses English-centric instruc-
tion tuning data from Platypus or Alpaca. In par-
ticular, the CrossInx2x method does much bet-
ter than the CrossInen2x and CrossInx2en meth-
ods. This suggests that fully mixing multiple lan-
guages (CrossInx2x) can make the most of what
the Mistral-7B-v0.1 model offers by effectively
using data from different languages. The mixed
composition in training examples seems to help the
model understand and apply knowledge from one
language to another, leading to more accurate and
consistent results.

Efficacy of Translation Data. Figure 4 compares
the performance of the CrossInx2x method with
the CrossInx2x T strategy, which adds translations
to the Alpaca samples (as described in Algorithm
1). The experimental results indicate that addi-
tional translation pairs does not bring performance
gains. We speculate that this is because tasks in-
cluded in our benchmark focus on understanding
and reasoning, and the cross-lingual instruction
tuning approach stimulate both of them under a
multilingual setting. Additionally, the translations
used here may be too basic, especially compared
to larger datasets like WikiMatrix. This suggests
that improving multilingual knowledge alignment
may be better achieved through a mixed-language
approach at the sample level rather than by incor-
porating simple translation data.
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Figure 5: Comparison of AC3 score by adding different
numbers of CrossIn data. Base model: Mistral-7B-v0.1

Essential Cross-Lingual Data Quantities. Fig-
ure 5 shows the AC3 score of the LLMs with differ-
ent quantity of cross-lingual alignment data. It can
be shown that adding 5000 alignment data could
already achieve a good result of cross-lingual con-
sistency, there are not much improvement trend
if we add more data. The observation that only a
small amount of cross-lingual alignment data is re-
quired to achieve satisfactory consistency in LLMs
can be attributed to its efficient learning mechanism.
This characteristic allows the model to quickly as-
similate and generalize from limited data, making
it particularly adept at few-shot learning scenarios.
Additionally, the model’s pretraining on diverse lin-
guistic corpora might have already equipped it with
a foundational understanding of various languages,
thereby reducing the need for extensive alignment
data to bridge linguistic gaps. This efficient use
of data not only demonstrates the model’s robust-
ness but also highlights its practicality in situations
where data availability is constrained.

6 Conclusion

In this paper, we presented a study on improving
cross-lingual knowledge alignment of multilingual
large language models, and contributed to both
evaluation benchmarks and methodologies. We
built a machine comprehension dataset that is a ro-
bust resource for extensive multilingual evaluation,
emphasizing cross-lingual consistency in compen-
sation with previous datasets. Our cross-lingual
instruction tuning method CrossIn brought signif-
icant improvements in knowledge accuracy and
consistency across languages, highlighting the po-
tential of efficient tuning to create more robust mul-
tilingual large language models.
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Limitations

Our approach depends on the availability of high-
quality translation and cross-lingual data, which
may not be accessible for all languages. Address-
ing these data availability challenges is essential
for further research on enhancing multilingual con-
sistency in large language models.

In this study, we did not examine the impact of
our cross-lingual data formulation on the pretrain-
ing stage of large language models. Pre-training is
crucial as it significantly shapes the model’s founda-
tional knowledge and capabilities. Considering the
larger scale of pretraining compared to fine-tuning,
exploring whether our method could improve the
efficiency and effectiveness of pretraining multilin-
gual language models is a vital direction for future
research. However, conducting such an ablation
study on the pre-training stage is computationally
demanding and may not be feasible with limited
resources.
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A Appendix

A.1 Prompt for Building Cross-XQuAD Data

Figure 6: Prompt For Generating English Choice

Figure 7: Prompt to Translate English Choice

A.2 Fine-tuning Parameters

Hyperparameter Value

learning rate 1e-4
batch size 16
epochs 1
lora rank 64
lora alpha 128
lora trainable p proj, k proj, v proj, o proj,

gate proj, down proj, up proj
modules to save embed tokens, lm head
lora dropout 0.05
warmup ratio 0.03
weight decay 0
optimizer Adam
bf16 True

Table 4: Fine-tuning Hyperparameters
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