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TermTrends 2025: Bridging the Gap between Terminological Resources
and Large Language Models

The Trends in Terminology Generation and Modelling (TermTrends) workshop series started 3 years ago
as a tutorial co-located with the 23rd International Conference on Knowledge Engineering and Know-
ledge Management (EKAW) 2022. This tutorial covered standardisation approaches for representing
terminology, explored methods to accelerate terminology generation, demonstrated domain-specific use
cases, and included a hands-on session with tools for terminology extraction, enrichment, and represen-
tation.

The concept of the tutorial quickly evolved into a workshop format, featuring a different topic each year
based on the emerging trends and priorities within the field. Therefore, TermTrends 2023 embraced
the Terminology in the Era of Linguistic Data Science, and it was co-located with the 4th Conference
on Language, Data and Knowledge (LDK). In that edition, the papers presented addressed diverse chal-
lenges and innovations in multilingual and domain-specific terminology work, including the complexity
of representing multilingual specialised knowledge, the development of terminology resources using
OntoLex-Lemon, the theoretical and practical considerations of converting TBX to OntoLex-Lemon to
ensure interoperability, and the formalisation of translation equivalence and lexicalsemantic relations in
bilingual terminological resources, amongst other topics.

Last year, the workshop focused on Models and Best Practices for Terminology Representation in the
Semantic Web, and it was co-located with the 3rd International Conference on Multilingual Digital Ter-
minology Today. Design, representation formats and management systems (MDTT 2024). The contri-
butions explored the intersection of lexical and domain knowledge, with a special focus on terminology
representation and interoperability, including the linking of resources in the cybersecurity domain, the
development of a three-layer multilingual terminology for oncological diseases, the representation of the
TERMCAT glossaries in OntoLex-Lemon and the integration of the Lexical Markup Framework with
the Terminological Markup Framework.

This year’s edition of the workshop focused on a topic that has been rapidly adopted by nearly every
sector of society and holds significant implications for language processing, knowledge representation,
and artificial intelligence: Large Language Models. Therefore, the workshop is focused on Bridging the
Gap between Terminological Resources and Large Language Models. In particular, this event intends to
explore how terminological resources can be leveraged to enhance the performance of LLMs at different
stages of their lifecycle, from pre-training and fine-tuning to evaluation and application. By identifying
points of convergence between Linked Data-based terminological data and LLM processes, we seek to
identify strategies to make these resources more interoperable, reusable, and impactful.

Specifically, TermTrends 2025 presents contributions on the performance of instruction-tuned Large
Language Models in handling terminology-constrained translation for low-resource language varieties,
the ISO/TC 37/WG 6 initiative that aims to integrate Al into standardised terminology management
practices, and the capabilities of LLMs in inferring semantic relations between terms to enhance termi-
nological resources.

Additionally, this year’s edition of the workshop introduced a notable novelty: the inclusion of two keyno-
te speakers, Giorgio Maria di Nunzio, Associate Professor at the University of Padova, and José Manuel
Gomez Pérez, Director of Language Technology Research at expert.ai. Having such distinguished repre-
sentatives from academia and industry, respectively, will provide comprehensive and contrasting insights
into the application of terminological resources and LLMs, highlighting both theoretical advancements
and practical implementations across different sectors.

With the papers presented and the insightful contributions from both academic and industry represen-



tatives, we have high hopes for this year’s edition. TermTrends 2025 aims to bring together researchers
and practitioners to explore practical ways of connecting terminological resources with Large Language
Models, encouraging collaboration and adoption of these technologies. We look forward to productive
discussions and new opportunities to advance the field together.

Patricia Martin Chozas, Elena Montiel Ponsoda, Sara Carvalho and Federica Vezzani
TermTrends 2025 Organising Committee
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Abstract

We investigate the effect of terminology in-
jection for terminology-constrained transla-
tion in a low-resource language variety, with
a particular focus on off-the-shelf instruction-
tuned Large Language Models (LLMs). We
compare a total of 9 models: 4 instruction-
tuned LLMs from the Tower and EuroLLM
suites, which have been specifically trained
for translation-related tasks; 2 generic open-
weight LLMs (LLaMA-8B and Mistral-7B); 3
Neural Machine Translation (NMT) systems
(an adapted version of MarianMT and Mod-
ernMT with and without the glossary func-
tion). To this end, we release LeglSTyr, a
manually curated test set of 2,000 Italian sen-
tences from the legal domain, paired with
source Italian terms and target terms in the
South Tyrolean standard variety of German.
We select only real-world sources and design
constraints on length, syntactic clarity, and
referential coherence to ensure high quality.
LegISTyr includes a homonym subset, which
challenges systems on the selection of the cor-
rect homonym where sense disambiguation is
deducible from the context. Results show
that while generic LLMs achieve the highest
raw term insertion rates (approximately 64%),
translation-specialized LLMs deliver superior
fluency (A COMET up to 0.04), reduce incor-
rect homonym selection by half, and generate
more controllable output. We posit that mod-
els trained on translation-related data are better
able to focus on source-side information, pro-
ducing more coherent translations.

1 Introduction

While Neural Machine Translation (NMT) adap-
tation has demonstrated benefits from incorporat-
ing domain-specific terms (Farajian et al. 2018), it

has yet to ensure consistent and unambiguous ter-
minology enforcement. The delicate trade-off be-
tween the continuous expansion of parallel train-
ing corpora and the enforcement of lexical choices
without hampering fluency further complicates
cross-lingual alignment of terminologically rele-
vant tokens (Alkhouli et al. 2018; Ferrando et al.
2022; Stefanik et al. 2023). This failure has even
raised questions on the cost-effectiveness of main-
taining termbases for M T purposes (Knowles et al.
2023). Terminology compliance has attracted no-
table interest and lead to the organization of shared
MT tasks (Bawden et al. 2019; Alam et al. 2021b;
Semenov et al. 2023).

Terminology compliance is a crucial quality as-
pect in high-stakes domains, such as the legal do-
main. Terminology mistakes in legal translation
can have serious consequences (Mattila 2018), in-
cluding legal disputes and infringement of basic
linguistic and human rights (e.g., through incor-
rect use of critical terminology during interpreta-
tion in criminal trials). Furthermore, every legal
system has its own specific set of rules and con-
ceptual structures. Legal terminology expresses
such specificities and is therefore always bound to
a specific legal system (Gambaro and Sacco 2024).
This system-boundness of legal terminology often
results in conceptual incongruency between legal
systems, even between legal systems sharing the
same language. Consequently, correct terminol-
ogy usage in languages with more than one recog-
nized legal variety like Arabic, English, Spanish
etc., pose notable translation challenges. In addi-
tion, the quality of MT in the legal domain hinges
not so much on the language combination as on the
legal subdomain (Quinci and Pontrandolfo 2023).
Our experiments focus on South Tyrolean Ger-



man, a minor standard variety of German spoken
in Northern Italy that is used by the local public
administration bodies and on legal terms from a
range of different legal subdomains.

Researchers have addressed terminology en-
forcement using both NMT systems and Large
Language Models (LLMs). In 2024, two new
LLM suites specifically trained on translation-
related tasks (TT LLMs) were released to the
public (Tower and EuroLLM suites); yet to our
knowledge their capabilities have not been ade-
quately investigated thus far. To bridge the gap, we
evaluate the instruction-following performances
of these open models in terminology injection,
comparing their term accuracy rate and overall
translation quality against general-purpose LLMs
as well as to adapted NMT models and their base-
line. We also assess which models produce the
most structured and clean outputs for easier down-
stream processing.

To this end, we curate LegISTyrl, a test set
comprising over 2,000 sentences from the legal
domain in Italian. Each instance is annotated
with both Italian source and South Tyrolean tar-
get terms, plus variants used in other German-
speaking legal systems whenever available. We
select the sentences from termbase contexts and
other real-world sources while enforcing con-
straints on length, syntactic clarity, and referential
coherence. The test set covers the usage of each
term in multiple contexts. It also features a sub-
set on the challenge of disambiguation between
homonyms where the correct sense is deducible
from the domain or context of use.

2 Background

2.1 Challenges of legal translation in South
Tyrol

While the task of terminology injection presents
an already serious challenge for highly resourced
languages, difficulties grow when considering mi-
nor varieties of pluricentric languages (Clyne
1991). Such varieties often lack labeled datasets
and resources in internationally standardized for-
mat (Lakew et al. 2020), and are under-represented
in generic training corpora due to the sheer
size of text produced by the respective speakers
(Zampieri et al. 2020). This leads to dominant
forms obfuscating diatopic variants (Koehn and
Knowles 2017). The implication in statistical MT

"http://hd].handle.net/20.500.12124/104

is that the stronger signal from numerically domi-
nant varieties will tend to override terms from mi-
nority ones.

The situation of a minor variety used in the le-
gal domain can be exemplified by South Tyrolean
German. This is a standard variety of German
(Ammon et al. 2016) used by about 300,000 mem-
bers of the German language minority in Italy. In
South Tyrol, German is a co-official language next
to Italian. South Tyrolean German differs from
other German varieties in various minor grammat-
ical and lexical aspects, but most notably concern-
ing food and legal vocabulary. Some of these dif-
ferences are unlikely to affect terminology (e.g.
the use of sein vs haben as an auxiliary for some
verbs of position), others might (e.g. differences in
grammatical gender like Kataster, cadastre, gen-
erally being masculine in South Tyrol and other
Southern German areas but neuter in Germany).

In South Tyrol, there is a process of terminology
standardization in place whereby the mandatory
terminology for the local legal and administrative
texts is being validated by a Terminology Com-
mission (Chiocchetti 2021). The infringement of
local terminology requirements may result in hin-
dered clarity of government-citizen communica-
tions and in the denial of linguistic minority rights
related to clear and consistent communication in
the minority language (South Tyrolean German).

An analysis of machine-translated normative
texts from Italian into South Tyrolean German
has highlighted that terminology is the second
most common type of mistake after mistransla-
tions (De Camillis and Chiocchetti 2024). This
can happen by effect of interference from most
represented legal systems.

We also observe that Italian multiword terms
(e.g., decreto legislativo, legislative decree; de-
creto ingiuntivo, payment order; decreto di con-
danna, penalty order, etc.) tend to be shortened
to their headword within texts (i.e., to decreto)
creating homonymous short forms. Context is
needed for correct disambiguation when translat-
ing into German (i.e., choosing between geset-
zesvertretendes Dekret, legislative decree; Mahn-
dekret, payment order and Strafbefehl, penalty or-
der), especially since there is a less pronounced
tendency to reduce multiword terms or compounds
to their headword in German. The notable pres-
ence of homonyms deriving from ellipsis of part
of the term in Italian legal texts poses an issue
of (domain) disambiguation in the correct selec-



tion of the target term in German. Disambigua-
tion is relevant even in cases where there is no
shortening of a longer term (e.g. procedura con-
corsuale means ’bankruptcy proceedings’ in in-
solvency law, in German Insolvenzverfahren, but
’open competitive employment procedure’ in ad-
ministrative law and should be translated with
Wettbewerbsverfahren).

To evaluate translation quality into South Ty-
rolean German, we release LegISTyr, a highly cu-
rated test set (see 4.1). We use the test set to ex-
plore the success of different techniques aimed at
terminology injection when translating from Ital-
ian into a minor standard variety of German, viz.
South Tyrolean German.

2.2 Aligning LLMs to translation tasks

While LLMs have shown the capability to perform
targeted translation tasks without task-specific
training (Vilar et al. 2023; Hendy et al. 2023),
top-notch performances are still bottlenecked to
proprietary, large-scale models, which makes their
adoption in low-resource environments exces-
sively expensive. Another pitfall of generic LLMs
is their tendency to exhibit undesired behavior,
such as verbosity — the generation of explanatory
text in addition to the proper translation (Briakou
et al. 2024).

One line of research has sought to imbue
text with the core features of translation tasks
through in-context learning (ICL), prompting a
generic model with exemplars in a predefined for-
mat (Brown et al. 2020). Despite being largely
resource-efficient and effective in cross-lingual
transfer for under-resourced languages (Zhu et al.
2024b; Zhu et al. 2024a), drawbacks still per-
sist. In actuality, prompt design seems to be a
hardly manageable strategy, as minimal permuta-
tions result in heavy performance volatility (Lei-
dinger et al. 2023; Sclar et al. 2024; Weber et al.
2023), unreasonable templates give rise to accept-
able outputs (Zhu et al. 2024b) and targeted ex-
emplar selection for the prompt only has a lim-
ited impact (Zhang et al. 2023). In addition, ICL
proves ever more effective as the scale of the
model in use grows (Min et al. 2022). Overcom-
ing these limitations might be possible by leverag-
ing pre-trained, lightweight models specialized in
translation-related tasks in order to attain compa-
rable performances to larger models (Zeng et al.
2024).

Instruction tuning (IT) (Wei et al. 2022) consists

of fine-tuning an existing model on instruction-
output pairs, aligning next-token prediction with
task-specific objectives to enhance adherence to
user instructions (Zhang et al. 2024). As a matter
of fact, (Zhou et al., 2023) (2023) highlight that
a model’s core knowledge is acquired during pre-
training, while fine-tuning mainly influences inter-
action modalities and output format. This effect is
further amplified when LLMs are pre-trained on
multilingual corpora (Briakou et al. 2023), where
alignment with downstream translation objectives
begins at the initial training stage (Sia et al. 2024).

2.3 Terminology injection approaches

Researchers have explored diverse techniques to
inject terminology and ensure exact term render-
ing.

In NMT models, relevant terminology can be
marked at inference time by inserting inline term
labels in the source, target, or both. This can
be achieved either by replacing all terms in
source and target with a placeholder (Dinu et al.
2019; Bergmanis and Pinnis 2021; Michon et al.
2020), which sacrifices semantic information, or
by adding the target term to the source sentence
(code-switching) (Song et al. 2019; Ailem et al.
2021). Variations of this approach include addi-
tional lemmatization or grammatical editing for
increased fluency (Bergmanis and Pinnis 2021;
Pham et al. 2021) as well as changes in the lo-
cation of the label (Jon et al. 2021; Turcan et al.
2022). However, consistently predicting the term
equivalent during training has proven challenging,
particularly under more complex circumstances
than those in experiment conditions (e.g., with
more than one target term per sentence). This has
resulted in the introduction of hard constraints —
i.e. forced insertion of the term in the target sen-
tence — that are in turn affected by fluency and
grammatical issues (Post et al. 2019; Chen et al.
2020).

Other attempts directly act on the decoder be-
haviour. The decoder is the component that gener-
ates the target translation by sequentially predict-
ing the next token, given the encoded representa-
tion of the source text and the incrementally gen-
erated output. One focus lies on the development
of decoding algorithms which enforce the desired
term (Molchanov et al. 2021; Hauhio and Friberg
2024) or exclude unsuitable terms from the search
space (Bogoychev and Chen 2023). Despite their
potential, these methods increase computational



time and resource demands. Additionally, they fail
to address issues such as incorrect morphological
inflections and unintentional repetition of termi-
nology (Dinu et al. 2019).

With the surge in the use of Large Language
Models, prompt formulation has made it possible
to exert greater control over features of the out-
put, including “specific dialect” (Garcia and Firat
2022) and terminology injection. Initial experi-
ments provided prompts augmented with glossary
(Moslem et al. 2023a; Moslem et al. 2023b) and
dictionary (Ghazvininejad et al. 2023) entries, also
following an instruction tuning (Kim et al. 2024),
where the retrieved target terms are injected in the
prompt. Another strategy relies on post-editing
existing translations (Bogoychev and Chen 2023;
Chen et al. 2024; Liu et al. 2025, Sabo et al. 2024),
which can be included within the wider concept of
translation refinement (Feng et al. 2024; Koneru
et al. 2024; Xu et al. 2024). This technique em-
ploys iterative prompting to adjust the generated
translation until the terminological constraint is
complied with.

3 Experimental target and limitations

In light of these insights, we evaluate off-the-shelf
models that have undergone both pre-training (Eu-
roLLM) and supervised fine-tuning (Tower) on
translation tasks without additional adaptation to
custom data. However, by deliberately excluding
any modification to the model’s hidden states rep-
resentation, we restrict our investigation to the ef-
fect of terminology injection — particularly for
terms likely under-represented during pre-training
— on output fluency and decoding behavior under
soft constraint conditions. This design choice may
limit the performance upper bound for producing
fully coherent South Tyrolean text, as some of the
most effective approaches for handling language
varieties often involve large-scale pre-training or
continued training (Tejaswi et al. 2024; Nag et al.
2024), for machine translation (Kumar et al. 2021;
Sousa et al. 2025) and evaluation tasks (Sun et al.
2023; Aepli et al. 2023) alike.

4 Methodology

4.1 Dataset curation — The LegISTyr
Dataset

General principles

To make a fully comprehensive assessment of the
models’ term recognition, we impose stylistic and

textual criteria in the collection of the test set sen-
tences. We choose exemplars with a minimum of 8
and a maximum of 50 words, ignoring titles, trun-
cated excerpts, captions, contents of tables and in-
dexes, and bullet lists. All sentences are copied
or adapted (e.g., shortened) from existing sources,
including the contexts from bistro. The examples
showcase the term of interest in different posi-
tions of the sentence with the possible variations
in number but not in gender, as this would require
a gender-specific equivalent in German and add a
further layer of complexity. Subject and object are
well defined, added manually when they are im-
plicit, which is a common feature in Italian. Un-
resolvable co-reference relationships or ambigu-
ous anaphoric references may appear in some ex-
emplars but never affect the term. Parenthetical
statements within brackets or dashes have been re-
moved while maintaining the typical style of Ital-
ian legal language, which tends to use appositions
and parenthetical material between commas.

Terms can be simple terms (e.g., cittadinanza,
citizenship; frode, fraud) or complex terms (e.g.,
decreto ministeriale, Ministerial Decree; capacita
di intendere e di volere, full possession of mental
faculties). Most are nouns or noun phrases, with
the exception of one collocation (d’ufficio, ex of-
ficio), which has a standardized German transla-
tion in South Tyrol. Almost all selected terms are
available in bistro with their South Tyrolean vari-
ants and any terms used in other German-speaking
legal systems.

The content of LegISTyr is largely based on the
terminological data contained in the Information
System for Legal Terminology bistro® (Ralli and
Andreatta 2018). The latter collects the main legal
concepts of the Italian legal system with their des-
ignations in Italian and in South Tyrolean German
for use at the regional level, together with existing
German language designations for any equivalent
concepts from other legal systems that use German
as an official language (i.e., Austria, Switzerland
and Germany). bistro publishes over 13,000 fully-
fledged term entries pertaining to a wide range of
legal subdomains, for several legal systems (Italy,
Austria, Germany, Switzerland, EU law, interna-
tional law) and three languages (Italian, German,
Ladin). However, many contexts in bistro are
defining contexts, which are extremely useful to
complement conceptual information given in the

Zhttps://bistro.eurac.edu/



definitions but not always ideal to showcase a term
in its most frequent usages. In addition, we wanted
more than just one example (i.e., context) for each
selected term. We therefore complemented bistro
data with examples from legal texts and websites.
The test set also contains data from subdomains
that haven’t been fully published in bistro to date
(e.g. subsidised housing).

Dataset structure The dataset is divided into dif-
ferent sections:

 Standardized terminology: 250 sen-
tences covering different legal subdo-
mains (partly including but not limited
to the subdomains in the other subsets),
with 5 instances for each term with a
mandatory, standardized equivalent in
South Tyrolean German.

* Main terminology: 1,000 sentences
from 4 different legal subdomains
(criminal and criminal procedure law,
family law, subsidized housing, occupa-
tional health and safety) with 5 instances
for each term.

* Homonyms: 250 sentences with 5 term
instances for each of the two or three
sub-domains where the term is used.

Each entry comprises a source sentence, a
source term and a target term. Alongside
the main South Tyrolean term, other variants
expressing the same concept in South Tyrol
or in other German-speaking legal systems
are specified — when existent. This lets us
measure to what extent the interference from
more represented legal systems impacts term
translation. In Appendix A, the reader can
find an illustrative example of a test set en-
try. Each entry is designed to evaluate the in-
sertion of its corresponding designated target
term alone; occurrences of other terms from
the test set within the same sentence are dis-
regarded for evaluation.

Additionally, the dataset contains a subset
for abbreviated forms (i.e., acronyms, ini-
tialisms, and abbrevations), a frequent source
of mistakes in legal translation. There is
also a subset with strategies for gender-
inclusive writing (e.g. gender-neutral agen-
tives, split forms, terms with symbols and
neomorphemes) because local legislation de-
mands that legal and administrative texts be

10

possibly inclusive. Since these two sections
have not been used for this paper, we do not
give further details.

Consistency We recognize that a key requirement

for efficient terminology management is that
term rendering be consistent throughout the
entire document (Semenov and Bojar 2022).
While our evaluation is conducted at the seg-
ment level, we approximate terminology con-
sistency by designing a test set that includes
five same-domain usage contexts for each
term. This choice allows to evaluate over
longer stretches of running text and simulate
(insofar as possible) multiple occurrences in
a text. It also helps assess the behavior of
the model in the presence of domain-relevant
context information systematically.

Homonyms We analyze the homonyms subset

to monitor the circumstances when the no-
tion of unambiguity (i.e., avoiding one-to-
many translations) proposed in similar works
(Bogoychev and Chen 2023) has to be dis-
missed. While the statement that source
terms should be associated with one corre-
spondent only is generally valid, we put the
lens on homonymy to measure performances
on a linguistic phenomenon that has proven
extremely challenging to address. In these
cases, the variability on the target side of a
single surface-form source term is crucial to
refer to the correct concept.

4.2 Model selection

4.2.1 Generic LLMs
Llama we use the Llama-8B-Instruct model,

part of Meta AD’s suite of open-weight
transformer-based language models (Tou-
vron et al. 2023). The 8B variant offers a bal-
ance between model capacity and computa-
tional efficiency. It has also been chosen be-
cause it is one of the base models onto which
Tower suite models have been fine-tuned.

Mistral An open-weight model, Mistral-7B-

Instruct is another decoder-only transformer
architecture comparable to Llama in size. It
achieves efficient inference thanks to sliding
window attention and grouped-query atten-
tion (Jiang et al. 2023). It also serves as one
of the base models for one of the Tower-suite
fine-tuned models.



4.2.2 Translation-tuned LLMs

Tower (Alves et al. 2024) is a suite of multilin-
gual LL.Ms fine-tuned to translation-related
tasks. We test the two available configu-
rations: Tower-7B-Instruct and Tower-13B-
Instruct. The development of TOWER in-
volves a two-stage process. Initially, the
base model, TOWERBASE, undergoes con-
tinued pretraining upon the LLaMA-2 ar-
chitecture (Touvron et al. 2023) on a 20-
billion-token dataset comprising both mono-
lingual and parallel data.  Subsequently,
the model is fine-tuned using a curated
dataset, TOWERBLOCKS, which special-
izes the LLM for translation-related tasks.
We also test an updated version of the model
named Tower-Mistral-7B-Instruct (Rei et al.
2024) and based on Mistral-7b (Jiang et al.
2023).

EuroLLM (Martins et al. 2024) is a suite of open-
weight multilingual language models trained
from scratch and featuring all official EU lan-
guages. The models are trained on a fil-
tered corpus of assorted web data, code, par-
allel corpora, and domain-specific texts. A
byte-pair encoding (BPE) tokenizer is cre-
ated to handle linguistic diversity and ef-
ficient subword segmentation. Pre-training
is conducted with mixed multilingual objec-
tives, followed by instruction tuning to en-
hance zero-shot and few-shot task perfor-
mance. We test the configuration EuroLLM-
9B-Instruct.

4.2.3 Neural systems

ModernMT is accessed via its adaptive API for
enterprises with a licensed account. We use
the unidirectional glossary function upload-
ing all term pairs gathered in the test set
(indicated as ModernMT-glossary in Table
1) and compare it with its baseline perfor-
mances (ModernMT-baseline).

MarianMT We fine-tune the Italian to German
version of the Opus-MT model®, using the
MarianMT architecture (Junczys-Dowmunt
et al. 2018) through Hugging Face’s Trans-
formers library. The model was trained on
an in-house parallel corpus including LEXB
(Contarino 2021), MT@BZ (De Camillis

3https://huggingface.co/Helsinki-NLP/opus-mt-de-it
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et al. 2023), CATEX (Gamper 1999) and
other internal translation memories — for
a total of 223,716 training instances. As
parameters, we use a batch size of 64, 15
epochs, a learning rate of 3e-4, and 5,000
warm-up steps. Mixed-precision is used. In
Table 1, it is indicated as MARIANMT-
adapted. We do not report the results of
the baseline model as its inadequacy for the
South Tyrolean variety has already been ex-
posed in Oliver et al. 2024.

4.3 Experimental setup

We interface with the models via the vLLM in-
ference framework®. Working with instruction-
tuned models, we utilize the chat method for text
generation® to make the best of their instruction-
following capabilities. ~The vLLM framework
automatically retrieves and applies the model’s
predefined chat template when processing chat-
formatted inputs.

Appendix B contains the prompt structure. In
the system message, we explain the task together
with the expected features of the output (language
variety and terminology awareness). The user
message consists solely of the source sentence,
enclosed within <> symbols, following the ap-
proach of Zhang et al. 2024 and Cettolo et al.
2024. This implicitly signals that the translation
should also be enclosed within these delimiters,
facilitating the exclusion of extraneous commen-
tary. Because Tower Suite models do not rely
on system messages for instructions due to their
structured text generation pipeline, we provide the
instruction and the appended source sentence in
the user message for this class of models only. For
the homonym set, all possible homonym transla-
tions are provided as options, without suggesting
the correct one.

As custom inference parameters, we set top-p to
0.95 and temperature to 0.2. Low temperature is
meant to limit output variability and ensure high-
confidence text coherence in a domain that is rich
in formulaic expressions and sensitive to mean-
ing corruption, while a relatively high top-p set-
ting allows potentially under-represented terms to
remain into the sampling space.

4https ://docs.vllm.ai/en/latest/
Shttps://docs.vllm.ai/en/latest/
models/generative_models.html


https://docs.vllm.ai/en/latest/
https://docs.vllm.ai/en/latest/models/generative_models.html
https://docs.vllm.ai/en/latest/models/generative_models.html

4.4 Evaluation

Existing methods for measuring the enforcement
of terminology into the output vary depending
on the structure of available termbase resources,
though always relying on some form of exact-
match algorithm. While we acknowledge the limi-
tations of a naive matching approach, the lack of a
reference translation prevents us from implement-
ing the solutions suggested by Alam et al. 2021a.

Hence, we define our evaluation criteria as fol-
lows:

* Accuracy: The frequency with which the tar-
get term appears in the output. This metric
assesses whether the system has incorporated
the instructed term in any form.

* Fluency: The estimated extent to which the
term is used in a coherent, well-formed sen-
tence. This criterion evaluates the overall
linguistic fluency of the machine translation
output.

To measure accuracy, we design a custom
pipeline with two pre-processing steps. Given a
target term (TT) and a target sentence (TS), we
first apply lemmatization to all tokens in both
groups. We then use the SpaCy PhraseMatcher®
— which allows to match terminology lists from
provided text — to determine whether TT appears
in TS, returning a positive match if found. How-
ever, due to the high density and complexity of in-
flected forms in German, we observe the lemma-
tizer may occasionally struggle to identify the uni-
form lemma of inflected variants of complex terms
across TT and TS. Therefore, we apply the Char-
Split tool from Tuggener, 2016 to decompose all
tokens into their most probable subcomponents.
Lemmatization is then re-applied to these decom-
posed units, and the matching procedure from the
first step is repeated. We find this additional step
particularly beneficial to detect the cases of in-
ternal inflection within complex nouns. Subse-
quently, we adopt the same procedure for: alter-
native acceptable terms belonging to the South-
Tyrolean variety, variants used in other German-
speaking legal systems, and incorrect homonyms.

To assess fluency, we compute the COMET-
Kiwi-XL score (Rei et al., 2023), a reference-less
automatic machine translation quality estimation

®https://spacy.io/api/phrasematcher

12

metric. This allows us to evaluate the overall qual-
ity of the translated segment beyond mere termi-
nology injection. Following the holistic approach
proposed by Alam et al. 2021a, this evaluation en-
sures that the imposed terminological constraints
do not compromise the meaning of the generated
sentence.

5 Results

As it can be appreciated in Table 1, generic LLMs
(LLama and Mistral) achieve the highest term suc-
cess rate, outperforming other model paradigms
by at least 10 percentage points. However, this
should not be naively accepted at face value as
superior overall suitability. The well-documented
tension between terminological accuracy and out-
put fluency remains tangible. As the Comet-Kiwi-
XL scores highlight, TT LLMs achieve higher lev-
els of fluency at the system level. This diver-
gence may suggest that generic LLMs fall into
the patterns of hard-constrained decoding tech-
niques, where the insertion of low-probability to-
kens causes a cascading degradation of output flu-
ency by redistributing a lower probability mass
across the whole output. In contrast, TT LLMs
tend to insert the desired term only when its inclu-
sion aligns with a high-probability token predic-
tion, as determined primarily by the model’s pre-
trained hidden state representations, rather than
external prompt conditioning.

In addition, the magnitude of the COMET score
differential is non-trivial. According to Kocmi
et al. (2024)’s tool’, a 2-point delta in COMET-
Kiwi corresponds heuristically to a 95% agree-
ment rate with expert human judgments. This re-
sult reinforces the hypothesis that TT LLMs pri-
oritize fluent output more effectively than other
model paradigms.

Homonym set results point to this hypothesis
too. The difficulty of detecting the correct do-
main lowers overall term enforcement rates, with
the most pronounced decline observed in generic
LLMs, hence narrowing their performance lead.
Notably, generic LLMs exhibit a strong proneness
to inserting any of the provided terms, even when
contextual cues suggest otherwise. This results in
more than twice as many incorrect homonym se-
lections compared to TT LLMs — with critical
consequences on meaning comprehension.

It could be argued that this divergence may be

"https://kocmitom.github.io/MT-Thresholds/



‘ Accuracy ‘ Fluency

‘ Main + Standardized Terminology Homonyms ‘
Models Term Success Other Other Legal Correct Wrong Comet
Rate South Tyrol System Homonym Homonym Score
LLAMA 8B 64.5 1.68 3.10 44.8 21.2 0.6317
MISTRAL 7B 64.0 1.36 2.55 41.6 252 0.5983
TOWER 7B 39.2 1.84 10.0 37.2 10.4 0.6264
TOWER-MISTRAL 7B 43.6 2.40 7.64 34.0 11.6 0.6395
TOWER 13B 52.0 1.84 6.0 36.4 12.4 0.6534
EUROLLM 9B 46.5 3.28 8.72 36.8 7.6 0.6717
MMT-baseline 24.1 5.84 12.7 28.8 15.2 0.6693
MMT-glossary 51.3 1.70 4.80 324 26.4 0.6343
MARIANMT-adapted 49.5 4.53 3.7 34.8 14.0 0.5757

Table 1: Evaluation results according to accuracy and fluency criteria. The Main + Standardized Terminology
section reports performance on the Standardized Terminology and Main Terminology subsets of the test set, as
described in Section 4.1. Term Success Rate indicates the percentage of cases in which the exact instructed term
was correctly injected into the translation output. Other South Tyrol denotes the proportion of translations — out
of the sheer total — using an acceptable South Tyrolean variant instead of the specified term. Other Legal System
reflects the relative frequency — computed only on applicable cases — of a term from another major legal variety
of German being used in place of the target South Tyrolean form. The Homonyms section reports results on the
homonym subset. The Correct Homonym column shows the percentage of cases the correct homonym has been
inserted, while the Wrong Homonym column highlights the percentage of cases the erroneous homonym option has
been used in place of the correct one. Finally, under Fluency, the Comet Score column reports the system-level
evaluation scores performed with Comet-Kiwi-XL.

attributable to the different objectives of the re-  training from scratch on European language cor-
spective tuning procedures. Specific training of  pora, this result suggests that including regionally-
TT LLMs on translation-specific tasks enables the  focused pre-training data may allow to better en-
models to learn source-target text alignment pat-  code minor variant lexical forms.

terns, allowing its attention mechanisms to more Format-wise, Tower and EuroLLM have proven
effectively focus on source-side information. The  to be most stable models, with all translations en-
higher learned attention to highly domain-relevant  closed in the desired delimiters and no signs of
context in the source sentence reduces the like-  verbosity. While LLama 8B struggles to follow
lihood of incorrect term selection. In contrast, the requested format, spurious text remains a rare
instruction-tuning in generic LLMs often lacks ex-  occurrence. Eventually, Mistral 7B shows a con-
plicit exposure to the parallel sentence structure  siderable amount of noise in the output, most no-
typical of translation tasks. Therefore, contextual  tably in verbosity proneness, output in English
attention weights may end up excessively biased  language and repetition of parts of the prompt.

towards less important parts of the prompt.

» . . 6 Discussion
Additional insights emerge from the generation

of terms belonging to other major varieties of le-  The process of integrating LL.Ms into translation
gal German (OLS) or other valid alternatives for ~ workflows is still at an early stage, with a ma-
South Tyrol (OST), in the cases where these were  jor divide opening between the use of general-
measurable. The higher selection rate of OLS vari-  purpose models — leveraging scale-driven emer-
ants by TT LLMs may signal that prompting em-  gent capabilities — as opposed to models fine-
beddings cannot alone redress the token proba-  tuned through task-specific, specialized training.
bility imbalance in the output distribution, which ~ While we register a higher overall success rate
is presumably outmatched by major variant oc-  for generic LLMs, we also suggest that mod-
currences. However, we note that EuroLLM-9B  els trained specifically on translation data show
achieves the highest OST selection rate among  greater promise to attend to the peculiar challenges
LLMs, despite these acceptable terms not being  of context-sensitive translation. On the technical
explicitly elicited in the prompt. Given its pre-  side, future research should continue to explore
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strategies for conditioning more reliable terminol-
ogy generation at decoding time.

Another promising direction involves exploit-
ing the contextual metadata available in Linguistic
Linked Data (LLD) resources (especially multilin-
gual examples of use of term entries) for contin-
ued pre-training or task-adaptive fine-tuning. In
this respect, while not having used terminology
data as LLD for terminology injection in this first
stage, we consider it a necessary follow-up step.
Terminological data in machine-readable formats
are likely to become crucial resources for termi-
nology injection in future. We have shown that
terminological data can be used to partly make up
for the lack of training data in minor language va-
rieties. Where training data from major varieties
risks overriding language use in minor varieties
and even leading to critical mistakes in high-stakes
domains like the legal domain, available termino-
logical resources could help to partially fill the
gap.

The training data used for NMT systems and
LLM models are skewed towards high-resource
world languages and language combinations con-
taining English. Further research is needed into
non-English language combinations, which are a
routine part of the work of many bodies with leg-
islative, administrative and judicial powers that af-
fect citizens daily lives. To name some examples
in Europe, there is translation from German into a
minor legal variety of Slovene in Austria for the
Slovene-speaking minority in Carinthia, transla-
tion from Croatian into a minor legal variety of
Italian in Croatia, translation from Finnish into a
minor variety of Swedish in Finland. All these and
other minority communities would profit from ef-
ficient strategies for adapting machine translation
to their specific varieties and/or from terminology
injection to fine-tune translation results.

7 Conclusion and limitations

We are aware of the limitations of our first exper-
iments. Although proprietary LLMs set the cur-
rent upper bound for performance, the opacity sur-
rounding their training data precludes any assess-
ment of whether results stem from explicit expo-
sure to translation tasks. This constraint limits our
ability to isolate and attribute observed advantages
to translation-specific (pre-)training, thereby con-
founding the validation of the research hypothesis.

From a linguistic perspective, our data illus-
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trates phenomena that apply to the South Tyrolean
standard variety of German and to a non-English
language combination. To assess whether simi-
lar results would apply, for example, to the stan-
dard variety used by the German-speaking com-
munity in Belgium and to translation from Dutch
or French to another variety of German, we would
need targeted studies. The same holds true for
other minor (legal) varieties of major languages
(e.g., Swiss French, Chilean Spanish etc.) and the
language combinations that might be predominant
in other minor or minority variety contexts. A fur-
ther limitation consists in the lack of qualitative
analyses that could shed better light on the results,
which we are planning for the future.
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A Example of a test set entry

Per i videoterminalisti che non sono esposti a rischi aggiuntivi, ¢ prevista una

Source sentence . . . N . . o .
formazione di base di 4 ore pill 4 ore di formazione per il rischio specifico.

Source term ‘ videoterminalista
Target term ‘ Bildschirmarbeiter
Other terms from

South Tyrol Bildschirmverwender

Terms from other
legal systems

Bildschirmarbeitnehmer

Table 2: Example of an entry structure taken from the test set.

B Prompt Structure

"role": "system",

"content": "This is a translation task. Translate the
—following legal text from Italian into South-Tyrolean
—German. There are terminological constraints you must
—adhere to: {term_it} corresponds to {term_de}. You must
—output only the translated text without any explanation.
< This is the text to be translated into South-Tyrolean
—German:"

"role": "user",
"content": "<{source_sentence}>"

]

Listing 1: Prompt structure for the Standard Terminology set. For the homonym set, both possible homonyms are
provided as options, without suggesting the correct one.
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Abstract

The integration of artificial intelligence (AI)
with terminology management (TM) has
opened new avenues for enhancing efficiency
and precision in both fields, necessitating stan-
dardized approaches to ensure interoperabil-
ity and ethical application. The newly formed
ISO/TC 37/SC 3/WG 6 represents the first ded-
icated initiative to study the standardization
of the mutual improvements of Al and TM.
This group aims to develop standardized frame-
works and guidelines that optimize the interac-
tion between Al technologies and terminology
resources, benefiting professionals, systems,
and practices in both domains. This article
presents the state-of-the-art in the mutual rela-
tionship between Al and TM, highlighting op-
portunities for bidirectional advancements. It
also addresses limitations and challenges from
a standardization perspective. By tackling these
issues, ISO/TC 37/SC 3/WG 6 seeks to estab-
lish principles that ensure scalability, precision,
and ethical considerations, shaping future stan-
dards to support global communication and
knowledge exchange.

1 Introduction

TM is critical to global communication by support-
ing the common understanding and exchange of
specialized knowledge across languages and cul-
tures. Within ISO’s Technical Committee 37 “Lan-
guage and terminology” (ISO/TC 37) !, Subcom-
mittee 3 (SC 3) 2 “Management of terminology
resources” has played a pivotal role in formulat-
ing general principles, recommendations, and best
practices for implementing effective, interopera-
ble, and machine-readable TM systems. These
systems support various computer language related
processes, such as computer-assisted translation
(CAT), controlled authoring, search engine opti-
mization, and machine learning.

'https://www.iso.org/committee/48 104 html
Zhttps://www.iso.org/committee/48136.html
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Advanced natural language processing (NLP)
technologies — especially large language models
(LLM) leveraged by generative artificial intelli-
gence (GenAl) since 2022 — today offer new oppor-
tunities to enhance and further automate TM tasks
which have the potential to make these processes
more efficient and terminology resources more in-
teroperable. In addition, the latest Al developments
have highlighted how curated terminology can sup-
port Al-powered tools and enhance their quality,
trustworthiness, and safety.

This bidirectional relationship, where Al func-
tions both as a support technology for TM and as a
domain requiring terminological data for improve-
ment, is the focus of ISO/TC 37/SC 3/WG 6 “Ter-
minology Management and Artificial Intelligence”.
This Working Group (WG) aims to develop stan-
dards that facilitate both the successful and ethical
integration of Al into TM systems and the effec-
tive use of terminology resources to improve Al
solutions. This paper discusses the challenges of
standardizing this relationship within an unprece-
dented, rapidly evolving technological landscape.

2 State of the Art

2.1 Al for Terminology Management

The impact of Al on terminology builds upon
technological shifts dating back to the early
1990s—when TM transitioned from paper-based
to digital systems, as results of the integration of
terminology with computational linguistics. Ad-
vances in computational power and data availabil-
ity have subsequently enabled Al systems to per-
form large-scale data analysis, pattern extraction,
and complex decision-making—capacities aligning
with the knowledge-driven nature of terminology
work.

Al promises to transform TM by enhancing
and automating laborious and time-consuming pro-
cesses, such as term extraction, or Automatic Term



Extraction (ATE), a TM task in which neural net-
works have been applied in various ways, including
the generation of word embeddings as a contextual
representation of terms and the development of
classifiers for ATE (Lefever and Terryn, 2024; Tran
etal., 2023).

Word embeddings are vector representations of
words in a high-dimensional space, where words
used in similar contexts have similar embeddings
and tend to cluster together in that space. This
capacity helps in revealing hidden relationships be-
tween terms, as seen in specialized domains such
as maritime law (Mouratidis et al., 2022) and the
broader evaluation of terminology extraction meth-
ods (Di Nunzio et al., 2023).

ATE classifiers operate by classifying tokens in
sequence, using linguistic and statistical features
to determine their status as lexical units. This
approach supports a more efficient and context-
sensitive TM workflow (Terryn et al., 2022). In
enterprise settings >, AI has been implemented to
support terminology harmonization. For example,
the Busch Group uses Al to extract terms, detect
synonyms, and compare terminology across corpo-
rate databases (Beck and Fahlbusch, 2025). In Xu
et al. (2025), LLMs are highlighted as a key to the
future of terminology extraction tasks.

Recent advances in corpus alignment and
domain-specific language modeling (Ye et al.,
2024; Gururangan et al., 2020) indicate potential
for LLMs trained on terminology-rich corpora to
improve machine translation and domain under-
standing. Multilingual term alignment has also
advanced, with embeddings facilitating the match-
ing of equivalents across languages. Recent work
has shown their success in aligning Arabic—French
terminology (Setha and Aliane, 2023).

Al-backed chatbot tools have further enabled
semi-automatic validation through document re-
trieval and concept checking. While these tools
are not yet fully autonomous and require human
oversight, they enhance TM (Bezobrazova et al.,
2024). Al systems can be trained to assist con-
ceptual validation by recognizing criteria such as
term frequency, source authority, and definitional
quality. Al also facilitates the automatic discov-
ery of less intuitive concept relations, allowing for
the scalable construction of domain-specific knowl-
edge graphs. LLMs have recently gained attention
for their ability to carry out concept system ex-

3https://kaleidoscope.at/en/blog/ai-and-terminology/
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traction (ISO 5394:2024; Gromann et al., 2022),
hypernym detection (Cai et al., 2025), and term ex-
traction from knowledge graphs (Pan et al., 2023;
Cao et al., 2021).

Al can also help identify authoritative docu-
ments, which enhances corpus quality for ter-
minology work (Nagendra and Chandra, 2022).
Moreover, Al expedites terminology mining at
scale—minimizing manual tasks for terminolo-
gists and improving efficiency in large organiza-
tions (Hamm, 2025).

2.2 Terminology Management for Al

While ontologies have historically guided the struc-
turing of domain knowledge for Al systems, cu-
rated terminology resources in many cases remain
underutilized. Terminology data—complete with
designations, definitions, contexts and other data
categories—provides valuable added structure for
language models operating in specialized commu-
nication.

When LLMs are guided by curated terminol-
ogy resources, either through training, fine-tuning,
prompting, or retrieval, they exhibit improved fac-
tual grounding, contextual relevance, and reduced
hallucination. Hallucination—wherein LLMs pro-
duce plausible but incorrect outputs—is especially
problematic in critical fields. Terminologies act
as semantic anchors, reinforcing verified content
and supporting better error mitigation (Warburton,
2025).

Structured terminological data also expand rea-
soning in LLMs and support neuro-symbolic
methods by integrating inferential pathways such
as hierarchical (e.g., generic-specific) and non-
hierarchical (e.g., associative) concept relation-
ships. This aligns with the principles outlined
in ISO 704:2022, which standardizes the repre-
sentation of concepts, their relations, and defini-
tions in terminology work, providing a founda-
tional framework for knowledge organization in
Al systems (Iantosca, 2022).

Conceptual Model-Augmented Generative Al
(CMAG) leverages conceptual schemas to im-
pose structure on Human-LLM interactions (Fill
et al., 2024). CMAG encourages prompt gen-
eration within conceptual templates, facilitating
cross-domain application in software engineer-
ing, heritage studies, and knowledge organization.
Retrieval augmented generation (RAG), a promi-
nent paradigm for augmenting LL.Ms with exter-
nal knowledge - usually unstructured in text docu-



ments - to improve contextual relevance. Ontology-
grounded RAG (OG-RAG) expands this idea: doc-
uments are modeled as hypergraphs using ontology-
based clustering to enhance contextual understand-
ing and decrease inference costs (Sharma et al.).
Similarly, CLEAR (Clinical Entity Augmented Re-
trieval) utilizes entity recognition and ontology
links to maximize retrieval precision in clinical
contexts (Lopez et al., 2025). Such ontology-based
approaches can inspire the leverage of conceptual
knowledge in terminology resources to augment,
improve, or evaluate LLM capabilities. Terminol-
ogy Augmented Generation (TAG) (Fleischmann
and Lang, 2025) is a recently proposed paradigm
that integrates domain-specific terminologies into
text retrieval processes, aiming at achieving high
precision and computational efficiency.

Graph-structured retrieval (GraphRAG) offers
further optimization by using Knowledge Graphs
for query expansion, retrieval, and generative con-
sistency (Han et al., 2025).

Terminology also plays a central role in adapt-
ing general-purpose LLMs to specialized domains.
The VEGAD approach (Liu et al., 2024) automati-
cally identifies and integrates optimal domain vo-
cabularies into LLMs while mitigating catastrophic
forgetting.

Terminology-based integration has been pivotal
in neural machine translation tasks as well. Legacy
efforts include structured incorporation of glos-
saries into machine translation (MT) models (Mi-
chon et al., 2020), while newer methods like trie-
based extraction have led to efficient LLM train-
ing using limited specialized data (Kim et al.,
2024). Instruction-based fine-tuning further en-
hances cross-linguistic term consistency, as evi-
denced by MT+G-Align’s success in tasks like
WMT 2023 (Zhao et al., 2024).

Collectively, these methods underscore termi-
nology’s central value in improving contextual rel-
evance, factuality, and domain alignment of Al
systems.

2.3 Limits

Despite the synergy between Al and TM, chal-
lenges persist. One concern is bias in training
data, which can lead to culturally insensitive or
non-inclusive terminological usage. Studies on the
alignment of LLMs highlight its ethical criticality,
inherent complexity, and the numerous challenges
involved (Ji et al., 2024; Wang et al., 2024; Shen
et al., 2023). Studies in gender-inclusive transla-
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tion point toward unresolved ethical issues in Al
integration (Gromann et al., 2023; Méchura, 2022;
Corral and Saralegi, 2022; Touileb et al., 2022;
Costa-jussa and de Jorge, 2020).

Another concern is the dependence of machine
learning models on training data whose features
and characteristics are unknown to its end-users,
which makes it impossible to understand clearly
how and why a given Al system makes certain de-
cisions. This is a lack of transparency that could
be addressed in the future, e.g. by building special-
ized LLMs (Ling et al., 2024), which are already
being tested across several domains (e.g. Calamo
et al. (2023) in e-justice, Chen et al. (2025) in
biomedicine), as well as by investing on prompt
engineering that could teach an Al system to make
better decisions (Xu et al., 2025; Heinisch, 2024).

Another area of concern is the automatic ex-
traction of terms and definitions. Bezobrazova
et al. (2024) observed that while ChatGPT is not
specifically designed for terminology extraction,
it can perform the task effectively when properly
prompted. However, compiling a thorough set of
terms requires considerable time. Di Nunzio et al.
(2024) corroborate this finding, noting that lever-
aging LLMs for term extraction, assessing term
difficulty, and generating definitions for complex
concepts is still in its early stages but holds poten-
tial for the future of ATE.

Al tools also face limitations in the automatic
recognition of terminological variation, language
varieties (e.g. American English, British En-
glish, Austrian German, Swiss German) and low-
resource languages (e.g.. Ladin, South Tyrolean
German) (Heinisch, 2024; Frontull and Moser,
2024; De Camillis et al., 2023).

Automated deep learning techniques for bias
detection and inclusive language identification re-
main an emerging area (Savoldi et al., 2023; Pier-
gentili et al., 2023). Ethical consideration must
thus accompany technical innovation in deploying
Al-enhanced terminology systems (Kumar et al.,
2024).

3 Standardization Challenges in the
Bidirectional Integration of
Terminology Management and Al

3.1 Standardization Challenges in
Al-Enhanced Terminology Workflows

Al is increasingly used to automate TM tasks.
These capabilities promise greater efficiency and



scalability—but also reveal substantial gaps in
traceability, quality assurance, and semantic preci-
sion. These weaknesses are particularly problem-
atic in domains where terminological accuracy is
crucial for regulation, safety, or legal compliance.

Several challenges must be addressed through
standardization efforts:

* Validation Protocols: There is a pressing
need for standardized validation mechanisms
to ensure that Al-generated terminological
units are accurate, contextually appropriate,
and domain-compliant. Human-in-the-loop
validation workflows, quality thresholds, and
expert review loops should be formally de-
fined.

* Metadata Schemas: Current metadata stan-
dards do not accommodate the unique char-
acteristics of Al-generated content. New
schemas are needed to record confidence
scores, sources of training data, contextual
prompts, versioning information, and post-
generation modifications.

¢ Tool Interoperability: Al-assisted TM tools
must integrate smoothly with existing termi-
nological ecosystems, such as termbases, con-
tent management systems (CMS), and trans-
lation tools. Standardized APIs and data ex-
change formats are essential to maintain con-
sistency and usability across platforms.

* Licensing and Attribution: Al outputs fre-
quently draw on heterogeneous training data,
much of which may include third-party re-
sources. Without appropriate licensing meta-
data, the reuse of such outputs in professional
contexts raises intellectual property and com-
pliance concerns. Machine-readable, stan-
dardized descriptors for licensing and use
rights must be incorporated into the data
pipeline.

* Explainability and Traceability: The
opaque nature of neural networks and genera-
tive models hinders the auditing and validation
of terminology-related outputs. Standards are
needed to enable traceability of model behav-
ior—potentially through techniques such as
RAG, hybrid symbolic methods, or prompt-
driven audit trails.

Collectively, these challenges call for the evolu-
tion of terminology standards to address emerging

Al-specific requirements. Without rigorous vali-
dation frameworks, interoperable infrastructures,
and transparent metadata, the integration of Al into
TM risks undermining the precision and credibility
traditionally associated with terminology work.

3.2 Standardization Challenges for the
Integration of Terminologies into Al
Systems

Integrating standardized terminologies into Al
systems presents a complex set of challenges
that span linguistic, technical, and ethical do-
mains. Al systems—ranging from knowledge
graphs to LLMs—often rely on representational
formats (such as vector embeddings or ontol-
ogy languages) that differ significantly from
those used in traditional TM environments such
as ISO 12620-1:2022, ISO 12620-2:2022, ISO
30042:2019, and ISO16642:2017. As a result,
bridging the gap between terminology resources
and AI’s inference or generation processes requires
addressing several foundational standardization is-
sues.
Key challenges include:

* Fragmentation Across Industries and Lan-
guages: Terminology resources are often cre-
ated in isolated institutional or national set-
tings. In combination with a lack of adoption
of standards, this results in a rather low level
of interoperability. Cross-domain, multilin-
gual frameworks are underdeveloped.

* Under-Resourced Languages: Most termi-
nology resources exist only in high-resource
languages. This skews Al inclusivity and lim-
its access in culturally diverse contexts.

* Access Limitations: High-quality termi-
nologies in medicine, law, and engineering
are often proprietary. Licensing issues re-
strict open usage, especially in academic/non-
commercial Al applications.

* Complex and Costly Terminology Devel-
opment: Building terminology resources re-
quires linguistic and domain expertise and is
not easily scalable. Formats are often not com-
patible with contemporary Al pipelines.

These challenges point to the need for a new
generation of interoperability and governance stan-
dards capable of:



* Mapping between traditional terminological
formats and Al-ready knowledge structures
(e.g., ontologies, embeddings) (Roche et al.,
2009),

Supporting modular, scalable, and semi-
automated methods for terminology validation
and enrichment,

Embedding ethical and provenance metadata
within terminology resources,

Encouraging the creation and standardization
of multilingual terminologies, especially in
under-resourced language settings,

Defining lifecycle-aware structures that en-
able alignment between terminological data
and Al workflows.

3.3 Cross-Cutting Standardization and
Governance Challenges

Efforts to integrate TM and Al systems face sys-
temic challenges that go beyond technical interop-
erability.

A fundamental issue stems from the contrasting
development dynamics of the fields: Al is charac-
terized by rapid, iterative innovation cycles, often
driven by data-centric experimentation and agile
tooling. Conversely, TM evolves through slower,
institutionalized processes grounded in expert vali-
dation, domain specificity, and long-term concep-
tual stability. These contrasting tempos result in
mismatches between the needs of Al systems and
the availability or granularity of terminology re-
sources, complicating real-time integration, update
synchronization, and cross-domain scalability.

Additionally, several cross-cutting challenges
persist:

* Fragmented Standardization Ecosystem:
ISO/TC 37 (language & terminology), W3C *
(semantic web), and ISO/IEC JTC 1/SC 425
(AI) are separate organizational frameworks.
The lack of cross-committee collaboration cre-
ates isolated representations and challenges
interoperability.

Legal and Licensing Barriers: Terminol-
ogy resources frequently lack standardized,
machine-readable licensing information. This
creates uncertainty around reuse, especially in

*https://www.w3.org/
Shttps://www.iso.org/committee/6794475 html
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Al workflows that involve automatic ingestion,
transformation, and content generation. Ini-
tiatives to integrate licensing metadata—such
as RDF-based descriptors or Creative Com-
mons tags—in standardized terminology for-
mats are still nascent and require broader in-
stitutional adoption.

Discipline-Specific Governance Models:
Governance structures in TM, Al, data ethics,
and digital infrastructure are organized un-
der different frameworks. As a result, collab-
oration between terminologists, Al develop-
ers, data stewards, legal experts, public-sector
institutions, and domain knowledge author-
ities remains limited. Effective integration
of TM into Al ecosystems demands multi-
stakeholder governance models that support
cross-disciplinary decision-making, account-
ability mechanisms, and shared compliance
frameworks.

Addressing these challenges will require proac-
tive coordination between standardization bodies,
the development of bridging standards across com-
munities, and the rethinking of governance models
to ensure that integration strategies reflect both the
conceptual rigor of terminology and the dynamic
realities of Al innovation.

4 ISO/TC 37/SC 3/WG 6: A Strategic
Player in Bridging Terminology
Management and Al

4.1 Positioning the New WG in the Global
Standardization and Regulatory
Landscape

ISO/TC 37 develops international standards that
support the language industry, emphasizing inter-
operability, consistency, and quality in multilin-
gual content management. Within this structure,
SC 3 focuses on standards for computer-assisted
processes for managing terminological data. It is
responsible for key infrastructural standards such
as ISO 5078:2025, ISO 12620-1:2022, ISO 12620-
2:2022, ISO 30042:2019, and ISO16642:2017.

In early 2024, ISO/TC 37/SC 3 initiated Ad Hoc
Group 1 (AHG 1) to explore the growing synergies
of TM and Al, ultimately leading to the formal
establishment of WG 6 “Terminology Management
and Artificial Intelligence” in 2025.

WG 6 occupies a unique niche within the broader
standards ecosystem. While important Al and NLP



developments are underway in ISO/IEC JTC 1/SC
42—especially through its Joint Working Group
5 JWG 5) on NLP—these initiatives often treat
linguistic resources at a high level of abstraction
and do not sufficiently address the specificities of
controlled vocabularies and terminological data. In
contrast, WG 6 focuses specifically on integrating
TM with Al systems, with attention to multilingual
and domain-specific precision.

WG 6’s relevance extends beyond ISO’s inter-
nal architecture. The adoption of the European
Union’s Artificial Intelligence Act (Al Act) (Parlia-
mant and Council, 2024) provides an external regu-
latory catalyst for WG 6’s mission. As the Al Act
introduces legally binding requirements for trans-
parency, traceability, and documented safety in Al
systems—especially in high-risk domains such as
medicine, law, and finance—terminological pre-
cision emerges as a crucial safeguard. Misuse or
absence of validated domain-specific terminology
in such contexts can result in legal liability, safety
hazards, and public mistrust.

Against this backdrop, WG 6 not only con-
tributes to ISO’s standardization efforts but also
functions as a strategic actor helping stakeholders
operationalize the Al Act’s compliance require-
ments. By aligning semantic resources with ethical,
legal, and technical expectations, WG 6 enables
Al systems to meet the regulatory demand for ex-
plainability, contextual accuracy, and trustworthy
outputs. For example, the output created by Al
systems needs to reflect best practices of data mod-
elling and conform to relevant data categories (ISO
12620-1:2022 and ISO 12620-2:2022).

4.2 Strategic Objectives and Operational
Approach

WG 6 was established with a dual mandate:

* To develop standards and technical guidance
for the integration of Al technologies into ter-
minology workflows—covering tasks such as
term extraction, clustering, multilingual align-
ment, and automated definition generation.

* To support the integration of standardized ter-
minologies into Al systems, enabling them
to benefit from linguistic precision, multilin-
gual equivalence, and concept-level clarity in
interpretation and generation tasks.

Addressing this dual mission requires WG 6 to
operate in new, adaptable ways that diverge from

26

legacy standardization procedures. Traditional stan-
dardization timelines are outpaced by AI’s rapid,
weekly or monthly cycles. To address this, WG
6 introduced methods adapted to AI’s fast and
volatile developments.

One notable methodological adjustment oc-
curred during the exploratory phase. AHG 1 was
organized around four agile task forces, each as-
signed to focus on key dimensions stemming from
the different stages of terminology work. This
distributed structure greatly accelerated produc-
tion timelines and was key to transforming AHG
1 into a fully operational WG, culminating in its
first Technical Report (TR) project ISO/AWI TR
25896) ©. TR had been chosen as the appropriate
type of deliverable for its considerably shortened
production time.

This approach has proven useful: instead of
relying solely on static deliverables designed for
long-term generality, WG 6 embraces a portfolio of
standardization formats—including TRs, Technical
Specifications, and eventually International Stan-
dards—that are scalable, iterative, and adaptable
to fast-moving technological ecosystems. More
broadly, this flexibility reflects a growing consen-
sus across standardization bodies that Al not only
uses standards, but is itself a target for standard-
ization—thus requiring a rethinking of the pace,
process, and governance of standards development.

5 Conclusion and Outlook

In conclusion, the integration of Al with TM marks
a transformative step toward enhancing efficiency,
precision, and global communication in both fields.
The establishment of ISO/TC 37/SC 3/WG 6 repre-
sents a pioneering effort to standardize the symbi-
otic advancements of Al and TM, fostering interop-
erable, scalable, and ethically sound frameworks.
By addressing the challenges of aligning traditional
standardization processes with the rapid evolution
of Al technologies, WG 6 introduces innovative
methodologies that balance stability with adaptabil-
ity. This strategic approach ensures that emerging
standards remain rigorous yet agile, enabling pub-
lic and private stakeholders to responsibly leverage
Al in complex, multilingual knowledge environ-
ments. Through these efforts, WG 6 is poised to
shape future standards that support seamless knowl-
edge exchange and drive ethical, effective applica-
tions of Al and TM worldwide.

®https://www.iso.org/standard/91875 html
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Abstract

The purpose of this paper is to investigate the
ability of Large Language Models (LLMs) to
identify relations among terms, with the goal
of facilitating and accelerating the construction
of thesauri and terminological resources. We
investigate whether the use of LLMs in this
context can provide a valuable initial set of
relations, serving as a basis upon which profes-
sional terminologists can build, validate, and
enrich domain-specific knowledge representa-
tions.

1 Introduction

The identification and formalization of semantic
relations among terms constitute a fundamental
task in the development and refinement of thesauri
and terminological resources.

In any specialized knowledge domain, terms do
not exist in isolation but form a complex net of
semantic relations. These relationships enable the
structuring of domain knowledge, facilitate precise
communication, and support tasks such as indexing,
searching, and reasoning.

Early foundational work in terminology science,
such as by Wiister (1975), emphasized the im-
portance of defining clear hierarchical relations
(broader-narrower) and associative relations to sup-
port knowledge organization and retrieval. Recent
theoretical developments, such as Frame-Based
Terminology (Faber, 2022), further highlight the
central role of semantic relations in the organiza-
tion of specialized knowledge.

Systematic terminological standards, including
ISO 25964-1:2011 and ISO 704:2022 for thesauri,
codify relations among terms into three main types:

» Hierarchical Relations: represent relations
of superordination and subordination, where
the superordinate concept represents a class
or whole, and subordinate concepts refer to
its members or parts. These relations form
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taxonomies or classification hierarchies that
structure knowledge from general to specific.
The most common forms are Broader Term
(BT) and Narrower Term (NT);

Equivalence Relations: establish links be-
tween terms that are near-synonyms within
the domain, enabling consolidation of lexical
variants and preventing ambiguity.

Associative Relations: denote semantic con-
nections that are neither hierarchical nor
equivalence-based but are meaningful in con-
text. Examples include Related Terms (RT) ac-
cording to relationships of cause-effect, part-
whole, or functionally related terms.

Formal models such as SKOS (Simple Knowl-
edge Organization System) have standardized the
representation of semantic relations in thesauri, pro-
viding an interoperable framework for semantic
web applications (Miles and Bechhofer, 2009).

This work aims to analyze and compare the out-
of-the-box performance of two LLMs (ChatGPT
and Gemini) in identifying terminological semantic
relations, with the aim of supporting the develop-
ment of thesauri and other terminological resources.
The case study and the gold standard dataset is in
the domain of building materials and constructions.

2 Related Works

Historically, thesauri have been constructed manu-
ally by domain experts, who defined semantic re-
lations based on domain knowledge. Hierarchical
structures were typically conceptual while associa-
tive relations were more complex, often reflecting
functional, causal, or contextual connections.

One of the first attempts to automatically iden-
tify hierarchical relations was proposed by Hearst
(1992), who introduced lexico-syntactic patterns
(e.g., "X suchas Y", "Y is a type of X") as indica-
tors of hyponymy.



One influential approach in this area is the use
of knowledge patterns, as introduced by Meyer
(2001), which have been instrumental in the ex-
traction and identification of semantic relations.
Automatic systems based on this approach have
been developed to support the extraction of seman-
tic relations from corpora. Notable examples in-
clude the EcoLexicon Semantic Sketch Grammar
(ESSG) (Leo6n-Araiz and Martin, 2018), which
applies knowledge patterns within a frame-based
approach to identify and organize conceptual re-
lations in domain-specific texts, and Corpdgrafo
(Maia and Matos, 2008), a tool designed to facil-
itate corpus-based terminological analysis by de-
tecting and visualizing term relationships and co-
occurrence patterns.

Studies by Cimiano et al. (2005); Velardi et al.
(2013); Spiteri (2002) extended this by combining
pattern-based extraction with distributional seman-
tics, enabling more nuanced identification of vari-
ous semantic relations beyond simple hierarchies.

In parallel, graph-based methods have gained
traction for modeling and identifying term rela-
tions (Velardi et al., 2013). Tools like WordNet
(Miller, 1992) exemplify a rich network of lexical-
semantic relations structured as a graph, which has
influenced the design of domain-specific thesauri.

Identifying these relations often requires domain
expertise combined with semi-automated methods,
such as supervised learning approaches trained on
annotated corpora.

Studies such as Petroni et al. (2019) have shown
that LLMs can retrieve encyclopedic facts through
cloze tasks (e.g., “Paris is the capital of ___”), but
the ability to infer more abstract conceptual rela-
tions (e.g., hypernymy, meronymy) remains under-
explored.

Recently, some works have analyzed the im-
plicit presence of structured semantic knowledge
in LLMs. For example, Davison et al. (2019) in-
vestigated the extent to which LLMs can correctly
answer questions about relations between entities.
However, these studies almost always rely on rich
contextual input (sentences, definitions, knowledge
triples), whereas our work focuses on a minimal
setting in which the model receives only a list of
terms and must infer possible relations.

Trained on massive text corpora, LLMs have
demonstrated a strong capacity to understand and
generate human-like text. They are also capable of
handling a wide range of linguistic tasks with little
need for explicit guidance. As a result, recent stud-
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ies have increasingly explored their effectiveness
across a variety of NLP tasks. These capabilities
raise a compelling question: can LLMs effectively
support or even partially automate the process of
finding relations among terms for terminological
resource construction purposes?

In this regard, despite a growing interest in the
use of LLMs in Automatic Terminology Extraction
tasks for the creation of resources, glossaries, and
thesaurus (Banerjee et al., 2024; Tran et al., 2024),
there is still no systematic evaluation of their ability
to infer semantic relations from simple term lists,
without context, examples, or explicitly provided
background knowledge.

3 Case study

Our study explores the zero-shot capabilities of
LLMs in inferring relations between terms, with-
out access to external texts or the use of fine-tuning
techniques. We analyze the LLMs ability in this
task by comparing their output against a thesaurus
about construction materials of monuments, build-
ings, and structures taken as Gold Standard refer-
ence. No examples are provided in the prompt; the
model relies only on prior knowledge.

3.1 LLM Selection

We selected two state-of-the-art large language
models: ChatGPT and Gemini in order to conduct
a comparative evaluation of different models’ de-
signs in the context of terminology work. These
models were chosen based on their widespread
adoption, usage, and testing in various Natural
Language Processing (NLP) tasks, their architec-
tures, and training paradigms such as Reinforce-
ment Learning from Human Feedback.

ChatGPT is developed by OpenAl and is based
on the GPT architecture. For this study, we used the
GPT-4 version, which represents a significant ad-
vance over previous iterations in terms of coherence
and domain generalization capabilities. GPT-4 was
trained on a massive corpus of publicly available
text and licensed data using a transformer-based
decoder architecture. It is capable of few-shot and
zero-shot learning, meaning it can perform tasks
with little to no task-specific fine-tuning, relying
instead on prompt engineering.

Gemini is developed by Google DeepMind and
represents the evolution of the earlier PaLM (Path-
ways Language Model) family. It is a multimodal
LLM, trained not only on text but also on images



and code, although our experiment utilizes the text-
only capabilities of Gemini. The model is designed
for factual grounding, task adaptability, native mul-
timodality and long context window.

This approach allows us to compare the different
LLMs strengths and weaknesses in handling the
task and provides a broader perspective on how
general-purpose language models can be employed
in terminological tasks.

To simulate and closely reproduce a real-world
use case scenario, we chose to interact with the
selected LLMs in the same way a professional
terminographer would in a practical work envi-
ronment. This means that we did not apply any
fine-tuning, domain-specific retraining, or technical
modifications to the models. Instead, we relied on
and evaluated exclusively their out-of-the-box capa-
bilities, using the standard user interfaces provided
by the respective platforms. This approach reflects
the typical conditions under which language pro-
fessionals, such as terminologists, translators, or
linguists, without strong technical and engineering
skills, would engage with LLM to perform termi-
nology tasks. Our objective was to evaluate the
actual usability and effectiveness of the models in
supporting terminology work without requiring ad-
vanced technical expertise or custom integration
efforts.

3.2 Prompting strategy

To guide the language models in generating
domain-relevant and semantically coherent output,
we adopted a persona prompting strategy. This
approach involves framing the prompt in such a
way that the model is instructed to assume the role
of a specific expert or domain specialist—referred
to as a persona. By embedding this expert per-
sona into the prompt, we aimed to steer the mod-
els’ responses toward more precise, terminologi-
cally consistent, and semantically appropriate out-
puts. The persona was specified at the beginning
of the prompt and further contextualized with task-
specific instructions, such as identifying hierarchi-
cal, associative, and equivalence relations among
domain-specific terms. This technique leverages
the models’ ability to adapt to match the expecta-
tions associated with a particular professional role.
To force the model to act like a specific person,
adopting a certain perspective on the task to be
performed, one effective strategy is to provide the
persona’s job title, which should elicit a set of asso-
ciated attributes and competencies. The ‘persona-
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pattern’ or ‘role-play’ prompting techniques have
been widely used in several studies for different
tasks (Kong et al., 2023; Olea et al., 2024; Mzwri
and Turcsanyi-Szabo, 2025) as it is much more ac-
cessible, compared to fine-tuning the model from
an engineering point of view. This prompting ap-
proach belongs to the so-called ‘Output Customiza-
tion category’ according to White et al. (2023) or
to the ‘LLM Role-Playing’ category according to
Tseng et al. (2024).

For our experiment, we queried the language mod-
els using the prompt detailed in Example 1. It’s im-
portant to highlight that all experimental sessions
were carried out in May 2025.

You are an expert terminologist specialized
in the domain of building materials. You
are given a simple list of domain-specific
terms ordered alphabetically. Your task
is to identify all relevant semantic
relations (Broader Term, Narrower Term,
Related Term) among the terms in the list.

Instructions:

1. Only consider relations valid within
the context of building materials and

construction.

2. Use only the terms provided in the
list: don’t add or omit any term.

3. Each relation should be directional

where applicable (e.g., Term A is a

broader term for Term B).

Example 1. Prompt with instructions

3.3 Dataset

As a case study, we used the FISH Building Materi-
als Thesaurus', a controlled vocabulary employed
for documenting primary construction materials of
monuments, buildings, and structures associated
with the built and buried heritage of the British
Isles. This thesaurus is maintained by Historic
England on behalf of the FISH (Forum on Informa-
tion Standards in Heritage) Terminology Working
Group and is openly available for reuse. It can be
downloaded in multiple formats, including PDF
(both alphabetical and hierarchical listings), CSV,
and semantic web-compatible linked-data formats.
A sample of the dataset can be found in Example
2.

"https://heritagedata.org/live/schemes/eh_tbm.html



SN: A hard, coarse grained, durable igneous rock.
Can be used decoratively or as a main material.
Found through-out the country.

BT: STONE

NT: ABERDEEN GRANITE, MOORSTONE,
MOUNTSORREL GRANITE, PETERHEAD
GRANITE, SHAP GRANITE

RT: ELVAN, GNEISS, GREENSTONE, POR-
PHYRY.

Example 2. Example of the FISH Building
Materials Thesaurus

We fed the LLMs only with the list of terms
(prefLabel) ordered alphabetically, without explic-
itly expressing the relations. This list of 232 terms
(including TopConcepts) was obtained by query-
ing the SPARQL endpoint. The complete dataset,
including all term relations (broader, narrower, re-
lated), was retained as a Gold Standard reference
for the subsequent evaluation phase.

4 Results and Evaluation

The following examples showcase representative
outputs produced by each model, offering qualita-
tive insight into their ability to identify semantic
relations among the listed terms.

GRANITE

BT: Stone

NT: Aberdeen Granite, Granite, Peterhead Granite, Shap
Granite

RT: Gneiss, Diorite, Feldspar

Example 3. ChatGPT output

GRANITE

BT: Stone

NT: Aberdeen Granite, Mountsorrel Granite, Peterhead
Granite, Shap Granite

RT: Elvan, Gneiss, Greenstone

Example 4. Gemini output

To assess the ability of LLMs to correctly
identify the semantic relation between terms, we
adopted standard classification metrics such as Pre-
cision, Recall and F-Measure (the harmonic mean
of Precision and Recall). The results of our evalu-
ation are presented in Table 1, where we compare
the performance of ChatGPT and Gemini.
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Model Prec. (%) Rec. (%) F1 (%)
ChatGPT 55.0 65.0 59.6
Gemini 75.4 84.2 79.6

Table 1: Evaluation results of LLM outputs

The comparative evaluation of ChatGPT and
Gemini highlighted a significant difference in their
ability to capture hierarchical depth in conceptual
structures.

The recall is slightly lower than precision across
models, indicating a tendency to be conservative in
identifying relations, often abstaining when unsure.

In addition to the quantitative metrics, a qualita-
tive evaluation was carried out to understand the
nature of the errors and the strengths of each model.

While both LLMs performed almost adequately
in detecting first-level (direct) conceptual relations,
such as hypernymy (e.g., ‘granite’ or ‘limestone’
is a type of ‘stone’), none of the models showed
great performance in capturing deeper taxonomic
structures and inferring multi-step hierarchical re-
lations, which can in some cases be very complex
and reach deep levels, as in Figurel.

LIMESTONE

[MOORSTONE] [/\BERDEEN GR/\NITE] [IUR/\SSIC I_IMESTON]‘:] [CARBO.\IIFEROUS LIM]’ZSTONE]

BLUE LIAS
KEINTON STONE

Figure 1: Hierarchical relations of stone types

Generally speaking, Gemini retains and opera-
tionalizes more granular domain knowledge, possi-
bly due to a more extensive training dataset or im-
proved alignment mechanisms. Conversely, Chat-
GPT tended to limit more often its inferences
to surface-level relations and classifications (e.g.,
stone — limestone) and often failed to recognize
nested or domain-specific sub-classifications, par-
ticularly when terms were more technical or less
frequent. These findings suggest that Gemini may
have stronger capabilities in ontology-oriented pro-
cessing, making it better suited for tasks involving
the structuring or expansion of specialized termi-
nologies.



Both LLMs, however, may still provide valu-
able support to the terminographer, especially
in the identification of first-level semantic rela-
tions—such as broader term (BT), narrower term
(NT), and related term (RT) links—across well-
represented conceptual domains. While Gem-
ini may offer more depth in modeling nested
hierarchies and domain-specific nuances, Chat-
GPT can nonetheless assist in generating base-
line classifications or verifying established seman-
tic patterns, particularly when supplemented with
domain-specific prompts or curated input exam-
ples.

5 Conclusion and Future Works

This study investigated the ability of LLMs to infer
semantic relations between terms in a minimal-
input, zero-shot setting, without access to external
context, training data, or fine-tuning.

Our results suggest that, while LLMs demon-
strate promising capabilities in identifying first-
level types of conceptual relations, they still strug-
gle with a deeper level (second and third level) of
analysis.

One of the key contributions of this work is to
highlight that LLMs encode a certain degree of
structured semantic knowledge that can be acti-
vated even in the absence of linguistic context or
definitional cues. At the same time, our findings
underline the limits of this implicit competence, es-
pecially when models are required to infer second-
level hierarchies.

From a terminological practice perspective,
these insights suggest that LLMs could serve as
lightweight tools for semi-automatic relation ex-
traction, particularly in the early stages of resource
construction or when dealing with low-resource do-
mains. However, their use should be complemented
with expert validation or human-in-the-loop, given
the high degree of variability and wrong hierarchy
structuring.

As future works, several directions emerge from
this initial study: further analysis could take into
account different prompting strategies (e.g., few-
shot, chain-of-thought) to improve the quality and
explainability of relational inferences. Moreover,
extending the range of relation types (e.g., made-
of, causes, used-for) would allow for a broader
assessment of the models’ semantic competence.
Future experiments may also focus on reproducing
this experiment on different domain-specific term
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lists (e.g., in medicine, law, or engineering) as well
as on other languages in order to generalize the
output results and evaluation.
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