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Abstract

How do Large Language Models understand
moral dimensions compared to humans?

This first comprehensive large-scale Bayesian
evaluation of leading language models provides
the answer. In contrast to prior approaches
based on deterministic ground truth (obtained
via majority or inclusion consensus), we ob-
tain the labels by modelling annotators’ dis-
agreement to capture both aleatoric uncertainty
(inherent human disagreement) and epistemic
uncertainty (model domain sensitivity).

We evaluated Claude Sonnet 4, DeepSeek-V3,
and Llama 4 Maverick across 250K+ annota-
tions from nearly 700 annotators in 100K+ texts
spanning social networks, news, and discussion
forums. Our GPU-optimized Bayesian frame-
work processed 1M+ model queries, revealing
that Al models generally rank among the top
25% of annotators in terms of balanced accu-
racy, substantially better than average humans.

Importantly, we find that Al produces far fewer
false negatives than humans, highlighting their
sensitive moral detection capabilities.

Keywords: Computational Ethics, Large Lan-
guage Models, Moral Foundation Theory,
Bayesian modeling, soft labels
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1 Introduction

1.1 Background

Moral Foundations Theory (MFT) provides a com-
prehensive framework for understanding human
moral reasoning across cultures, identifying core
dimensions typically expressed as virtue/vice pairs:
Care vs. Harm, Fairness vs. Cheating, Loyalty vs.
Betrayal, Authority vs. Subversion, and Sanctity
vs. Degradation (Graham et al., 2013; Haidt, 2012).
These foundations shape individual and collective
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decision-making, from political preferences to so-
cial behavior (Feinberg and Willer, 2013; Graham
et al., 2009; Nguyen et al., 2022; Roy and Gold-
wasser, 2021), making their computational detec-
tion crucial for understanding discourse dynamics
and developing ethically-aligned Al systems.

Text Foundation
"My heart breaks seeing children sepa- Care

rated from families at the border"

"Everyone deserves equal access to Fairness
healthcare regardless of income"

"Respect your elders and follow tradi- Authority
tional values that built this nation"

"Stand with our troops - they sacrifice Loyalty

everything for our freedom"
"Marriage is sacred and should be pro-
tected from secular corruption”

Table 1: Posts and Associated Moral Foundation

The computational linguistics community has
successfully fine-tuned pre-trained language mod-
els to predict moral values (Nguyen et al., 2024;
Preniqi et al., 2024; Zangari et al., 2025a), achiev-
ing good alignment with human judgment when
domain similarity and sufficient training data are
available. However, systematic evaluation of large
language models (LLMs) remains limited despite
their rapid advances and potential as a compelling
alternative that should suffer less from poor gener-
alization and distribution shift.

This paper addresses these limitations through
rigorous large-scale evaluation of state-of-the-art
language models across established moral reason-
ing corpora, employing Bayesian methods to re-
solve disagreeing annotations.

1.2 Contribution

Bayesian uncertainty modelling of moral anno-
tations. We introduce Bayesian modelling of an-
notator disagreements for moral foundation evalua-
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tion, moving beyond simple deterministic ground-
truth assumptions. This captures both aleatoric
uncertainty (inherent human disagreement) and
epistemic uncertainty (model sensitivity across do-
mains and foundations).

Large-scale evaluation. We analyse market-
leading large language models with 1M+ queries
across 100K+ texts and 250K+ annotations from
diverse sources, providing the most comprehensive
moral reasoning evaluation to date.

Statistical analysis of Type I/II errors. We
demonstrate that Al performs comparably to top
annotators in balanced accuracy, considerably im-
proving false negatives at the price of slightly in-
creased false positive rates - contrary to fears that
Al may underpredict moral values.

Novel GPU-optimized implementation of
Bayesian labels. We developed a TensorFlow
framework using sparse operations for scalable
Bayesian inference on soft labels, of interest to
the computational linguistics community.

1.3 Related Work

Dictionary methods for predicting moral values
were initially developed (Hopp et al., 2021) and
remain widely used in applied studies, but demon-
strate poor precision compared to pre-trained lan-
guage models (Nguyen et al., 2024).

Pretrained language models show strong align-
ment with human moral judgments given sufficient
training data (Nguyen et al., 2024; Preniqi et al.,
2024; Zangari et al., 2025a), though they suffer
from distribution shift and poor cross-domain gen-
eralization. This makes large language models a
compelling alternative.

Large language models were recently com-
pared to human performance (Bulla et al., 2025),
concluding LLMs superiority. However, their strict
majority voting for ground truth excluded nuanced
moral content, retaining only less ambiguous cases
and departing from the inclusive consensus prac-
tices (marked when flagged by at least one anno-
tator) (Nguyen et al., 2024; Preniqi et al., 2024;
Zangari et al., 2025a). Additionally, leave-one-
out estimation of annotator ranking lacked statisti-
cal robustness. Another recent work (Skorski and
Landowska, 2025) found LLMs showing imbal-
ance - lower than anticipated recall - under inclu-
sive annotator consensus.

Our Bayesian method resolves these problems
by modeling annotator disagreement, striking the
balance between inclusive and overly exclusive
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consensus rules, while our large-scale evaluation
across multiple datasets and modern models en-
sures robustness of findings.

More on moral foundation theory. For compre-
hensive coverage of (computational) moral founda-
tion theory challenges, see (Zangari et al., 2025b).

2 Data and Methods

2.1 Datasets

Our robust evaluation utilizes three established
and diverse corpora totaling 250K+ annotations
of moral values from hundreds of annotators with
diverse expertise (from experts to crowd-workers)
across 100K+ texts spanning social media, news,
and forum discussions.

Moral Foundations Twitter Corpus (MFTC)
(Hoover et al., 2020): 128,454 annotations from 23
trained annotators across 33,686 tweets from seven
discourse domains.

Extended Moral Foundations Dictionary
(eMFD) (Hopp et al., 2021): 73,001 crowd-sourced
annotations from 654 contributors on 54,867 text
segments extracted from approximately 8,000 news
documents by major outlets, including The Wash-
ington Post, CNN, Fox News selected via GDELT.

Moral Foundations Reddit Corpus (MFRC)
(Trager et al., 2022): 61,226 annotations from
6 trained coders across 17,885 Reddit comments
from 12 subreddits covering politics and everyday
moral discourse.

2.2 Bayesian Annotation Competence Model

As in the related work, we frame the problem as
binary prediction tasks for individual moral founda-
tions (abbreviated to care, fairness, authority, loy-
alty, sanctity). Optionally, we consider the aggre-
gated "any moral content”" category derived from
positive labels across foundations. We note that this
aggregated category is inherently unreliable when
only positive labels are provided (as in eMFD),
since true negatives cannot be distinguished from
unlabeled moral content, creating systematic clas-
sification ambiguity.

Given substantial inter-annotator disagreement
demonsrated by PABAK scores in Table 2, we re-
sort to probabilistic (Bayesian) methods of obtain-
ing ground-truth labels (Paun and Simpson, 2021).

We model annotator disagreements using a vari-
ant of Dawid-Skene’s model (Dawid and Skene,
1979) with weak Dirichlet priors to estimate
ground-truth labels and annotator reliability:



Foundation MFTC MFRC eMFD
Care 0.71 0.67 0.33
Fairness 0.63 0.64 0.36
Loyalty 0.62 0.82 0.38
Authority 0.52 0.78 0.41
Sanctity 0.58 0.83 0.44
Any 0.34 0.38 1.00

Table 2: Prevalence-Adjusted Bias-Adjusted Kappa
(PABAK) scores measuring inter-annotator agreement
across datasets and moral foundations

Model Specification. We assume N texts, .J
annotators, and K categories. True category preva-
lences follow 7 ~ Dir(a) where a = (1,1, ..., 1)
provides uniform priors. Each annotator j has a
confusion matrix ®; with rows 6, ~ Dir(3;,),
where 3, is a K-dimensional vector with [z = 2
(diagonal) and f3; = 0.5 for | # k, encoding weak
belief that annotators correctly identify majority
of categories. For text ¢ with true category z; and
annotations y; = (y;1, ..., ¥;7) wWe have:

J
Pr{zi=Fk|yim O} x m H ki
j=1
This posterior accounts for varying annotator reli-
ability while estimating both confusion matrices
and ground-truth labels. For computational stabil-
ity and reliable convergence, all calculations are
performed in the log-domain using logits.

Zi

Yij

Figure 1: Graphical model representation of the model
for multi-annotator classification. Light gray circles
represent latent variables, dark gray rectangles represent
observed variables, white circles represent parameters,
and blue rectangles represent hyperparameters. Plates
indicate replication over items (V) and annotators (J).

Implementation.  We developed a GPU-
optimized implementation in TensorFlow (Abadi
et al., 2015) using custom graphs and sparse ten-
sor operations for computational efficiency. The
framework supports MAP estimation and Monte
Carlo sampling with optional fixed effects model-
ing (Appendix B). Testing on A100 GPUs achieved
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1,000 optimization steps per second for 100k an-
notations, enabling rapid convergence across large-
scale datasets.

2.3 Large Language Models

Three recent advanced large language models
were analysed for moral foundations classification:
(1) Claude Sonnet 4 (Anthropic, 2025) with a
200,000 token context window; (2) DeepSeek-V3
(DeepSeek, 2024) with 671 billion total parameters,
37 billion active parameters, and a 128,000 token
context window; and (3) Llama 4 Maverick (Meta,
2025) with 402 billion total and 17 billion active
parameters, and a 256,000 token context window.
All models were queried using the temperature
setting of 0.30 to balance deterministic responses
with modest variability. Each text was analysed in-
dividually (no batching of inputs) to ensure focused
classification results. The prompt used was:

Moral Foundations Theory Classification

You are an expert in moral psychology, classifying text
according to Haidt’s theory.

For each moral foundation, mark true if moral values
from that foundation are expressed in the text, false if not
expressed.

Answer only with a valid JSON in this format:
{

"care/harm”: [true / false],
"fairness/cheating”: [true / false],
"loyalty/betrayal”: [true / falsel,
"authority/subversion”: [true / falsel,
"sanctity/degradation”: [true / false]

W

Experiments were tracked using W&B! and re-
peated to ensure stability and reproducibility.

Appendix A provides details and rationale about
the prompt selection.

2.4 Metrics

We apply standard classification metrics to
Bayesian-estimated confusion matrices: Bal-

anced Accuracy (= PIET N+ 7 NT frVF 7). Preci-

: TP TP ...
SioN 757 75> Recall TPIFN False Positive Rate
FP . FN
FTP¥TN® and False Negathe Rate FN¥TP"

2.5 Supplementary Materials

Code, data preprocessing scripts, experimental re-
sults, and additional evaluation results are available
from the project repository (Skorski, 2025).

"https://wandb.ai/
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3 Results

Bayesian models were fitted for each language
model and dataset, the model considered a one
additional annotator each time, and confusion ma-
trices obtained through MAP were used to calculate
classification metrics and percentile ranks.

3.1 Accuracy Analysis

Balanced accuracy results appear in Table 3 and
Figures 2 to 4.

Moral Foundations

Model Metric Any Authority Care Fairness Loyalty Sanctity
MFTC Dataset

75 80

Acc% 78 82 81 90

Claude Sonnet 4

Pet 50 83 75 71 79 100

Acc% 77 82 78 81 80 85

DeepSeek-v3 Pet 54 88 71 71 79 92

L Acc% 68 79 76 83 80 87

Llama 4 Maverick 42 79 63 71 75 9%

Human Avg% 72 67 71 75 72 67
eMFD Dataset

Acc% 85 74 88 83 72 80

Claude Sonnet 4 p ¢ 95 7597 91 78 84

Acc% 93 81 88 82 85 75

DeepSeek-V3 Pet 100 89 98 85 93 77

L Acc% 95 83 89 84 83 82

Llama 4 Maverick 1, 100 92 98 88 91 86

. Acc% 82 64 78 77 62 66

GPT-S mini Pot 92 46 81 76 45 49

Human Avg Acc% 63 64 62 64 62 63

MFRC Dataset
74 83
57 100

68 83
14 86

62 83
14 100

75 69

91
100

82
100

87
100

70

Acc%
Pct

Acc%
Pet

9

Llama 4 Maverick Acc
Pet

Avg%

90
100

90
100

89
100

76

Claude Sonnet 4

DeepSeek-V3

Human

Table 3: Model performance on moral foundation classi-
fication across datasets. Acc% shows balanced accuracy
and Pct shows the corresponding percentile.

The key insights are:

Al Superiority over Humans. Al models con-
sistently outperformed humans across datasets, typ-
ically ranking in the top 25% of annotators. Human
performance averaged 67-76%, while Al achieved
62-95% depending on dataset.

Similar Dataset Difficulty. Average Al perfor-
mance was similar across datasets: MFRC (83.7%),
eMFD (81.9%), and MFTC (81.5%), with negli-
gible difference between the highest and lowest
performing datasets.

Model Strengths. While all models outper-
formed human annotators, there is no strong winner
among them. Claude appears to be a slight over-
all leader, scoring high consistently and achieving
first or second-best results most of the time, with
particular excellence in nuanced Care and Sanc-
tity foundations. DeepSeek and Llama 4 perform
similarly most of the time, but show a visible gap
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of 8-9% behind Claude on MFRC in Sanctity and
Fairness.

Consistent Accuracy across Foundations. All
moral foundations achieved strong performance
across datasets, with overall average accuracy ex-
ceeding 80%: Care (85.1%), Sanctity (84.3%),
Loyalty (81.6%), Authority (80.9%), and Fairness
(80.0%). Particularly high results for "Sanctity" are
notable given its known difficulty to classify due to
cultural contexts.
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Figure 2: DeepSeek-V3 vs human accuracy (MFTC).

3.2 False Positive vs. False Negative Analysis

Figure 5 and Table 4 compare false positive and
false negative rates across models and foundations.
The key findings are:

Al-Human Error Trade-offs. Across all foun-
dations and datasets, Al models achieve 2 — 4x
lower false negative rates compared to humans
(19.4% vs 52.7% on average), at the expense of
slightly higher average false positive rates (16.1%
vs 10.1%), overall remaining more balanced (as vi-
sually revealed in Figure 5). This reveals opposing
strategies: Al provides balanced detection, while
humans classify more conservatively, systemati-
cally underdetect genuine moral signals.

Foundation-Specific Patterns. On average, the
largest improvement in FNR appears in Care (40.8
point FNR versus humans), followed by Authority



Human vs AI Performance -- MeaiAccuracy, -- M AI System more balanced (average FNR_FPR AI gap Of 14pp
100th and 1.6pp, respectively) than in eMFD (gap of

86th

8.7pp) crowd-annotated. This can be explained
by the Bayesian method that estimates Al perfor-
mance by seeking a consensus with a much higher
number of conservative / biased annotators.

50%

w
3
B

Accuracy
Accuracy

Annotator Annotator
- ! Moral Dimensions
100th Authority Care Fairness Loyalty Sanctity
Model FNR FPR FNR FPR FNR FPR FNR FPR FNR FPR
> > MFRC Dataset
£ £ Claude Sonnet 4 165 172 53 152 123 272 87 195 79 95
"‘-3 E DeepSeek-V3 187 144 73 137 364 180 9.6 214 313 45

Llama 4 Maverick 146 20.0 10.8 11.4 281 288 9.7 248 152 105
Human Baseline 565 53 424 53 409 94 524 54 554 37

MFTC Dataset
Annotator Annotator Claude Sonnet4 147 253 72 358 93 258 201 187 78 122
- DeepSeek-V3 246 111 152 285 286 87 229 167 267 38
Llama4 Maverick 239 180 199 282 228 115 133 277 161 92
v Human Baseline  53.1 134 503 69 435 62 469 86 591 73

76% 7

0% eMFD Dataset
3 2 o Claude Sonnet4  33.6 184 9.1 152 193 150 449 106 361 4.1
5 sow 5 DeepSeek-V3 182 190 7.5 160 250 115 168 130 478 24
& & Llama4 Maverick 126 207 7.9 141 182 134 199 148 322 38

Human Baseline 565 160 598 152 549 162 594 164 612 135

Annotator Annotator Table 4: False positive and negative rates (%) by model
Moral Dimension across moral foundations and datasets. Human baseline
@ authority @ care @ fairness @ loyalty @ sanctity @ any
represents average performance across all annotators.

Figure 3: Claude Sonnet 4 vs human accuracy (MFRC).
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4 Case Study

Human annotation, while considered the gold stan-
dard for supervised learning, may systematically
underestimate moral content prevalence in text. As
noted in annotator training guidelines, "Ambigu-
ities present considerable challenges for human
annotators who must strike an acceptable balance
between exploiting often weak signals of moral
sentiment while also avoiding unfounded specu-
lation about authorial intent." Our results suggest
Al models navigate this balance more effectively,
achieving both higher recall rates and superior bal-
anced accuracy compared to human annotators.

To verify this finding, we evaluated a selection of
posts where Al predicted substantially more moral
content than human annotators. An independent
domain expert confirmed that Al was correct in
the majority of cases, suggesting that human an-
notators systematically miss moral content that Al
systems correctly identify. Full details of this val-
idation study are provided in the supplementary
material and code repository. The examples below
represent cases where no human annotator detected
moral language, false negatives in human annota-
tion that Al correctly identified, demonstrating Al’s
superior sensitivity to subtle moral cues in text.

Example: Claude Sonnet 4 Classification

User: You are an expert in moral psychology, classifying
text according to Haidt’s theory (...)

Text: “Anyone think Macron should dispose of the
Algerian dictator? France did little to support the
uprisings of 2010-2012.”

Assistant:

{

"care/harm”: true,
"fairness/cheating”: true,
"loyalty/betrayal”: false,
"authority/subversion”: true,
"sanctity/degradation”: false

}

Reasoning:

¢ Care/harm: Concern for harm under “dictator,” sug-
gests intervention to protect people

» Fairness: Implies Algerians deserve better; criti-
cizes France’s abandonment

¢ Authority: Direct challenge to political authority
through regime change
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Example: Claude Sonnet 4 Classification

User: You are an expert in moral psychology, classifying
text according to Haidt’s theory (...)

Text: “Victim blaming are we? Even if the therapist is her
friend, she should’ve known not to tell her anything. It’s
immoral and extremely disrespectful, and being friends
with his wife is no excuse.”

Assistant:

{

"care/harm”: true,
"fairness/cheating”: true,
"loyalty/betrayal”: true,
"authority/subversion”: true,
"sanctity/degradation”: true

}

Reasoning:

* Care/harm: Concern for victim’s wellbeing and
harm from breach of confidentiality

* Fairness: Views therapist’s actions as unfair be-
trayal of professional ethics

* Loyalty: Frames situation as betrayal of profes-
sional duties and patient trust

 Authority: Challenges therapist’s abuse of profes-
sional authority

» Sanctity: Treats therapeutic confidentiality as sa-
cred/inviolable

Example: Claude Sonnet 4 Classification

User: You are an expert in moral psychology, classifying
text according to Haidt’s theory (...)

Text: “If you care about this cat so much and it has been
a WEEK since you have seen her, WHY HAVE YOU
NOT CALLED THE POLICE AND REPORTED THE
THEFT??? Once you do all that, you need to cut contact
with your "boyfriend". I would’ve had my cat back day of
or would’ve filed the theft immediately. This is pushing
ESH because of how long you’ve waited for YOUR CAT.”

Assistant:

{

"care/harm”: true,
"fairness/cheating”: true,
"loyalty/betrayal”: false,
"authority/subversion”: true,
"sanctity/degradation”: false

}

Reasoning:

* Care/harm: Strong concern for cat’s welfare and
emotional distress from separation

* Fairness: Views theft as clear injustice requiring
legal consequences

 Authority: Appeals to police authority to enforce

justice and restore order




Conclusion

This work presents the most comprehensive eval-
uation to date of moral foundation detection ca-
pabilities in state-of-the-art large language mod-
els, analyzing 1M+ queries across 250K+ annota-
tions from three established corpora. By employing
Bayesian annotation modeling, we moved beyond
deterministic ground-truth assumptions to explic-
itly account for annotator disagreement in moral
foundation classification.

Our key findings demonstrate that Al models
consistently outperform human annotators in moral
foundation detection, typically ranking in the top
25% across all datasets. Critically, AI models
achieve 2 — 4x lower false negative rates, while
accepting slightly higher false positive rates, re-
vealing fundamentally different error strategies. Al-
though humans often miss genuine moral founda-
tions due to biases, Al models provide more bal-
anced detection of moral content.

These findings have important implications for
deploying LL.Ms in moral foundation analysis. The
superior recall capabilities make Al models valu-
able for detecting moral foundations that humans
might overlook, though slightly higher false posi-
tive rates require careful calibration for specific
applications. Our uncertainty-aware evaluation
framework provides a foundation for more nuanced
assessment of Al moral foundation detection that
accounts for inherent subjectivity rather than treat-
ing classification as deterministic.

Future work should focus on improving model
calibration for moral foundation detection and ex-
tending evaluation to other moral frameworks, as
well as exploring connections to other datasets such
as anticipatory discourses (Landowska et al., 2023;
Skorski et al., 2025).
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Limitations

Fixed Effects Modeling Limitations. While our
Bayesian framework supports demographic fixed
effects to account for systematic annotator differ-
ences, we did not employ these due to limited
demographic metadata (only the crowd-sourced
eMFD corpus contains sufficient demographic
data). This somewhat constraints our ability to
model known sources of variation in moral founda-
tion detection across annotator groups.

Content Moderation Limitations. Content mod-
eration systems may introduce systematic bias by
refusing to process morally relevant content. Azure
OpenAl rejected 10% of Twitter data citing im-
proper content, while Anthropic’s model ques-
tioned the factual accuracy of referring to an "Al-
gerian dictator” in our Macron example. After ex-
cluding OpenAl, content moderation affected less
than 0.5% of our final evaluation dataset.

Data Availability Constraints. The three cor-
pora span different periods (2016-2022) and textual
domains, reflecting constraints of available anno-
tated datasets rather than ideal experimental design.
These temporal and domain variations may some-
what limit the generalizability of the findings.

Annotation Protocol Heterogeneity. The three
corpora employed different annotation proto-
cols—varying in annotator training, guidelines, and
expertise levels—which may introduce inconsis-
tencies in the ground truth labels. The MFTC
used trained experts while eMFD relied on crowd
workers, potentially creating systematic differences
in annotation quality and interpretation that our
Bayesian model may not fully reconcile.

Prompt Sensitivity Limitations. While we de-
liberately avoided extensive prompt engineering
to reflect typical usage conditions, LLM perfor-
mance on moral classification tasks is known
to be sensitive to prompt phrasing and structure
(see (Skorski and Landowska, 2025)). Our single-
prompt approach yields balanced results suitable
for general-purpose evaluation, though alternative
prompt strategies (e.g., chain-of-thought, few-shot
examples, explicit instructions emphasizing sensi-
tivity or specificity) could shift the precision-recall
tradeoff. Such variations might improve perfor-
mance on specific moral concepts or optimize for
particular error patterns, but would deviate from
typical deployment conditions we aimed to assess.
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Low-Resource Language and Cultural Bias Lim-
itations. Our evaluation is limited to English-
language datasets, as annotated moral reasoning
datasets in low-resource languages are not yet avail-
able. This gap somewhat limits cross-cultural val-
idation of our findings, though annotator diver-
sity—from trained experts to crowdsourced con-
tributors—helps mitigate individual cultural biases
within English contexts. As the field develops mul-
tilingual moral foundation datasets, our framework
can readily extend to cross-linguistic evaluation.

Theoretical Scope Limitations. Our exclusive
focus on Moral Foundation Theory, while practical
and widely-used for large-scale analysis, represents
a significant theoretical limitation. Alternative
moral and ethical theories (e.g., virtue ethics (Cul-
ham et al., 2024), deontological ethics (Gawron-
ski and Beer, 2016) or care ethics (Deak and
Saroglou, 2016)) offer different perspectives on
morals that may capture dimensions not encom-
passed by MFT’s five foundations. Furthermore,
the binary classification framework fails to cap-
ture the intensity, valence, or contextual nuance
of moral expressions. However, MFT remains
best suited for large-scale computational analysis
given its established usage, data availability, and
continued popularity in computational linguistics
research. Future work should explore hybrid ap-
proaches that combine MFT with complementary
frameworks like virtue ethics or care ethics to pro-
vide more comprehensive moral analysis.
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A Al Prompt

For estimating moral competence under typical us-
age conditions, we deliberately avoided prompt en-
gineering techniques that might bias models toward
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higher recall or precision (the work of (Skorski
and Landowska, 2025) demonstrated that LLMs
are somewhat sensitive in that regard). We tested
prompt variants that explicitly request step-by-step
reasoning, without noticing significant differences.

Moral Foundations Theory Classification

You are an expert in moral psychology, classifying
text according to Haidt’s theory.

For each moral foundation, mark true if moral values
from that foundation are expressed in the text, false
if not expressed.

Answer only with a valid JSON in this format:
{

"care/harm”: [true / false],
"fairness/cheating”: [true / falsel,
"loyalty/betrayal”: [true / false],
"authority/subversion”: [true / false],
"sanctity/degradation”: [true / false],
"reasoning”: [summary of reasoning],

}

Provide step-by-step reasoning.

\

B TensorFlow Model Implementation

.Our Bayesian aggregation uses sparse tensor oper-
ations for efficient likelihood computation across
annotator-item pairs. The implementation lever-
ages TensorFlow’s sparse lookup operations to
handle high-dimensional confusion matrices, en-
abling scalable inference on GPU hardware. The
core algorithm computes marginal likelihoods over
latent true labels by efficiently aggregating log-
probabilities from annotator-specific confusion ma-
trices, exploiting sparsity in the annotation pat-
tern (most annotators do not label all items).
The optimization uses gradient ascent on the log-
posterior, jointly estimating class prevalences and
per-annotator competence parameters. Details are
available in our code repository (Skorski, 2025).

Listing 1: TensorFlow implementation

def log_p(pi_logits,
annot_ids):

wen

theta_logits ,

Implements the log-likelihood
computation for a Dawid—Skene
competence model,

estimating both class prevalences and
annotator confusion matrices.

Parameters:
pi_logits tf.Variable , shape [K]
Logits for class prevalence
distribution pi (before
softmax normalization )
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theta_logits shape [J,

K, K]

Logits for annotator confusion
matrices theta (before
softmax normalization)

thetal[j,i,k] = P(annotator j

tf.Variable ,

labels class k | true class i
)
annot_ids tf.SparseTensor, shape [N
, J#K]

Sparse tensor encoding annotation
observations where:

— indices: (item, annotator)
pairs
— values: observed classes

encoded for efficient
embedding lookup

Returns
tf.Tensor scalar
Log—likelihood = log P(
annotations | pi, theta) +

log P(pi) + log P(theta)

Combines data likelihood with
Dirichlet priors on pi and
theta

Mathematical formulation:

log P(annotations) = sum_i log sum_k
pi_k prod_j theta_jk,y_ij + log P
(pi) + sum_j log P(theta_j)

where y_ij is the annotation by
annotator j on item i

"

log_pi = tf.nn.log_softmax(pi_logits
)
log_theta = tf.nn.log_softmax (

theta_logits , axis=-1) # [
annotator x true class x pred

class ]

pi = tf.math.exp(log_pi) # [true
class ]

theta = tf.math.exp(log_theta)

log_theta = tf.transpose(log_theta
,[0,2,1])

log_theta = tf.reshape(log_theta, (J
+K,K)) # [annotator % true class
, x pred class]

log_p = tf.nn.
embedding_lookup_sparse (
log_theta, annot_ids, sp_weights
=None, combiner="sum’) # [items

x true class]

log_p += log_pi[None, :]

log_p = tf.reduce_logsumexp (log_p.,
axis=1) # [items]

log_p = tf.reduce_sum(log_p)

log_p += class_prior.log_prob(pi)
log_p += tf.reduce_sum(

confusion_prior.log_prob(theta))
return log_p

tf .optimizers .Adam(le-2, )
2000

optimizer =
max_iter =

@tf. function ()
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def train_step (pi_logits , theta_logits ,

annot_ids):

with tf.GradientTape () as tape:
loss = —log_p(pi_logits ,

theta_logits , annot_ids)

gradients = tape.gradient(loss, [
pi_logits , theta_logits])

optimizer.apply_gradients (zip (
gradients , [pi_logits ,
theta_logits]))

return loss

@tf.
def

function ()
train(pi_logits , theta_logits ,
annot_ids , max_iter=tf.constant(1)):
print("tracing")
for i in tf.range(max_iter):
loss = train_step (pi_logits ,
theta_logits , annot_ids )

# get competences from logits

theta = tf.nn.softmax(theta_logits ,
=-1)

competences = tf.reduce_sum(tf.ones(K)
+1.0/K = tf.linalg.diag_part(theta),
axis=1).numpy ()

axis

C Content Moderation Examples

Social media is full of expressive posts that occa-
sionally may not be evaluated by Al providers who
implement strict internal safety mechanisms, lim-
iting research capabilities on real-world content.
For this reason, we did not include the results of
OpenAl. One rejected example is shown below.

Example: Azure OpenAl Content Filtering

Input: “Stop racist black thugs & their Marxist masters
terror campaign. #LockThemUp #NoBail #alllivesmat-
ter #PoliceLivesMatter”

Response: Error 400 - Content management policy
violation

Filter Results:

» Hate: Filtered (High severity)
* Violence: Filtered (Medium severity)

¢ Sexual/Self-harm: Safe

| J

D Moral Foundations Color Palette

We use the colorblind palette from (Skorski and
Landowska, 2025), transitioning from individualis-
tic (cooler) to collectivistic (warmer) foundations

Care Fairness Loyalty Authority Sanctity

Individualism Collectivism

Figure 6: Moral colors: individualism to collectivism



