
Proceedings of The 4th Workshop on Arabic Corpus Linguistics (WACL-4), pages 12–24
January 20th, 2025. ©2024 Association for Computational Linguistics

12

Lahjawi: Arabic Cross-Dialect Translator

Mohamed Motasim Hamed, Muhammad Hreden, Khalil Hennara
Zeina Aldallal, Sara Chrouf, Safwan AlModhayan

Misraj AI
Khobar, Saudi Arabia

{hamed,hreden,hennara,aldallal,sara.chrouf,safwan}@misraj.ai

Abstract

In this paper, we explore the rich diversity
of Arabic dialects by introducing a suite of
pioneering models called Lahjawi. The pri-
mary model, Lahjawi-D2D, is the first de-
signed for cross-dialect translation among 15
Arabic dialects. Furthermore, we introduce
Lahjawi-D2MSA, a model designed to con-
vert any Arabic dialect into Modern Standard
Arabic (MSA). Both models are fine-tuned
versions of Kuwain-1.5B1 an in-house built
small language model, tailored for Arabic lin-
guistic characteristics. We provide a detailed
overview of Lahjawi’s architecture and train-
ing methods, along with a comprehensive eval-
uation of its performance. The results demon-
strate Lahjawi’s success in preserving mean-
ing and style, with BLEU scores of 9.62 for
dialect-to-MSA and 9.88 for dialect-to-dialect
tasks. Additionally, human evaluation reveals
an accuracy score of 58% and a fluency score
of 78%, underscoring Lahjawi’s robust han-
dling of diverse dialectal nuances. This re-
search sets a foundation for future advance-
ments in Arabic NLP and cross-dialect com-
munication technologies.

1 Introduction
Arabic is the official language of 22 countries,
with an estimated 400 million speakers globally
(Mohammed Ameen and Abdulrahman Kadhim,
2023), It stands out as one of the world’s most
linguistically rich. With more than 120 morpho-
logical patterns (Shaalan et al., 2019), Arabic of-
fers a multitude of word formations that signifi-
cantly amplify its expressive capacity. In every-
day communication, Arabs primarily use dialects,
which vary significantly across countries and re-
gions, posing challenges for cross-dialect commu-
nication, particularly in informal contexts.

1Kuwain-1.5B (ਗْ৻َ :(ټُܙ an in-house built small language
model designed to address the unique linguistic characteris-
tics of Arabic.

The importance of Arabic dialect translation
has grown significantly over the last decade,
driven by increasing demand for digital commu-
nication and cultural exchanges. While early
research focused on Modern Standard Arabic
(MSA) translation, the need for comprehensive
cross-dialectal translation has recently gained at-
tention due to the language’s rich diversity. This
diversity presents substantial challenges, includ-
ing significant vocabulary disparities (see Table 1),
varying sentence structures, and region-specific id-
iomatic expressions like folk proverbs. Addition-
ally, grammatical differences in verb conjugations
and plural forms further increase complexity. De-
spite advancements in Arabic Natural Language
Processing (NLP), several challenges persist:

• Lack of Cross-Dialect Translation Models:
lack of models addressing the dialect-to-
dialect translation.

• Absence of Comprehensive Solutions: Cur-
rent models fail to provide a holistic ap-
proach that addresses the full spectrum of
Arabic dialectal diversity and translation
needs.

To address these challenges, we present Lah-
jawi, a set of dialect translation models designed
to address the challenges of cross-dialect com-
munication in Arabic. Our key contribution,
Lahjawi-D2D, is the first model developed for
cross-dialect translation, covering 15 distinct Ara-
bic dialects. Additionally, we introduce Lahjawi-
D2MSA, which translates any Arabic dialect into
Modern Standard Arabic (MSA). This work ad-
vances Arabic dialect translation and contributes
to the broader goal of enhancing inclusivity and
linguistic diversity in NLP.

The remainder of this paper is organized as
follows: Section 2 reviews related works, Sec-
tion 3 details our dataset creation steps, Section 4
presents our model and the proposed method, Sec-
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MSA Levantine Arabic Egyptian Arabic Translation

ዻዧ؇༡؟ ܋٭ژ ܋٭ڰ۹؟ إزل۹؟ How are you?
గጻዧل ا۱ᄳᄟ؇ب أرࢴࣖ ༟؇ܳٴب أروح ࢻࣖي اܳٴب أروح ༟؇ߌ߳ I want to go home

ොຬڎث؟ ݁؇ذا ًݱଫଃ؟ ܾ ނި ౫భݱܭ؟ ঌፇዧا ل۬ إ What’s happening?

Table 1: Examples of dialectal variations in Arabic

tion 5 outlines our experimental setup. Section
6 discusses the findings, interprets them to exist-
ing research, and explores their broader implica-
tions. Section 7 acknowledges the approach limi-
tations and suggests directions for future research.
Through this structured approach, we deliver an
in-depth analysis of Lahjawi’s capabilities, high-
lighting its potential impact on Arabic NLP and
cross-dialectal communication.

2 Related Work
Recent advancements in dialect translation re-
search have been explored in various dimensions,
with notable efforts focusing on translation from
individual dialects to Modern Standard Arabic
(MSA) and translation involving multiple dialects
into MSA (AlMusallam and Ahmad, 2024). The
former involves converting a specific dialect into
MSA, aiming for precise linguistic alignment be-
tween regional speech and formal Arabic. The lat-
ter examines the translation of multiple dialects
into MSA, offering broader applicability across
diverse dialectal variations and enhancing mutual
intelligibility. Beyond these, cross-dialect trans-
lation involves translating texts from one specific
Arabic dialect directly into another, bypassing the
need for Modern Standard Arabic (MSA) as an in-
termediary. This approach is particularly relevant
for improving communication between speakers
of different dialects. However, despite its practi-
cal importance, research in this area remains lim-
ited. This may be because most other languages
do not exhibit the same level of dialectal variation
as Arabic. As a result, cross-dialect translation is
a challenge unique to Arabic and a few other lan-
guages, which might explain the relatively limited
attention it has received from researchers. Con-
sequently, only one foundational work (Meftouh
et al., 2015) has addressed this underexplored do-
main.

2.1 Single Dialect Translation To MSA
Recent research in Arabic dialect translation
has primarily focused on converting specific di-
alects to Modern Standard Arabic (MSA). Stud-

ies on Jordanian (Al-Ibrahim and Duwairi, 2020),
Tunisian (Sghaier and Zrigui, 2020; Kchaou et al.,
2020), and Egyptian (Faheem et al., 2024) di-
alects have highlighted various challenges and ap-
proaches. For instance, Jordanian-to-MSA trans-
lation has achieved high accuracy at both word
and sentence levels (Al-Ibrahim and Duwairi,
2020), while Tunisian dialect translation has
faced difficulties with longer, idiomatic phrases
(Sghaier and Zrigui, 2020; Kchaou et al., 2020).
Egyptian dialect research has emphasized the im-
portance of both monolingual and parallel data in
low-resource settings (Faheem et al., 2024). Multi-
dialectal approaches, such as (Khered et al., 2023),
have shown success in translating Egyptian, Emi-
rati, Jordanian, and Palestinian dialects to MSA
using separate models for each dialect.

Methodologies in this field have evolved from
traditional rule-based systems to advanced Deep
Learning techniques. Early rule-based machine
translation (RBMT) systems (Sghaier and Zrigui,
2020) struggled with complex phrases, while sta-
tistical machine translation (SMT) (Kchaou et al.,
2020) offered moderate improvements through
data augmentation. Deep learning methods, par-
ticularly recurrent neural networks (RNNs) and
transformer models, have shown superior ac-
curacy. For example, RNN-based approaches
(Al-Ibrahim and Duwairi, 2020) demonstrated
high accuracy for Jordanian dialect translation,
while transformer models (Torjmen and Haddar,
2024; Khered et al., 2023) significantly outper-
formed rule-based approaches. Semi-supervised
approaches (Faheem et al., 2024) have effectively
combined parallel and monolingual data, outper-
forming both supervised and unsupervised models
in low-resource contexts.

2.2 Multiple Dialects Translation To MSA
Recent advancements in multi-dialect translation
to MSA have centered on model fine-tuning, data
augmentation, and applying large language mod-
els (LLMs). Fine-tuning pre-trained transformer
models, particularly AraT5, has shown significant
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improvements in translation quality for various di-
alects including Palestinian, Jordanian, and Egyp-
tian (AlMusallam and Ahmad, 2024; Alahmari,
2024; Derouich et al., 2023). Joint models trained
on multiple dialects (Khered et al., 2023) have
leveraged cross-dialectal information to achieve
high performance.

Data augmentation and dataset expansion have
been crucial strategies. Studies like (Nacar et al.,
2024) and (Fares, 2024) have employed back-
translation and incorporated multiple corpora to
expand training data, leading to substantial im-
provements in translation performance. The intro-
duction of novel datasets, such as SADA (Abde-
laziz et al., 2024), created using automated trans-
lation methods with ChatGPT 3.5, has further en-
hanced model training.

The application of LLMs has shown great po-
tential, especially in low-resource settings. Re-
search utilizing models like GPT-3.5, AraT5, and
No Language Left Behind (NLLB) (Atwany et al.,
2024) has achieved high BLEU scores across mul-
tiple dialects. Notably, the Arabic Train Team
demonstrated the superior performance of the
Jais (Sengupta et al., 2023), an Arabic-focused
model, which outperformed GPT-3.5, GPT-4, and
NLLB in translating dialects into MSA (Demi-
dova et al., 2024). Additionally, the fine-tuning of
models like LLaMA-3 using Parameter-Efficient
Fine-Tuning (PEFT) methods (Ibrahim, 2024)
has demonstrated the effectiveness of resource-
efficient approaches for complex dialect transla-
tions. These advancements underscore the grow-
ing impact of LLMs and the importance of dialect-
specific datasets and efficient fine-tuning tech-
niques in improving translation quality across Ara-
bic dialects.

2.3 Cross-Dialect Translation
While most research in Arabic dialect translation
has focused on converting dialects into Modern
Standard Arabic (MSA), cross-dialect translation
has received comparatively less attention. A no-
table exception is the work by (Meftouh et al.,
2015), who introduced PADIC, a parallel corpus
of five Arabic dialects from the Maghreb and
the Middle East (Algerian, Tunisian, Syrian, and
Palestinian). PADIC represents an early attempt at
facilitating machine translation between dialects
themselves. The study found that dialects from
the same region, such as Algerian and Tunisian,
achieved better translation accuracy due to their

linguistic similarities. In contrast, dialects from
different areas, like Syrian and Algerian, posed
greater challenges due to their divergence. This
groundbreaking work underscores both the poten-
tial and the current limitations of machine transla-
tion systems when applied to under-resourced Ara-
bic dialects.

3 Dataset Preparation and Preprocessing
Our multi-dialect Arabic translation model was
developed using a combination of open-source
datasets: MADAR (Bouamor et al., 2018), PADIC
(Meftouh et al., 2015), NADI (2023) (Abdul-
Mageed et al., 2023), Dial2MSA (Mubarak,
2018), Arabic STS (Al Sulaiman et al., 2022),
UFAL Parallel Corpus of North Levantine 1.0
(Sellat et al., 2023) and Multidialectal Paral-
lel Corpus of Arabic(MDPCA) (Bouamor et al.,
2014). These datasets were processed uniformly
using two distinctive templates, with system
prompts employed throughout, one for translating
any dialect-to-MSA, and another for translating
between specific dialects (see Figure 1).

Applying these templates results in two types of
datasets: Dialect-to-MSA, and Dialect-to-Dialect
datasets. The Dialect-to-MSA (D2MSA) dataset
consists of 197,042 samples, which are used
to train the Lahjawi-D2MSA models. Figure
2 shows the distribution of dialects within this
dataset. As shown in the figure, the dataset ex-
hibits significant dialect imbalance, with Syrian
Arabic dominating at 66%, while other dialects
have minimal representation ranging from 0.8% to
5.7%.

The Dialect-to-Dialect (D2D) dataset contains
266,871 samples and is used to train the Lahjawi-
D2D model. This dataset was created by gener-
ating every possible combination of dialect pairs
from all previously mentioned datasets, encom-
passing a wide range of dialect variations. The
dataset includes 210 possible dialect translation
pairs (see Figure 3). The dataset shows significant
skewness in the number of samples for each pair
across the 15 dialects, with an over-representation
of Levantine dialects, specifically Syrian, Pales-
tinian, and Jordanian, and Maghrebi dialects, par-
ticularly Tunisian, Moroccan, and Algerian.

We implemented a straightforward preprocess-
ing pipeline to standardize the training data. This
process includes the normalization of Arabic char-
acters and numerals, as well as the standardization
of punctuation and spacing. These preprocessing
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Figure 1: Illustration of the two system prompt templates used in Lahjawi. (Left) Template for translating any
dialect-to-MSA, with system prompt in dark red, input in light blue, and output in green. (Right) Template for
translating between specific dialects, with system prompt in dark red, template question in orange, dialect name
in red, input in light blue, and output in green.

Figure 2: The distribution of dialect-to-MSA samples
in D2MSA dataset

steps ensure consistency across the datasets, en-
abling more accurate and reliable model training.
To evaluate the performance of our models, we uti-
lized two datasets.

The first dataset is the NADI-2024 DA-MSA
test and development data (Abdul-Mageed et al.,
2024), which is available in four dialects: Egyp-
tian, Emirati, Jordanian, and Palestinian. This
benchmark facilitates the comparison of our re-
sults with others. Additionally, we selected the
MADAR parallel corpus test set (Bouamor et al.,
2018) to assess our model’s performance on addi-
tional dialects, considering the absence of a stan-
dardized benchmark for testing the translation of
other dialects into MSA. We applied the same
benchmark to evaluate Lahjawi-D2D for cross-
dialectical translation, leveraging the fact that
MADAR offers parallel translations between our
targeted dialects.

4 Model
Lahjawi models are a fine-tuned adaptation of
an in-house small language model Kuwain 1.5B,
specifically optimized for the challenging task

Figure 3: Heatmap of Arabic Dialect Comparison

of Arabic dialect translation. In our approach,
we reformulated the translation problem into a
Question-Answering (QA) framework, which en-
abled more precise and focused training. This
reframing allowed us to capture the nuances of
dialect-specific translations better.

As outlined in the previous section, we im-
plemented a consistent template transformation
across the entire training dataset, tailoring the
input-output structures to align with dialect-
specific translation tasks, as illustrated in Figure
1. This step was crucial in adapting the general-
purpose Kuwain model to specialize in translating
input text from one dialect to another, based on the
prompt provided.

The fine-tuning process followed the next-token
prediction paradigm, with system prompts and
embedding tokens carefully masked to ensure
the model focused on relevant dialectal context.
The training was conducted over three epochs us-
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ing a cosine learning rate schedule, with metic-
ulously adjusted hyperparameters to maximize
performance. These optimizations ensured the
model’s ability to capture both subtle and overt lin-
guistic distinctions across the dialects, delivering
robust translation quality across diverse sentence
structures. See Appendix A for configuration de-
tails.

By combining the strengths of the Kuwain
model with our specialized fine-tuning approach,
Lahjawi models are uniquely positioned to ad-
dress the complexities of Arabic dialect transla-
tion. This tailored methodology enables Lahjawi
to serve as a powerful tool for facilitating cross-
dialectal communication, offering more accurate
and context-aware translations between the vari-
ous Arabic dialects.

5 Experiments and Results
This section presents the results from four exper-
iments conducted on Arabic dialect translation.
Each experiment was designed to evaluate differ-
ent aspects of the translation process. The first ex-
periment, Lahjawi-QuadD, follows the methodol-
ogy of several papers participating in NADI 2024
competition (Abdul-Mageed et al., 2024), to trans-
late from specific Arabic dialects to MSA, serv-
ing as a benchmark to compare results. The sec-
ond experiment, Lahjawi-4Isolate, was inspired
by (Khered et al., 2023), which suggested that
training a model separately for each dialect im-
proves performance. However, our results con-
tradicted this hypothesis, leading us to the third
experiment, Lahjawi-D2MSA, which investigated
the impact of increasing the number of dialects on
overall performance. The fourth and final exper-
iment, Lahjawi-D2D, represents our primary con-
tribution to developing the first-ever model for di-
rect translation between Arabic dialects.

5.1 Lahjawi-QuadD: A Comprehensive
Model on 4 Dialects

The experiment focused on fine-tuning a model
to translate four Arabic dialectsJordanian, Pales-
tinian, Emirati, and Egyptianinto Modern Stan-
dard Arabic (MSA), as part of the NADI-2024
(Abdul-Mageed et al., 2024) subtask DA-MSA
machine translation. The model was trained on
sample sizes of 3,600 for Jordanian, 10,012 for
Palestinian, 14,227 for Egyptian, and 1,000 for
Emirati. The data is a subset of D2MSA data for
translating input text to MSA. Table 2 presents the

model’s evaluation measured by the BLEU metric,
for the NADI-2024 DA-MSA test data across var-
ious Arabic translation systems.

5.2 Lahjawi-4Isolate: The Effect of
Separates Models Training

In this experiment, four distinct models were
trained, each specifically dedicated to translating
one of the four target dialects in the NADI-2024
into Modern Standard Arabic (MSA). The main
objective of this experiment was to explore the
impact of training separate models for each di-
alect versus using a unified model, as done in the
first experiment. The results in Table 2 illustrate
the inefficiency of training separate models for
each dialect, demonstrating that the previous ex-
periment significantly enhances translation quality
compared to this one. Results and findings will be
discussed in the section 6

5.3 Lahjawi-D2MSA: A Unified Model for
Translating All Arabic Dialects to MSA

This experiment focused on developing a robust
model for translating various Arabic dialects into
Modern Standard Arabic (MSA). The training uti-
lized (D2MSA) dataset, enabling the model to
handle the linguistic variations effectively across
these diverse dialects. The dataset includes
197,042 samples, with detailed information on the
dialects and their corresponding sample sizes pro-
vided in Figure 2. Tables 2 and 3 present the
BLEU metrics of the unified model derived from
the NADI-2024 DA-MSA and MADAR test data,
respectively.

Table 4 in Appendix B demonstrates Lahjawi-
D2MSA translation examples from different Ara-
bic dialects to Modern Standard Arabic (MSA).
The table specifically presents the original dialect
sentences alongside their corresponding Lahjawi-
D2MSA outputs, illustrating how the translations
capture the essence of the original expressions
while adapting them to the standardized form of
Arabic.

5.4 Lahjawi-D2D: A Model for Cross-Dialect
Translation

Lahjawi-D2D is an Arabic model for Arabic cross-
dialect translation, capable of translating between
15 dialect pairs shown in Figure 3. The model was
developed using a standardized format for conver-
sion between any two dialects. The model’s per-
formance was evaluated using the BLEU metric
on the MADAR test data, with results detailed
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System Overall Egy. Emi. Jor. Pal.

Arabic Train 20.44 16.57 23.38 21.37 20.62
Alson 17.46 16.76 17.53 20.94 18.43
ASOS 17.13 14.82 19.39 15.80 18.38
CUFE 16.09 14.86 17.35 15.98 16.82
Lahjawi-QuadD 13.55 12.64 12.51 14.96 14.20
Lahjawi-D2MSA 13.30 11.39 11.37 17.40 13.67
Lahjawi-4Isolate 12.13 10.54 15.27 7.87 14.41
MBZUAI BLEU 10.54 8.53 11.51 11.79 10.44
VBNN 9.24 8.62 6.30 11.79 10.54
AraT5v2 6.87 9.38 4.61 4.90 8.13
mT5 2.81 3.08 2.33 3.11 2.95
MBZUAI BADG 2.78 3.03 2.53 1.98 2.58
AraBART 0.87 0.77 0.81 1.11 0.88

Table 2: Performance Metrics: BLEU Scores Across Various Arabic Translation Systems Evaluated on
NADI-2024 DA-MSA Test Data.

Dialect Test BLEU Dialect Test BLEU

KSA 10.81 ALG 9.40
OMN 11.31 LY 7.89
QAT 8.77 MOR 8.58
IQR 8.37 TUN 6.47
JOR 11.52 EGY 10.55
LBN 11.29 SDN 8.97
PAL 11.24 YEM 7.80
SYR 11.39

Overall: 9.62

Table 3: Lahjawi-D2MSA BLEU Scores on MADAR
Test Datasets for Arabic Dialects

in Figure 4. Additionally, human assessments
were conducted on 50 sentences for the most com-
monly spoken dialects, including Syrian, Jorda-
nian, Palestinian, Tunisian, Egyptian, Saudi, and
Moroccan. These evaluations, which assess ac-
curacy and fluency, were assigned scores ranging
from 1 to 5. The combined outcomes of the human
evaluations and the BLEU scores provide valuable
insights into the model’s effectiveness in cross-
dialect translation. Table 5 and 6 in Appendix C
demonstrate Lahjawi-D2D translations examples
from the Egyptian, and Syrian dialects to various
Arabic dialects respectively. It highlights how di-
alectal variations affect phrasing and vocabulary,
showcasing similarities and unique features across
all dialects.

6 Discussion
First, we will examine the impact of the first exper-
iment involved training a comprehensive model
on four dialects collectively (Lahjawi-QuadD),

Figure 4: Lahjawi-D2D’s BLEU scores on MADAR
test set.

compared to the second experiment focused on
training separate individual models for each of
these dialects (Lahjawi-4Isolate). As shown in
Table 2, training a comprehensive model demon-
strated a relatively consistent performance across
all dialects, showing slightly better results in Jor-
danian and Palestinian dialects. Despite the lim-
ited number of samples for the Jordanian dialect in
the training data, this did not significantly impact
the model’s performance. This could potentially
be attributed to the benefits of shared knowledge
across dialects, leading to improved overall model
performance.

Observing the results of training individual
models for each dialect reveals that separate
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(a) (b)

Figure 5: Dialect-to-Dialect Human evaluation: (a) accuracy scores, (b) fluency score.

training does not consistently lead to better per-
formance, particularly for the Jordanian model,
which showed a notable drop in accuracy. This
aligns with findings from (AlMusallam and Ah-
mad, 2024), who observed that the Jordanian and
Palestinian dialects tend to achieve high accu-
racy with minimal differences between them when
used together for training, likely due to their close
similarity to each other and Modern Standard Ara-
bic (MSA).To confirm this, we compared the Jor-
danian and Palestinian models on the NADI de-
velopment set. The results were as follows: Jor-
danian achieved a BLEU score of 5.67, while
Palestinian achieved 14.12, Interestingly, when
we tested the Palestinian model on Jordanian data,
it scored 19.34, while the Jordanian model scored
6.84 on Palestinian data. These results suggest
that the Jordanian dataset is relatively small, and
given the similarity between the two dialects, com-
bining them leads to improved BLEU scores. De-
spite the limited number of training samples for
the Emirati dialect, the model performed well.
This success could be attributed to the fact that
Kuwain was exposed to more Gulf dialects during
the pre-training phase, leading to a better under-
standing and representation of the Emirati dialect
within the model.

As for the third experiment, trainingLahjawi-
D2MSA as a unified model on 15 dialects yields
slightly different scores, with similar overall aver-
ages. These small differences indicate that increas-
ing the number of dialects adds translation chal-
lenges in some dialects due to the increase in com-
plexity, while others may benefit from the exis-
tence of other dialects since similar words and con-
texts may be the same in different dialects. Never-
theless, the model demonstrated strong adaptabil-
ity across the diverse linguistic variations.

Compared to other models, our model Lahjawi-
D2MSA produced mediocre results. In contrast,
teams like Arabic Train (Demidova et al., 2024)
and CUFE(Ibrahim, 2024), with superior mod-
els such as the Jais-13B and LLaMA-8B mul-
tilingual model, leveraged much larger architec-
tures. Additionally, teams like Alson (AlMusal-
lam and Ahmad, 2024) and ASOS (Nacar et al.,
2024) enhanced their performance by augmenting
their datasets with higher quality and more exten-
sive data. This suggests that using a larger model
along with higher-quality data could significantly
improve performance.

In Table 3, Lahjawi-D2MSA demonstrates
higher performance with Levantine dialects,
which aligns with the significant representation of
the Syrian Levantine dialect in the training dataset.
Additionally, Gulf and Egyptian dialects exhibit
decent translation performance, although not as
robust as the Levantine dialects. However, the
model encounters difficulties with Maghribi di-
alects, especially Tunisian. These challenges may
stem from linguistic differences and the complex-
ity inherent in those dialects, diverging from Mod-
ern Standard Arabic (MSA). This underscores the
importance of additional training or refining the
model to handle underrepresented dialects.

Analyzing the results presented in Figure 4
the Lahjawi-D2D model highlights that certain
dialects consistently achieve higher scores (e.g.,
Qatari, Palestinian) compared to others, such as
Iraqi and Libyan, which exhibit notably lower
scores. Several factors could contribute to these
disparities, including the quality and quantity of
training data, as well as the presence of specific di-
alects during the pre-training phase of the Kuwain
model . Moreover, it is observed that the model’s
translation capabilities are not always symmetri-
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cal. Some dialects may translate more effectively
in one direction than the other. For instance, the
translation score from Qatari to Iraqi is 17.21,
whereas from Iraqi to Qatari, it is 6.02. This
asymmetry in translation performance highlights
the complexity and nuances involved in accurately
capturing the linguistic variations between differ-
ent dialects.

The results of the human evaluation accuracy in
Figure 5a indicate that the Syrian dialect achieves
the highest translation accuracy among the Ara-
bic dialects, largely due to its large dataset and
close similarity to Modern Standard Arabic and
other Eastern dialects (Egyptian, Saudia, Pales-
tinian, Jordanian, and Syrian) (see Figure 3). In
contrast, although the Moroccan (Tunisia, Mo-
rocco) dialects have a large dataset, they achieve
lower translation accuracy due to their divergence
from Modern Standard Arabic and its most closely
related dialects. Overall, the accuracy rating for
this evaluation is 58%.

Figure 5b shows high fluency levels among
most Arabic dialects, with the Eastern dialects
showing high similarity and high fluency among
them. While the Moroccan dialects show lower
variation and percentages for the same reasons re-
lated to the nature of the dialect and its rarity in
the basic training data in the original model. The
overall fluency level, as assessed, reaches 78%.

7 Limitations
Our work faced significant challenges due to the
complexity and diversity of Arabic dialects, which
often deviate from Modern Standard Arabic in vo-
cabulary and grammar. The lack of standardized
sentence structures and written forms in many di-
alects complicated the training and evaluation of
our models. A significant limitation is the quality
and availability of Arabic dialect datasets, which
are often small, unevenly distributed, and lack
clear distinctions between dialects. Parallel train-
ing corpora are usually built separately for each
dialect, without highlighting their similarities and
differences, making it challenging to train models
that accurately differentiate between them. Addi-
tionally, many translations in these datasets are
rephrased rather than literal, adding complexity
to both generating and evaluating precise trans-
lations. Finally, the model’s tendency to gen-
erate inaccurate outputs (hallucinations), particu-
larly in smaller models, highlighted the resource
constraints in developing accurate cross-dialect

translators.
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B Dialect-to-MSA Translation Examples
(Lahjawi-D2MSA)

Dialect Original Dialect Sentence Lahjawi-D2D output
UAE ؇݁ ඔ൹ܳإ มฃ۱ ݆݁ ޗ؇ܳؕ ݁ص أَ؇ ލ؇ء، ঌॻل ި૭ ިܳ 

ا۱ᄳᄟص ݿ؇ܳڰ۰ أਵف
ปฆۋ ۱ٷ؇ ݆݁ أරඝج ݆ܳ أَ؇ ލ؇ء، ሒᇿ દઊཟොູ ިܳ 
ا۱ᄳᄟص ڢݱ۰ أਵف

SYR ູ اَި ܾ۳ৎا ݁أި ڣݠڢ؇۰َ ި݁ ިၯ၍ ݿ؇فܭ ඔ൹݁ ሒᇕ؇ل
ཇ ጥ༠د ؇݁ دار ل؇ و ܳأٷڎو ۰༟؇اܳٴݯ

۱ڍا ᄩᄥلݱ اᄳᄟى و ຬ٭ص اᄳᄟى و ૭؊ل اᄳᄟى ݆݁
ሌᇿ؇ܳٺ؇ً و . اܳ٭۬ ۬༟؇اܳٴݯ ሌᇆ؇ّ ان ܾ۳ৎا ఈః༠ل ݆݁
. ཇ ૭؊ل  ݆݁ و ཇ ૭؊ل ݆݁ ڣ؇ن

LY ሒᇖݿݴرو؇༡و ሒᇧ؇༡ ިاࠍ ّިا، ይዧލ؞ܭ དྷஓ ॷॖर ؇݁
ً؇ܳٷأٷ؇ع. ሒሃ؇ނ و๑ฺب اညܝ٭ژ ڢڎام ڢأڎة ොٺ؇ج

༥ڎا. ༡؇ر ިاࠍ ان. اܳأ݄ܭ ሌᇿإ ا۱ᄳᄟ؇ب أرࢴࣖ 

اଫଊܳد. ݆݁ ۰༡اଫଐاݿ আॻ༟ اࠍݱިل ሌᇿإ أّޚܹؕ
IRQ ༟ܹ٭۬ ޗٴب ن اୖ؇ނٺ؇گ ۱ڍا ނٷި اਵف ᆙᆘܝ݆

ཇ اڣዛው݄ب ؇݁
ॷख़र اୖ؇ނٺ؇غ ۱ڍا ؇݁ ሒᇃଫଊෛູ أن اৎ݄ܝ݆ ݆݁ ۱ܭ
أڣ۳݄۬ ቕረ

ALG ۬۱ ۋٷ؇ ଫଃ༚ َڰ۱ި݄۳؇ ᄩᄥ٭ዝང ڰފ۬ ܋٭ٺ݄؇ن ۱؇دا ڣگޔ ݆ොຶ ڣ۱ި݄۳؇ ᄭᄥ٭ዝང আॻ༟ ܋٭ٺ݄؇ن ۱ڍا
JOR ݁ٷ؇ ؇۳ܹ༟ਲ਼ਦ ༡ڎ ሒᇭ واܳـ۳᠌ݠً؇ ڣܹފأب ل۬ اܳٴޚ؇ر

ሒᇕ؇ل Ⴄ၍ًܭ ঌ႓ၽاނٴ
݆݁ ۱ܭ ۰༟ި݁گޚ اܳـ۳᠌ݠً؇ء و ݪأ٭ڰ۰ ل۰ اܳٴޚ؇ر
ً؇Ⴄၽًܳܭ ሒᇃߙ߳ود ان اৎ݄ܝ݆

EGY ا༟ڎي ؇ৎ ዝཇݠ Ⴄ၍م პაႰن اَ؇ มฃلأ ال۬ มฃلأ دا ال۬
ᄩᄥޗڰ ۱؇ًࠔࠫ ݁ݷ ඔ൹ّఈఃاܳٺ

ඔ൹ٔఈఃاܳټ ሌᇿإ أݬܭ ٷڎ݁؇ ॷख़रأ มฃلأ لأมฃ؟ ݁؇ذا َأܾ
ᄭᄥޗڰ أ܋ިن ݆ܳ

TUN ᄩᄥ٭ይዧا اܳـܝٴଫଃه اᄴᄟار ಸ؇ت و ود ܋ଫوا ڢڎاش اይዧ٭ᄭᄥ؟ ଫଃاܳـܝٴ اৎل ಸ؇ت و أޗڰ؇ل ༟ڎد ቕመ
PAL ௧ௌ༡ا ྸะࣖࢻ؇݁ و ا݁ފ۹ ༠ڍ ᄕჼَ؟ ا۹َ ਐಸأݠف

དྷ݁ا ۱٭۹ ༃ز ݁أ۹
౫ళڎث ان ߙߵࢴࣖ  و ا݁ފ۹ ᄕჼَ؟ ا۹َ ّأݠف ۱ܭ
اذ۱ص มฃد ௧ਤ݁

KSA პაႰن ྵื ༚ܹޔ ؇ዛኗިاݿ ঌፇዧا اނ٭؇ء ان اਵف
ا۱ࡤࡲ و݁؇ ؇ዛኗިاݿ

و أරඝى ਵਦة ᄩᄥأڣأ ปฃوܳـܝ ۊޚ؊ ᄩᄥأڣأ ؇݁ أن أ༟
أ۱ࡤࡲ

OMN ݆݁ لأ۠ٴ۹ َިع ଫا܋ وش : دܳިع ૭؊ل وا༡ڎ
لگިܳިن آਊಱ؇د أ܋٭ڎ ૭ٺأٴޔ : اᄴᄟܳިع رد 'اًܭ'؟
۬۳۳۳۳۱ ߓߵاݿ۬ َ؇ނٴ۰ ᄭᄟᄴᄟوا دڣٷިه

اًܭ؟ ݆݁ ොູٴ۬ َިع ଫأ܋ ި۱ ؇݁ دܳިع ෛஙݧ ݿ؊ل
آਊಱ؇د، ً؇ܳٺ؊܋٭ڎ ૭ٺأٴޔ، ૭ٺأ۠ص،  اᄴᄟܳިع: رد
،ሒᇖ أَ۬ لگ؇ل و ஙݠة ሒᇭ رًޚ۬ و دڣٷ۬ ቕቆ أَ۬ لگިܳިن
اୖݠاء؟ ۱ڍا ؇݁

MOR ঌፇዧا ިاࠍ اݿٺྡྷލگި ً؇س ؇ዛዀڣ؇݁ ྲྀ٪ٺ۬، દઑ إ ا૭؇ن
ܳ٭۹ َگޚؕ ሒᇿ ނڎ و ଫଃاܳٷܨ ڣ٭۬

ڣگޔ اݿٺྡྷލݑ ّ؞ଫଃه، أن ஓ୷ܝ݆  ྲྀ٪ٺ۬، દઑا ا૭؇ن
ఈః݁ټ ዻዧ أڢޚؕ و اୖިاء

LBN රඞڣ٭؇!! ඔ൹ܹڰ༱݁ٺ ل۰ ނި ؕ݁ ݁ިاݬఈఃت را܋ٴ۬ රඞڣ٭؇! ඔ൹ܹڰ༱ٺৎا ًأݥ ؕ݁ ᄭᄥڣ؇༡ را܋ص
YEM ۰۳اࠍ আॻ༟ َ؇م ༡ڎ ؕ݁ ༟ި݁ڎ ڣݷ و݁؇ ؇ৎ؇ޗ

ا༟ިৎڎ ݆݁ ੯੩وڢ راس وۏؕ دون ۹ොຬߙߵ มฆܳا
۬۳۳۳۳۳۳۱

มฆܳا ۰۳اࠍ আॻ༟ َ؇م ا༡ڎ ؕ݁ ༟ި݁ڎ ل༥ިڎ و ؇ৎ؇ޗ
ا༟ިৎڎ ݆݁ ੯੩وڢ ቕረا دون ۹ොຬߙߵ

SDN ڣߺࠊ Մ៰Ղا ً؇ذن ଲ୍ًا ਐಸޚܹؕ ނٷڎي ݁ިڢژ ݁أٺگܭ اܳࠕࠫ
۰༟؇اܳފ ٢٦/١٢ ଲ୍ًا ຬ ݁ڰگިد زول ٷڎو زول ሒᇭ
ً ؇༡؇ݬٴ ٧:٠٠

ڣߺࠊ ،Մ៰Ղا ࿓؆ذن ༚ڎا ෛູݠج ނٷڎي ݁ިڢژ ݁أٺگܭ ሒᇭ
༚ڎا ሒᇆ؊ل ݁ڰگިد ෛஙݧ ٷڎه ෛஙݧ ۱ٷ؇ك Ⴄ၍ن
؇༡؇ݬٴ 7:00 ۰༟؇اܳފ 26/12/2012

QAT ۋگ٭گ۰ او ਃಸݯ؇ ۰ًᄔც لگ۰ ޗݠ ً؊ل۰ّ ੯੩༠ا ༟ڍر ނژ
ሒᇀأ ؇݁ ۱ڍا ଫଃ༚و ູ أ۹َ ܾ۳ৎا ..

أو ਃಸݯ؇ء ۰ًᄔც لگ۰، ޗݠ ً؊ي ੯੩༠إ ً ༟ڍرا ނژ
أرࢴࣖه.  ۱ڍا ଫଃ༚و ،ሒᇆ؊ّ أ۹َ ܾ۳ৎا ۋگ٭گ۰،

Table 4: Examples of Dialect to Modern Standard Ara-
bic (Lahjawi-D2MSA) Translations.
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C Dialect-to-Dialect Translation
Examples (Lahjawi-D2D)

Dialect-to-Dialect Lahjawi-D2D output
EGY to JOR أ૰ྥب. ಱࣖࢻ ،ሒᇃ؇ّ ཇا ܹ݁٭ިن ሒᇭ ܳފ؇ ނ؞ܭ ༠ܹݱب ؇݁ ႟၍ اܳگݱ۰؟ ނި
EGY to PAL أނٺ؞ܭ ًگڎر ؇݁ ،۰༡اཡً ًگڎر. ؇݁ ྵื ༥ڎࢴࣖة، ނ؞ఈఃت أ܋ྥލژ رح ނ؞ܭ ༠ܹݧ ؇݁ ႟၍ ނި؟

.ଫଐأ܋
EGY to LBN ۱ިن. ߵணߌ ਃಸگڎر ܾ ༡ڎا ؇ᆇᅫ َ؇ޗݠك، ሒᇃ؇ّ ཇ ܹ݁٭ިن ሒᇬఈఃਐಸ ཇ ౪భܹݧ ؇ৎ ੯੩۱ ႟၍ ሒᇭ؟ ނި
EGY to SYR ܾ ܋ٷب إذا ًأݠف ؇݁ ،؇۳დაႰأ زم ۰ਃ؇ّ ނ؞ܭ ቕመ ٷڎي ਐಸܝިن وا༡ڎ ނ؞ܭ ෛຳܹݧ ؇ৎ اܳگݱ۰؟ ނި

.۰ਃ؇ّ ނ؞ఈఃت ނިف
EGY to SDN اܳފྟص. ༟؇رف ؇݁ ،มฆۋگ ؇݁ ۰༥؇༡ ཏෛຳ ؇ஓ୴دا اَ؇ ۱ި؟ ܋٭ژ
EGY to LY .ணر ڢ؇در ݁ݷ .؇ዛዊ݁ ଫଊأ܋ ۰༥؇༡ أ܋ྥލڰب ۰༥؇༡ ༠ܹݱب ؇݁ ႟၍ اܳگݱ۰؟ ނ݆
EGY to TUN .มฃ٭ ݆݁ َޚ٭ں ؇ஓ୷د أරඝى، َܹگ؇۱؇ ۰༥؇༡ ොຶܭ ؇݁ ႟၍ اܳگݱ۰؟ ނྡྷ٭؇
EGY to MOR ݁أٷڎَ؇ش ঌॻً ಾأݠف و ༟؇م، ႟ၽނ ب රඝأ و༡ڎا ཇ ౫ళݱܭ ۰༥؇༡ ཇ มᘟዊᚹ ؇݁ ႟၍ Ⴄ၍ي؟ ނٷި

ࢾࣖور. ଫଃ༚ ༡ܭ
EGY to ALG َڰފ۬ لڤيتوش ؇݁ ا૭؇ن .ଫଊا܋ ۰༥؇༡ ෛຶܹݧ َڵڎد۱؇ ۰༥؇༡ ෛຶܹݧ દઊو دو݁؇ لཡا، راه واش

૭ިي.
EGY to QAT ܋ߵଃي. ߙ ቕቆا اڢڎر ؇݁ ،ሒᇃ؇ٔ ཇ ܹ݁٭ިن ଫଃ༚ มฆدوނ ሒᇭ اۋݱܭ ཇ ༠ܹݱب ؇݁ ႟၍ ނٷި؟
EGY to OMN . او ܾዛᔻ དྷܳ؇۱ Ⴄ၍ن اذا ਵڣب ؇݁ ل؇دة، ز ܳگ٭ٺ۬ ཇ ༠ܹݱب ؇గၵ၍ ނި؟
EGY to KSA أّأ؇݁ܭ أਵف ݁ފٺۜ٭ܭ དྷܳء وݬܹب ปฆۋ ،؇ዛዊ݁ ଫଊأ܋ ཇء มฃོ؊ل Ⴄ၍ن ۰༥؇༡ ༠ܹݱب ؇݁ ႟၍ أะྸ؟

݁أ۬.
EGY to IRQ .มᘟኞ ا۱ࡤࡲ اᄕცر ؇݁ ،රඝآ ཇء ܹ݁٭ިن ሌᇿا اوݬܭ راح ،ཇ ႟၍ ಱިݿ اذا رأل۹؟ ނٷި
EGY to YEM زم ጥ݁ټ ا૭؇ن ۱ڍا. ଫଃ༚ ཏྟོ ان ዻዧ لگިل ႟ၽܳوا ،ཇ ႟၍ ཏྟོ ؇ஓ୴دا ا ڢݱٺ۹؟ ؇݁ ޗ٭ص،

لڰܹݴ.
Table 5: Translation from Egyptian Dialect to Other
Dialects for this Sentence: أ༠ܹݧ" أڢިم ؇݁ ႟၍ اࠍႤၽل۰؟ ل۬ إ ި۱
.ߵணߌ ༟؇رف ݁ݷ اܳިا༡ڎ ຳڎ ،ሒᇃ؇݁ފྥٷ٭ ۰ਃ؇ّ ۰༥؇༡ ܹ݁٭ިن ሒᇬأ ۰༥؇༡"
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SYR to JOR . زఈః༟ن ިၯ၍ اނଫଐى، ༡ڎا ሒᇭ ؇݁ و ۊཟا ިၯ၍و ،ଫଃ܋ٺ اۊཟت ݿިق আॻ༟ رۋب ا݁ٴ؇رح
SYR to PAL وืྵ ،ཇا و ިၯ၍ ،ඔ൹ܳ٭؇༚ و ඔ൹ಱز ۊཟوات ل۰ ނި ಱଫଐاނ و ᆇᅹ٭ܭ أًި ොܭ আॻ༟ رۋب ا݁ٴ؇رح

.ܾዛዊ݁ ଫଐ૰وا و ౪భ؇ڣިا ଫଃ܋ٺ َ؇س ሒᇭ
SYR to LBN ༡ڎا ؇݁ و ሒᇿ؇༚ ཇ ႟၍ و َ؇ر ଫଃ܋ٺ اݿأ؇ر ٷ༶ڎ ۊཟا، ل۰ ނި ۏٴب ᆇᅹ٭ܭ أًި আॻ༟ رۋب ݁ٴ؇رح

. ඔ൹َఈః༟ز و اܳٷ؇س ݁ٴఈఃة . ଫଐ૰ي ܾ
SYR to EGY ො۠ިز. ᄩႍ၍و ر۱٭ٴ۰، اݿأ؇ر ان اࠍگ٭گ۰ ۊཟوات، ل۰ ނި ۏٴب ᆇᅹ٭ܭ اًި ٷڎ رۋب ا݁ٴ؇رح
SYR to SDN زي ྲྀٴ٭ؕ زول ሒᇭ ؇݁ ،ሒᇿ؇༚ ఈః༠ه و ༥ڎا، ྵะި܋ ۊཟوات، ٷڎي اࠍཟوات، ً؇فؕ ٷڎ اܳٴ؇رح

دا.
SYR to LY ႟၍ و ༚؇ܳ٭ٷــ؇، દઊڎ༟؇ڢ اܳڰލــ؇ر و ఈఃاܳ؞ ި۱ ۱ڎا ۊཟه، ل۰ ނި ຶ٭ٴި و ۋފ݆ ݿ٭ڎه ܳأٷڎ ߖߵڣأި اܳٴ؇رح

.රඝا ૭؇ل وا༡ڎ
SYR to TUN ل۰، ނި ሒᇿ؇༚ ཇء ႟၍ ،ሒሃ؇ً દઊ؇ً ਵਦا أ݁؇ ۊཟة، ل۰ ނި اނଫଐي ً؇ش ༠؇ޗݠ ިً ٷڎ ຶݠي اܳٴ؇رح

༡ڎلگ۰.  ݁ٺ؇ع اܳڰ؇ࢴࣖة ؇ዛዀ۱ ّިا ႟ၽܳا اܳٷ؇س ،ሒሃ؇ً
SYR to MOR દઊႤ၍؇݁ و ߓ߳اف ሒᇿ؇༚ اܳأލص وܳـܝ݆ اܳأލص، دل؇ل ل۰ ނި ຶ٭ص ً؇ش ᆇᅹ٭ܭ ۊި ٷڎ ݁ލب اܳٴ؇رح

ਃಾ؞ݯص. དྷၯ၍ ިَႤ၍ و ل۬ ଫଐ૰ ༚؇دي وا༡ڎ ปฆۋ
SYR to ALG وܳـܝ݆ واᆙᆊ؇ك، اႤၽܳۏި ً؇ۊݧ َڱިل ܋٭݄؇ ۊཟة، ل۰ ނި ຶ٭ص ᆇᅹ٭ܭ ؇ً؇ً ٷڎ ߖߵوح اܳٴ؇رح

اܳ؞ݯص. ٷڎ۱ܾ ۱؇ًޚ۰ ႟၍ اܳٷ؇س
SYR to QAT ଫଐ૰ي، ا༡ڎ و݁؇ڣ٭۬ ༚؇ܳ٭۰ وا༥ڎ اݿأ؇ر Մ៰Ղوا ۊཟوات، اނଫଐي ލ؇ن ᆇᅹ٭ܭ اًި رۋب ا݁ٴ؇رح

.ඔ൹ݿ؇܋ٺ ܾ۳ၯ၍
SYR to OMN ۱؇ذي ሒᇭ ሒᇿ؇༚ ཇ ႟၍و ༟؇ܳ٭۰، اݿأ؇ر มฃݬڎڢ اࠍݯ؇ر، ًأݥ اނިف ލ؇ن มޖ اًި ሌᇿا رۋب اَ؇

ال؇م.
SYR to KSA ا༡ڎ و݁؇ڣ٭۬ ዛኤ٭ܹب، اݿأ؇ر Մ៰Ղوا ྵื ۊཟوات، ل۰ ނި ಱཇوا ᆇᅹ٭ܭ اًި ܳލ؇رع رۋب ا݁ݴ ݆݁

وۋٷ؇. ଫଐ૰ي،
SYR to IRQ ل۬. ଫଐ૰ وا༡ڎ ؇݁ ሒᇿ؇༚ ၯ၍ݷ ނٷި ྵื ۊཟوات، ل۰ ނި ຳ٭ص ሒᇧ؇ݿ اًި ٷڎ ۬༡را ؇༥ اܳٴ؇رح
SYR to YEM ᆙᆘܝ݆ ྸฺႤ၍؇݁و ༚؇ܳ٭۬ ؇۳ၯ၍ ان اܳݱأިً۬ ܳـܝ݆ ۊཟوات، ل۰ ނި ނఈఃح اܳފިق ل اނܹب اܳٴ؇رح

اݿأ؇ر. ఈః༚ء ᄩᄟ؇༡ ۱٭۬ َ۬ ان ؇ዛኗଫଐاނ
Table 6: Translation from Syrian Dialect to Other Di-
alects for this Sentence: ຶ٭ص ᆇᅹ٭ܭ أًި ܳأٷڎ رۋب ݁ٴ؇رح
ܾ ༡ڎا ሒᇭ و݁؇ ሒᇿ؇༚ ཇ ႟၍و َ؇ر، اݿأ؇ر Մ៰Ղوا ዻዧ ۊཟة، ل۰ ނި
ଫଐ૰ي.
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