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Abstract

This paper describes our submission to the
Indic MT 2025 shared task, where we
trained machine translation systems for five
low-resource language pairs: English—
Manipuri, Manipuri-English, English—
Bodo, English—Assamese, and Assamese—
English. To address the challenge of out-of-
vocabulary errors, we introduced a Named
Entity Translation module that
automatically identified named entities and
either translated or transliterated them into
the target language. The augmented corpus
produced by this module was used to fine-
tune a Transformer-based neural machine
translation system. Our approach, termed
HEMANT (Highly Efficient Machine-
Assisted Natural Translation),
demonstrated consistent improvements,
particularly in reducing named entity errors
and improving fluency for Assamese—
English and Manipuri-English. Official
shared task evaluation results show that the
system achieved competitive performance
across all five language pairs, underscoring
the effectiveness of linguistically informed
preprocessing for low-resource Indic MT.

1 Introduction

This paper presents our submission to the IndicMT
2025 shared task, where we developed machine
translation (MT) systems for five language pairs:
English—Assamese, Assamese—English, English—
Manipuri, Manipuri—English, and English—Bodo.
The systems follow a two-stage pipeline
comprising preprocessing and neural machine
translation (NMT). In preprocessing, the source
text undergoes tokenization, spelling

normalization, and source-side linguistic analysis,
with particular focus on identifying and translating
named entities into the target language to reduce
out-of-vocabulary (OOV) errors. The processed
corpus is then used to train NMT models based on
an encoder—decoder architecture, with subword
segmentation applied via the SentencePiece
tokenizer using the Byte Pair Encoding (BPE)
model to improve vocabulary coverage and
generalization. The resulting systems integrate
named entity handling with standard NMT
methods, thereby enhancing translation quality
across the five language pairs.

2 Related Work

Research in Indic machine translation has
increasingly emphasized the use of multilingual
pretrained models and transfer learning to
overcome data scarcity. The IndicTrans system
(Ahuja et al., 2022) demonstrated the effectiveness
of multilingual Transformer pretraining for Indian
languages, providing strong baselines for Indo-
Aryan and Dravidian pairs. More recently, No
Language Left Behind (NLLB-200) (Costa-jussa et
al., 2022) has scaled this paradigm further, offering
pretrained models across 200 languages, including
Assamese, thereby enabling robust fine-tuning for
low-resource Indic settings.

The benefits of transfer learning for low-
resource machine translation have been well-
documented. Zoph and Knight (2016) showed that
multi-source translation improves performance by
leveraging related languages, while Nguyen and
Chiang (2017) highlighted the effectiveness of
cross-lingual transfer in low-resource neural MT.
In the Indic context, transfer between closely
related languages such as Bengali and Assamese or
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Manipuri and Bodo provides an opportunity to
exploit linguistic similarities for improved
translation performance.

Subword segmentation strategies have also been
an important focus. Sennrich et al. (2016)
introduced Byte Pair Encoding (BPE) as a means
to mitigate out-of-vocabulary issues, while Kudo
and Richardson (2018) proposed the Unigram
Language Model as an alternative. More recently,
Ahmed et al. (2023), in the WMT 2023 shared task,
compared segmentation schemes across low-
resource languages and showed that alternative
approaches can outperform BPE in certain settings.

Efforts to improve named entity handling in MT
are relatively fewer. Joshi and Katyayan (2023) and
Sharma et al. (2023) demonstrated that augmenting
training corpora with entity translations
significantly reduces OOV errors in English—
Braille and Hindi-English systems, respectively.
Our work extends this line by systematically
integrating a Named Entity Translation module
into the preprocessing pipeline for Indic language
pairs.

3 System Description

3.1 Data Preprocessing

Text tokenization and spelling correction were first
performed on the source language corpus. Spelling
normalization was applied to reduce orthographic
inconsistencies in the corpora, particularly for
Assamese and Manipuri. For Assamese, Unicode
normalization was enforced, and common spelling
variants arising from character duplication or
visually similar graphemes were standardized
using a manually crafted rule set. For Manipuri and
Bodo, we implemented an edit-distance—based
correction method (Levenshtein  distance)
supplemented with frequency statistics from the
training corpus. Candidate corrections were chosen
from a lexicon compiled from Wikipedia dumps,
news portals, and government gazetteers, with the
most frequent form selected when multiple
candidates were available. This preprocessing step
reduced vocabulary sparsity and improved token
consistency prior to subword segmentation.
Subsequently, named entities were extracted
using the in-house developed Bi-LSTM-based
POS tagger (Nathani et al., 2023). The extracted
named entities were then classified into the MUC-
6 categories (Grishman et al., 1996) through a rule-
based approach. These annotated entities were

cross-referenced with a knowledge base containing
target language translations for source language
organization and location names.

The Named Entity Translation module relied on
resources compiled from multiple sources.
Gazetteers of Indian locations and organization
names were collected from publicly available
repositories such as the Wikipedia category lists,
and official government publications. Entities not
present in the knowledge base were transliterated
using a rule-based transliteration scheme, which
maps source graphemes to phoneme-equivalent
representations before rendering them in the target
script. This approach preserved phonological
similarity across languages, ensuring that named
entities remained intelligible even in the absence of
dictionary support. In future work, we plan to
explore  phoneme-to-grapheme  transliteration
models trained using transformer-based sequence-
to-sequence architectures for improved accuracy.

A rule-based NER system was employed to
extract named entities from the source language
corpus (Suri et al., 2024). Once identified, these
entities were searched in the knowledge base for
their corresponding English translations. When a
translation was available, the entity in the source
language corpus was replaced with its target
language equivalent. In cases where no translation
was present in the knowledge base, the entities
were instead transliterated into the target language
and then replaced in the corpus.

This process constituted the Named Entity
Translation module, which systematically
identified named entities and translated or
transliterated them into target language, depending
on the availability of translations (Sharma et al.,
2023; Joshi & Katyayan, 2023). The functioning of
this module is illustrated in Figure 1.

A BiLSTM-based POS tagger was used to
bootstrap named entity recognition, as gold-
standard BIO-annotated NER corpora for Manipuri
and Bodo were not available at the time of system
development. POS tags provided coarse-grained
syntactic cues (e.g., proper noun categories) which,
when combined with rule-based heuristics, enabled
the identification of named entities. While this
approach proved effective in resource-constrained
settings, we acknowledge its limitations compared
to transformer-based BIO tagging. Future
extensions of this work will evaluate pre-trained
multilingual NER models such as IndicNER and
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XLM-R—based fine-tuned taggers, which are
expected to improve robustness.

3.2 Sub-Wording

We adopted Byte Pair Encoding (BPE) for subword
segmentation using SentencePiece. BPE was
selected due to its effectiveness in balancing
vocabulary compactness and coverage, a crucial
factor for low-resource settings where unseen
tokens are frequent (Sennrich et al., 2016).
Although alternative segmentation schemes such
as the Unigram Language Model (Kudo &
Richardson, 2018) have been shown to perform
competitively in recent work (Ahmed et al., 2023;
WMT 2023 Shared Task Report), preliminary trials
indicated that BPE produced more stable
vocabularies across our diverse Indic language
pairs. A systematic comparison with alternative
subword models remains an avenue for future
research.

3.3 Training the Model

For the training of the NMT systems, preprocessing
steps were applied. This process was as follows:
Part-of-Speech (POS) tagging was first applied to
source language sentences, after which Named
Entity Recognition (NER) was conducted using a
rule-based module. The identified named entities
were then translated or transliterated according to
the procedure described in the previous section,
thereby producing an augmented source sentence
for the training corpus.

For example, consider the Sindhi sentence:

N C i R G o M [or S = 17 | ) 3
Jedfes EIws 5= SR JaT I
2T~ In this sentence, “f¥ ST ( Person),
Jqod foa (Location), 3393 (Location),” and
Ffrgr T edfes eI

( Organization)” are named entities. Among these,
“fY (S and “STF” were not present in
the knowledge base and were therefore
transliterated as ‘“Nisheeth Joshi” and “Jaipur.” The
remaining entities were looked up in the
knowledge base sequentially. While “e@gel fog”

was not found and was thus transliterated as “New
Delhi,” “3f=T ST& A@SfeF FNTIwI” was

translated as “Indira Gandhi International Airport.”

Using this methodology, the entire training
corpus was augmented with translated and
transliterated named entities. The workflow of the

system is illustrated in Figure 2, while the
hyperparameters used for training both systems are
summarized in Table 1. The overall approach is
named as HEMANT (Highly Efficient Machine
Assisted Natural Translation).

Our systems were built on top of the No
Language Left Behind (NLLB-200) pretrained
multilingual model (Costa-jussa et al., 2022),
which supports several Indic languages including
Assamese. Instead of training from scratch—which
is often infeasible for low-resource settings due to
limited parallel corpora—we adopted a transfer
learning approach by fine-tuning NLLB-200 on the
shared task training data provided by the
organizers.

Parameter Value
No. of Encoding Layers 6
No. of Decoding Layers 6
Early Stopping
metric bleu
min_improvement 0.2
steps 6
Optimizer Adam
beta 1 0.8
beta 2 0.998
learning_rate 1.0
droupout 0.25
Regularization
type 11 12
scale le-4
Minimum _learning_rate 0.00001
Max_steps 1000000
Tabel 1: Hyperparameters Used in Training NMT
Models

The base architecture of NLLB-200 is a
Transformer encoder—decoder model with multi-
head attention, residual connections, and layer
normalization, optimized for cross-lingual transfer.
Fine-tuning was carried out by unfreezing all layers
of the model, while maintaining pretrained
multilingual subword embeddings. Subword
embeddings were initialized from the NLLB
model’s vocabulary, which itself is trained using a
combination of BPE and SentencePiece across 200
languages. This initialization ensured robust
handling of rare tokens and morphologically
complex forms.

Fine-tuning was performed separately for each
language pair, with learning rate schedules tuned to
prevent catastrophic forgetting of pretrained
knowledge. For language pairs with extreme data
scarcity (e.g., Bodo), multi-directional fine-tuning
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was explored by jointly optimizing the model on
related language pairs, leveraging cross-lingual
similarity between Assamese and Bengali for Indo-
Aryan, and Manipuri and Bodo for Tibeto-Burman
families.

This strategy balanced the benefits of pretrained
multilingual representations with task-specific
adaptation. We found that fine-tuning NLLB-200
significantly stabilized training compared to
Transformer models trained from scratch, which
often struggled to converge on the limited IndicMT
corpora.

4 Evaluation

We participated in the shared task by training the
models on the training corpus provided by the
organizers and submitted the outputs generated by
the systems, using the test corpus, for official
evaluation. The corresponding results provided by
the organizing team are presented in Table 2. For
Assamese-English, English-Assamese, English-
Manipuri and Manipuri-English language pairs;
our system performed fairly well. We could not
provide the same results for English-Bodo,
possibly due to very less training corpus.

5 Conclusion

This paper presented HEMANT, our submission to
the WMT 2025 Indic MT shared task, focusing on
five low-resource language pairs. The integration
of a Named Entity Translation module reduced out-
of-vocabulary errors and improved translation
fluency. While absolute scores remain modest, the
relative improvements highlight the value of
linguistically informed preprocessing.

In future work, we plan to explore cross-lingual
transfer strategies by leveraging related languages
(e.g., Bengali—Assamese). Compare alternative
subwording methods (BPE vs Unigram LM).
Incorporate backtranslation and synthetic data
augmentation for extremely low-resource
languages and replace POS-based NER heuristics
with multilingual pretrained BIO tagging models.
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Figure 1: Named Entity Translation Module
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Guru Arjundev, Teg Bahadur, Mahatma Gandhi,
Sadguru, Bhagat Singh, Hemu Kalani, Bhattu
Kanwar and Hasaram Paminani are among the

martyrs who have died for the cause of freedom. NE Translation
85 @315 (Mg, (95 FRMS, JRMHAT 5 B3 , T18Y, B9
51z, (3 TN, BF IS, ACIF 1T

Tokenization

Intermediate Qutput

OF WY (R, (OF IV, V=1 &, THESF, §919
i, (=Y FEI, Ob5 FIVEIE and G AN are
among the martyrs who have died for the cause of freedom.

Sentence
Normalization

POS Tagging

NMT Framework

Name Entity
Recognition
Post-processing

v

FENO] M AT (ZFIT AP [©oT0 9P
(74, (9 IEVE, W2 ST, SRS, 95 B,
S|

Figure 2: HEMANT Approach
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